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Lecture 1

Introduction
1

We shall first give a brief account of the problems we shall be consider-
ing.

We wish to define a complex analytic manifold,V(n), of complex
dimensionn and study how numerous (in a sense to be clarified later)
are the holomorphic functions and differential forms on this manifold.
If V(n) is compact, like the Riemann sphere, we find by the maximum
principle that there are no non-constant holomorphic functions onV(n).
On the contrary ifV(n)

= Cn, the space ofn complex variables, there are
many non-constant holomorphic functions. On a compact complex an-
alytic manifold the problem of the existence of holomorphic functions
is trivial, as we have remarked; but not so the problem of holomorphic
differential forms. On a compact complex manifold there exist a finite
number, sayhp, of linearly independent holomorphic differential forms
of degreep. We have to study the relation between these forms and
the algebraic cohomology groups of the manifold i.e., the relation be-
tweenhp and thepth Betti-numberbp of the manifold. It is necessary
not only to study holomorphic functions and forms but also meromor-
phic functions and meromorphic forms. For instance, it is necessary
to go into Cousin’s problem which is a generalization of the problem
of Mittag-Leffler in the plane. [Mittag-Leffler’s problem is to find in the
plane meromorphic functions with prescribed polar singularities and po-2

lar developments]. We may look for the same problem on manifolds and
the relation between this problem and the topological properties of the

1
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manifold. In the case of Stein manifolds the problem always admits of
a solution as in the case of the complex plane.

We thus observe the great variety of problems which can be exam-
ined. The study of these problems can be divided into three fundamental
parts:

1) Local study of functions, which is essentially the study of func-
tions onCn. Immediately afterwards one can pose some general
problems for all complex analytic manifolds.

2) The study of compact complex manifolds; in particular, the study
of compact K̈ahlerian manifolds.

3) The study of Stein manifolds.

We shall examine some properties of compact Kählerian manifolds
in detail. Compact Riemann surfaces will appear as special case of these
manifolds. We shall prove the Riemann-Roch theorem in the case of
a compact Riemann surface. We shall not concern ourselves with the
study of Stein manifolds.

Differentiable Manifolds
3

To start with, we shall work with real manifolds and examine later the
situation on a complex manifold. We shall look upon a complex analytic
manifold of complex dimensionn as a 2n-dimensional real manifold
having certain additional properties.

We define an indefinitely differentiable (C∞) real manifold of di-
mensionN. (We reserve the symboln for the complex dimension). It is
first of all a locally compact topological space which is denumerable at
infinity (i.e., a countable union of compact sets). On this space we are
given a family of ‘maps’, exactly in the sense of a geographical map.
Each map is a homeomorphism of an open set of the space onto an open
set inRN, theN-dimensional Euclidean space. [For instance, ifN = 2,
we can imagine the manifold to be the surface of the earth and the image
of a portion of the surface to be a region on the two dimensional page
on which the map is drawn]. We require the domains of these maps to
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cover the manifold so that every point of the manifold is represented by
at least one point in the ‘atlas’. We also impose a condition of coherence
in the overlap of the originals of two maps. Suppose that the originals
of the maps have a non-empty intersection; we get a correspondence in
RN between the images of this intersection if we make correspond to
each other the points which are images of the same point of the mani-
fold. We now have a correspondence between two open subsets ofRN

and we demand that this correspondence should be indefinitely differen-
tiable i.e., defined by means ofN indefinitely differentiable functions of 4

N variables.
Thus anN-dimensional C∞ manifoldis a locally compact space de-

numerable at infinity for which is given a covering by open setsU j , and
for eachU j a homeomorphismϕ j of U j onto an open set inRN such that
the map

ϕ j ◦ ϕ−1
i : ϕi(Ui ∩ U j)→ ϕ j(Ui ∩ U j)

is indefinitely differentiable.
We call the pair (U j , ϕ j) a map, and we say that the family of maps

given above defines a differentiable structure on the manifold. We call
the family of maps an atlas. If (U, ϕ) is a map, by composingϕ with
the coordinate functions onRN we getN-functions x1, . . . , xN on U;
the functionsxi are called the coordinate functions and form the local
coordinate system defined by the map (U, ϕ).

From a theoretical point of view it is better to assume that the atlas
we have is a maximal or complete atlas, in the sense that we cannot add
more maps to the family still preserving the compatibility conditions on
the overlaps. From any atlas we can obtain a unique complete atlas con-
taining the given atlas; we say that two atlases are equivalent or define
the same differentiable structure on the manifold if they give rise to the
same complete atlas.

We have defined aC∞ manifold by requiring certain maps fromRN

to RN to beC∞ maps; it is clear how we should define real analytic or
quasi-analytic ork-times differentiable (Ck) manifolds.

We shall be able to put on aC∞ manifold all the notions inRN that 5

are invariant underC∞ transformations. For instance we have the notion
of aC∞ function on aC∞ manifoldVN. Let f be a real valued function
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defined onVN. Let (U, ϕ) be a map; by restriction off to U we get a
function onU; by transportation we get a function on an open subset of
RN, namely the functionf ◦ ϕ−1 on ϕ(U) and we know what it means
to say that such a function is aC∞ function. We definef to be aC∞

function if and only if for every choice of the map (U, ϕ) the function
f ◦ϕ−1 defined onϕ(U) is aC∞ function. We are sure that this notion is
correct, since the notion of aC∞ function onRN is invariant underC∞

transformation. [We can define similarlyC∞ functions on open subsets
of VN (which are also manifolds!)].

If x1, . . . , xN are coordinate functions corresponding to (U, ϕ) and

a ∈ U we define

(
∂ f
∂x1

)

a
, . . . ,

(
∂ f
∂xN

)

a
to be the partial derivatives of

f ◦ ϕ−1 atϕ(a).

On aCk manifold we can define the notion of aCp function for
p ≤ k.

The space of differentials and the tangent space at a point.

We have now to define the notions of tangent vector and differential
of a function at a point of the manifold.

We define the differential of aC1 function at a pointa of VN. For
a C1 function f on RN the differential at a pointa is the datum of the

system of values

(
∂ f
∂x1

)

a
, . . . ,

(
∂ f
∂xN

)

a
. We make an abstraction of this in6

the case of a manifold. LetU be a fixed open neighbourhood containing
a. All C1 functions defined on this neighbourhood form a vector space,
in fact an algebra, denoted byEa,U . We say that a functionf ∈ Ea,U

is stationary ata (in the sense of maxima and minima!) if all the first
partial derivatives vanish at the pointa. The notion of a function being
stationary ata has an intrinsic meaning; for if the partial derivatives ata
vanish in one coordinate system they will do so in any other coordinate
system. LetSa,U denote the subspace of functions stationary ata. We
define the space of differentials ata to be the quotient spaceEa,U/Sa,U .
If f ∈ Ea,U its differential ata, (d f)a, is defined to be its canonical
image in the quotient space. We can prove two trivial properties: its
independence of the neighbourhoodU chosen and the fact that the space
of differentials is of dimensionN. If we choose a coordinate system
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(x1, . . . , xN) at a we have the canonical basis (dx1)a, . . . , (dxN)a for the
space of differentials; in terms of this basis the differential of a function
f has the representation

(d f)a =

∑(
∂ f
∂xi

)

a
(dxi)a.

We now proceed to define the tangent space ata. If x is a vector in
RN we have the notion of derivation alongx. The best way to define this

is to define the derivative of a functionf alongx as lim
t→0

f (a+ tx) − f (a)
t

,

if it exists. If x is the unit vector along thexi-axis we have the partial

derivation
∂

∂xi
. Thus inRN a vector defines a derivation. In a mani-7

fold, on the other hand, we may define a tangent vector as a derivation.
We may define a tangent vector as a derivation of the algebraEa,U with
values inR1, i.e., as a linear mapL : Ea,U → R1 which has the differen-
tiation property:L( f · g) = L( f )g(a) + f (a)L(g). But there will be some
difficulty and we prefer to give a definition which is related directly to
the space of differentials defined above. When we consider onlyC∞

functions these two definitions coincide.
We define a tangent vector or a derivation ata to be a linear function

Ea,U → R′ which is zero on stationary functions. Once again this defini-
tion is independent ofU; moreover the tangent space isN-dimensional.

If ( x1, . . . , xN) is a coordinate system ata,

(
∂

∂xi

)

a
are tangent vectors

at a. These are obviously linearly independent. LetL be any tangent
vector ata. We may write anyC1 function f as

f = f (a) +
∑

(xi − ai)

(
∂ f
∂xi

)

a
+ g

whereg is stationary ata so that we have

L( f ) =
∑

L(xi)

(
∂ f
∂xi

)

a
or L =

∑
L(xi)

(
∂

∂xi

)

a

Thus corresponding to a coordinate system (x1, . . . , xN) we have the

canonical base

((
∂

∂x1

)
, . . . ,

(
∂

∂xN

))
of the tangent space ata.
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Thus at a pointa on the manifoldVN we have twoN-dimensional
vector spaces: the tangent space ata, Ta(V) and the space of differentials
at a, T∗a(V). They are duals of each other and the duality is given by the8

scalar product

〈L, (d f)a〉 = L( f ), L ∈ Ta(V), (d f)a ∈ T∗a(V).

As it is, we first defined the space of differentials at a point and then the
tangent space at that point; as we shall see, it is better to think of the
tangent space as the original space and the space of differentials as its
dual space.
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C∞ maps, diffeomorphisms. Effect of a map
9

We define aC∞ map from aC∞ manifold U of dimensionp to a C∞

manifold V of dimensionq (p andq need not be equal). LetΦ be a
continuous map ofU into V. We say thatΦ is aC∞ map if, for every
choice of maps (u, ϕ) in U and (v, ψ) in V such thatu ∩ Φ−1(v) is non
empty, the map

ψ ◦ Φ ◦ ϕ−1 : ϕ(u∩ Φ−1(v))→ ψ(v)

which is a map of an open subset ofRp into one inRq, is aC∞ map.
We can define aCk map of oneCn manifold into another ifk < n. If

U, V, W areC∞ manifolds andΦ; U → V andΨ : V →W areC∞ maps
then the mapΨ ◦Φ : U →W is also aC∞ map. A mapΦ : U → V (U,
V C∞ manifolds) is said to be aC∞ isomorphism or a diffeomorphism
if Φ is (1,1) and bothΦ andΦ′ areC∞ maps.

LetΦ be aC∞ map of aC∞ manifoldU p into anotherC∞ manifold
Vq. Let a be a point ofU andb = Φ(a). We shall now describe howΦ
gives rice to a linear map ofTa(U) into Tb(V) and linear map ofT∗b(V)
into T∗a(U). Let us choose an open neighbourhoodA of a and an open
neighbourhoodB of b such thatΦ(A) ⊂ B. If f is aCk function on an
open subset ofV, f ◦ Φ is also aCk function on an open subset ofU.
We call f ◦ Φ the reciprocal image off with respect toΦ and denote it
by Φ−1( f ) or Φ∗( f ). Now let f ∈ Eb,B; the restriction ofΦ−1( f ) to A 10

belongs toEa;A. We thus have a natural linear mapΦ−1 : Eb,B → Ea,A.
By this map functions stationary atb go over into functions stationary

7
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at a : Φ−1 : Sb,B → Sa,A. SoΦ induces a linear map ofEb,B/Sb,B into
Ea,A/Sa,A i.e., a linear map ofT∗b(V) into T∗a(U). We denote this map
also byΦ−1.

We now give this map in terms of coordinate functionsx1, . . . , xp at
a andy1, . . . , yq at b. Suppose the map is given byy j = Φ j(x1, . . . , xp).
Φ j areC∞ functions of (x1, . . . , xp). The reciprocal image of the func-
tion f (y1, . . . , yq) is the function

(x1, . . . , xp)→ f (Φ1(x1, . . . , xp), . . . ,Φq(x1, . . . , xp)).

Let (d f)b =
q∑

j=1

(
∂ f
∂y j

)

b

(dyj)b be a differential atb; then

(
Φ
−1(d f)b

)
=

q∑

i=1

(
∂ f
∂yi

)

b


p∑

j=1

(
∂Φi

∂x j

)

a

(dxj)a

 .

In particular,

Φ
−1(dyj)b =

∑

i

(
∂Φ j

∂xi

)

a
(dxi)a

So in terms of the canonical basis (dy1)b, . . . , (dyq)b for T∗b(V) and the
canonical basis (dx1)a, . . . , (dxp)a for T∗a(U) the linear transformation
Φ
−1 : T∗b(V)→ T∗a(U) is given by the Jacobian matrix

((
∂Φ j

∂xi

)

a

)

We have a Jacobian matrix only if we choose coordinate systems ata
andb.

The mapΦ−1 goes in the direction opposite to that of the mapΦ; we11

now give a direct transformation. Associated with the linear mapΦ−1 :
T∗b(V)→ T∗a(U) we have the transpose of this mapΦ : Ta(U)→ Tb(V).
This mapping is called the differential of the mappingΦ at a. By the
definition of the transpose we have

〈Φ(L), (d f)b〉 = 〈L, (d( f ◦ Φ)a〉
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whereL ∈ Ta(U); that is, we haveΦ(L)( f ) = L( f ◦ Φ) and this gives
a direct description of the mapΦ : Ta(U) → Tb(V), because ifL is a
derivation ata, the above formula definesΦ(L) as a linear form onEb;B

which is obviously a derivation. We shall hereafter refer to a differential
as a tangent co-vector.
Invariance of dimension

We now prove the theorem of invariance of dimension: tow dif-
feomorphic manifolds have the same dimension. IfΦ is a diffeomor-
phism ofU onto V, andΦ(a) = b, a ∈ U, we have the linear maps
Φ : Ta(U) → Tb(V) andΨ : Tb(V) → Ta(U) whereΨ denotes the in-
verse of the mapΦ : U → V. SinceΦ◦Ψ = identity andΨ◦Φ = identity,
the same relations hold for the associated linear transformationsΦ and
Ψ. ConsequentlyTa(U) andTb(V) are isomorphic; soU andV have the
same dimension.

Tensor fields and differential forms
We proceed to examine the question of tensor fields and differential

forms. Leta be a point on theC∞ manifold V. An element ofTa(V) 12

is called a contravariant vector ata; an element ofT∗a(V) is called a
covariant vector ata. A tensor ata of contravariant orderp and covariant
orderq is an element of the tensor product


p⊗

Ta(V)

 ⊗


q⊗
∧T∗a(V)

 .

Thus any tensor of any kind that can be defined on a vector space can be
put at a point on the manifold.

We call an element of thep th exterior power
p
ΛTa(V), a p-vector at

a and an element of
p
ΛT∗a(V) a p-covector ata. If

p
ω is a p-covector

p
ω

and
p
ω∧ q

ω
aq-covector

p
ωΛq (the exterior product of

p
ω and q

ω
) is a p+q

covector and we have
p
ωΛ

q
ω
= (−1)pq q

ω
Λ

p
ω.

The exterior algebra,

T∗a(V) =
N∑

0

p
ΛT∗a(V), (

0
ΛT∗a(V) = R)
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over∧T∗a(V) will be of particular interest in the sequel.
All this we have at a point of the manifold. Now we consider the

whole manifold. A vector field (contravariant) onV is a map which
assigns to every pointa of the manifoldV a tangent vectorθ(a) ata; θ is
a map ofV into the set of all tangent vectors ofV such thatθ(a) ∈ Ta(V).
Similarly a p times contravariant,q times covariant tensor field onV is
a map which assigns to every pointa of V a tensor ata of contravariant
order p and covariant orderq. A scalar field is an ordinary real valued
function onV. If we assign to every pointa ∈ V a p-covectorω(a) at a
we obtain a differential formω of degreep onV. ω(a) is called the value
of the differential form at the pointa. Associated with a differentiable13

function f we have a differential form of degree 1 which assigns to every
pointa the differential of f ata, (d f)a.

We state some trivial properties of tensor fields and differential
forms. All tensor fields of a particular kind (of contravariant orderp
and covariant orderq) form a vector space. We can add tensors at each
point and multiply the tensor at each point by a scalar). The differential
forms of degreep(p = 0,1, . . . ,N) form a vector space. We can multi-

ply a differential form of degreep,
p
ω, and a differential form of degree

q,
q
ω

and obtain a differential form,
p
ωΛ

q
ω

of degreep+q; we have only

to take at every pointa the exterior product
p
ω(a)Λ

q
ω

(a). Thus the space

of all differential forms is an algebra.
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“The Tensor Bundles”
14

We have different kinds of tensor’s attached at each point of aC∞ mani-
fold VN. We shall organize the system of tensors of a specified type into
a new manifold.

We first consider the set of all the tangent vectors at all points of
V. We denote this set byT(V). We define onT(V) first a topological
structure and then a differentiable structure so thatT(V) becomes a 2N-
dimensionalC∞-manifold. We do this by means of the fundamental
system of maps defining the manifold structure onV. We choose a map
(U, ϕ). Let x1, . . . , xN be the coordinate functions corresponding to this

map. Leta ∈ U. In terms of the canonical basis

{
∂

∂xi

}
a tangent vector

L ata has the representation

L =
∑

ξ j

(
∂

∂x j

)

a

Let ϕ(a) = (a1, . . . ,aN) ∈ RN. We can representL by the point (a1,
. . ., aN, ξ1, . . . , ξN) in R2N. The set of all tangent vectors at pointsa ∈
U are in (1,1) correspondence with the spaceϕ(U) × RN. We carry
over the topology inϕ(U) × RN to this set (by requiring the mapL →
(a1, . . . ,aN, ξ1, . . . , ξN) to be a homeomorphism). This we do for every
map (U, ϕ). We have now to verify that the topology we introduced is
consistent on the overlaps.

Let (W, ψ) be another map andy1, . . . , yN the corresponding coordi-
nate functions. Leta ∈ U ∩W andψ(a) = (b1, . . . ,bN). Let the com- 15

11
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ponents ofL with respect to the canonical basis corresponding to the
map (W, ψ) be (η1, . . . , ηN). b1, . . . ,bN areC∞ functions of (a1, . . . ,aN).
Further

L =
∑

ηi(
∂

∂yi
)a

=

∑
ξ j

(
∂

∂x j

)

a

=

∑

j

ξ j

∑

i

(
∂yi

∂x j

)

a

(
∂

∂yi

)

a

so that

ηi =

∑

j

ξ j

(
∂yi

∂x j

)

a

So theη areC∞ functions of (a1, . . . ,aN, ξ1, . . . , ξN). Hence the map

(a1, . . . ,aN, ξ1, . . . , ξN)→ (b1, . . . ,bN, η1, . . . , ηN)

is aC∞ map; likewise the map

(b1, . . . ,bN, η1, . . . , ηN)→ (a1, . . . ,aN, ξ1, . . . , ξN)

is aC∞ map. In particular the maps are continuous and this proves that
the topology we defined is consistent on the overlaps. Now the above
reasoning shows also that we have in fact defined aC∞ structure on
T(V). Of course the atlas we have given is not complete. This is a very
special atlas; in fact any map ofV gives rise to a map in this atlas.

If we have aCk-manifold V we can put onT(V) only a (k − 1)
times differentiable structure; for, the expressions for theηi in terms of
the ξi involve the first partial derivatives which are only (k − 1) times16

differentiable. In particular ifV is aC1-manifold T(V) will be only a
topological manifold.

The set of allp-times contra variant andq-times covariant tensors
on aC∞ manifoldV can be made similarly into aC∞ manifold


p⊗

T(V)

 ⊗


q⊗
T∗(V)
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We also have the manifold ofp-covectors
p
ΛT∗(V) which is of dimension

N+
(
N
P

)
. The set of all tangent covectors, not-necessarily homogeneous,

(i.e., the union ofΛT∗a(V), a ∈ V) can also be endowed with aC∞ struc-
ture: this manifold,ΛT∗(V), is of dimensionN + 2N.

All these manifolds built fromV have quite a special structure; they
have the structure of a vector fibre bundle. We shall not define here
precisely the concept of a fibre bundle.

Let us consider, for example,T(V). If a ∈ V, Ta(V) is called the fibre
over the pointa. T(V) is the collection of the fibres, each fibre being
a vector space of dimensionN. Actually T(V) is partitioned into the
fibres.T(V) is called the tangent bundle ofV. T(V) is the bundle space
andV the base space. There are two important maps associated with
T(V). One is the canonical projectionπ : T(V) → V which associates
to every tangent vector its origin: ifL ∈ Ta(V), π(L) = a. (This map
is the projection of the bundle onto the base). The other map gives the
canonical imbedding ofV in T(V); this mapV → T(V) assigns to every
point a ∈ V the zero tangent vector ata. We can now considerV as a
submanifold ofT(V). (This canonical imbedding is possible in any fibre17

bundle in which the fibre is a vector space).
A section of a fibre bundle is a map which associates to every point

a in the base space a point in the fibre overa. A section ofT(V) is a

vector field. A section of
p
ΛT∗(V) is a differential form of degreep. A

tensor field of a definite type is a section of the corresponding tensor
bundle.

C∞ Tensor fields andC∞ Differential forms

A C∞ vector field is an indefinitely differentiable section ofT(V) i.e. it
is aC∞mapθ : V → T(V) such that fora ∈ V, θ(a) ∈ Ta(V). A C∞

differential form is aC∞mapω : V → ΛT∗(V) such thatω(a) ∈ ΛT∗a(V)
for a ∈ V. A C∞ tensor field is defined similarly.

It is good to come back to the coordinate system and see how aC∞

vector field looks. Letθ be aC∞ vector field. Let (U, ϕ) be a map ofV.
Let a ∈ U andϕ(a) = (a1, . . . ,aN) ∈ RN. Let the components ofθ(a) in
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terms of the canonical basis (with respect to (U, ϕ)) ata beξ1, . . . , ξN.

ξi = ξi(a1, . . . ,aN)

are functions of (a1, . . . ,aN). Thus exactly as inRN the vector field is
given byN-functions of the coordinates of the origin of the vector. Ifθ

is aC∞ vector field the map

(a1, . . . ,aN)→ (a1, . . . ,aN, ξ1, . . . , ξN)

is aC∞ map and hence theξi ’s areC∞ functions of (a1, . . . ,aN). Con-18

versely if for every choice of the map (U, ϕ) theξi ’s areC∞ functions of
(a1, . . . ,aN), θ is aC∞ vector field, since theai ’s are alwaysC∞ func-
tions of (a1, . . . ,aN).

It will be useful in particular to know how to recognize by means
of the coordinate systems whether a given differential form isC∞. Let

us consider, for simplicity, a differential form of degree two,
2
ω. Let

(U, ϕ) be a map andx1, . . . , xN the corresponding coordinate functions.
If a ∈ U, (dx1)a, . . . , (dxN)a is the canonical basis forT∗a(V). Once we
know the canonical basis forT∗a(V) we also know the canonical basis

for its second exterior power
2
ΛT∗a(V). The canonical basis for

2
ΛT∗a(V)

is {
(dxi)aΛ(dxj)a

}
, i < j.

In terms of this basis we write

2
ω(a) =

∑

i< j

ωi j (a) (dxi)aΛ(dxj)a.

ωi j (a) are functions ofa · 2
ω is aC∞ differential form if and only if for

every choice of the map (U, ϕ) the functionsωi j areC∞ functions.
In terms of the canonical basis (dxi)a, we can writeω as follows:

ω =
∑

i< j

ωi j dxiΛdxj

This is not ‘abuse of language’; the expression has a correct meaning.
ωi j is a function i.e., a differential form of degree zero.dxi is the differ-
ential of the functionxi i.e., the differential form of degree one which19
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assigns to the pointa the differential (dxi)a and we have already defined
the exterior multiplication of two differential forms.

It is quite remarkable that we can define a manifold structure on the
set of all tangent vectors; a priori there was no relation between tangent
spaces defined abstractly. Also the notion of a vector varying continu-
ously in a vector space which itself varies is a priori extraordinary.

C∞ Differential forms

By a form we shall always mean aC∞ differential form. When we
considerCk differential forms we will state it explicitly. We recall some

fundamental properties of the forms: Let
p
ω be ap-form. When we have

a map we have a representation of
p
ω in terms of the canonical basis:

p
ω =

∑

j1<...< jp

ω j1... jpdxj1Λ . . .Λdxjp.

This is only a local representation; we do not, in general, have a global
representation. The following are the principal properties of the forms.

1. Differentiability.

2. The linear structure: We can add twop-forms and multiply a
form by a scalar. Allp-forms form a vector space.

3. Algebra structure: We can multiply two formsω andω and ob-
tain the formωΛω. The multiplication satisfies the anti-commuta-
tivity rule.

4. The reciprocal image of a form: 20

This is a very important notion. LetU andV be twoC∞ mani-

folds, andΦ : U → V aC∞ map. Suppose
p
ω is a differential form

of degreep on V.
p
ω gives rise to a differential form of degreep

onU, Φ−1(
p
ω), which we call the reciprocal image ofω byΦ. Let

a ∈ U andΦ(a) = b. The value ofω at b is a p-covector,ω(b),

at b. Φ−1(
p
ω) is the differential form which assigns to every point
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a ∈ U the p-covectorΦ−1(
p
ω(b)). It is seen easily that ifω is aC∞

formΦ−1(ω) is also aC∞ form.

Any kind of covariant tensor field has a reciprocal image. How-
ever it is in general impossible to define the direct image of con-
travariant tensor field. For it may be that a pointb ∈ V is the
image of no point ofU or the image of an infinity of points ofU.
Of course we can define the direct image of a contravariant tensor
field whenΦ is a diffeomorphism.

One of the reasons for the utility of differential forms is that they
have a reciprocal image. Another is the possibility of exterior
differentiation.

5. Exterior di fferentiation:

To a givenCk differential form
p
ω of degreep we associate a differ-

ential formd
p
ω of degreep+1 which is of classCk−1; d

p
ω is called

the exterior differential or the coboundary of
p
ω. The important21

point to be noticed is that the exterior differential of a differential
form of degreep is of degreep+ 1.

We define the exterior differentiation by axiomatic properties. We

restrict our attention toC∞ forms only. Let
p
E denote the space of all

C∞p-forms on the manifold (ifp , 0,1, . . . ,N,
p
E = 0). Thend :

p
E →

p+1
E (p = 0,1, . . . ,N) is a map which satisfies the following properties:

1) The operationd is purely local: if two formsω andω coincide on
an open setU, thendω = −dω onU.

2) d is a linear operation:

d(ω + ω) = dω + dω

d(λω) = λdω, λ a constant.

3) With respect to the structure of algebrad has the following prop-
erty:

d(
p
ω ∧

q
ω) = d

p
ω ∧

q
ω + (−1)p p

ω ∧ d
q
ω
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(The sign (−1)p in the second term is to be expected as no symbol
can pass over ap-form without taking the sign (−1)p).

4) d2
= 0; i.e.,d(dω) = 0.

5) If f is a form of degree zero i.e., a scalar function, thend f is
the ordinary differential of the function which associates to every
pointa the differential of f ata.
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Existence and uniqueness of the exterior differenti-
ation. The DGA E (V).

22
We give a sketch of the proof of the existence and uniqueness ofd.
First we assume the existence and prove uniqueness. Sinced is a local
operation it is enough to reason on an open subsetU of RN. Letω be a
p form onU andx1, . . . , xN the coordinate functions inRN. Then

ω =
∑

j1<...< jp

ω j1... jpdxj1 ∧ . . . ∧ dxjp.

Let d′ be an operation satisfying conditions [(1) - (5)]. Sinced′ is linear
it is sufficient to consider the form

ω = ω j1... jpdxj1 ∧ . . . ∧ dxjp

By the product rule

d′ω = d′(ω j1... jpdxj1 ∧ . . . ∧ dxjp)

= d′ω j1... jpdxj1 ∧ . . . ∧ dxjp

+ ω j1... jpd
′(dxj1 ∧ . . . ∧ dxjp)

By property 5,d f = d′ f for a function f . So

d′(dxj1 ∧ . . . ∧ dxjp) = d′(d′x j1 ∧ . . . ∧ d′x jp).

Using the product rule it is seen by induction that

d′(d′x j1 ∧ . . . ∧ d′x jp)

19
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=

p∑

i=1

(−1)i−1d′x j1 ∧ . . . ∧ d′x j i−1 ∧ d′(d′x j i ) ∧ d′x j i+1 ∧ . . . ∧ d′x jp

Sinced′2 = 0, this sum is zero. So23

d′ω = dω j1... jp ∧ dxj1 ∧ . . . ∧ dxjp.

This proves thatd′ is unique. This formula also shows how we should
try to define the operationd to prove the existence. We defined locally
by this formula.

Let (U, ϕ) be a map andx1, . . . , xN the corresponding coordinate
functions. Letω be ap form. In U, ω can be written as

ω =
∑

j<...< jp

ω j1... jpdxj1 ∧ . . . ∧ dxjp

In U we define

dω =
∑

j1<...< jp

dω j1... jp ∧ dxj1 ∧ . . . ∧ dxjp.

It can be verified thatd has the properties 1 - 5 inU. It follows from this
and the uniqueness theorem we proved above thatd is defined intrinsi-
cally on the whole manifold (IfUi andU j are of two maps anddi , d j

the exterior differentiations defined inUi , U j respectively by the above
formula, thendi = d j in Ui ∩ U j by the uniqueness theorem).

Let us consider some examples. InR3 we have 0, 1, 2 and 3 forms.
If f is a zero form,

d f =
∂ f
∂x

dx+
∂ f
∂y

dy+
∂ f
∂z

dz.

In R3 the canonical basis for two forms is usually taken to bedy∧ dz,24

dz∧ dx anddx∧ dy. Let A dx+ B dy+C dzbe a 1-form.

d(A dx+ B dy+C dz) =

(
∂c
∂y
− ∂B
∂z

)
dy∧ dz

+

(
∂A
∂z
− ∂C
∂x

)
dx∧ dx+

(
∂B
∂x
− ∂A
∂y

)
dx∧ dy
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If A dy∧ dz+ B dz∧ dx+C dx∧ dybe a two form, then

dA∧ dy∧ dz=
∂A
∂x

dx∧ dy∧ dz.

and

d(A dy∧ dz+ B dz∧ dx+C dx∧ dy) =

(
∂A
∂x
+
∂B
∂y
+
∂C
∂Z

)
dx∧ dy∧ dz.

The exterior derivatives of 0, 1 and 2 forms correspond respectively to
the notions of the gradient of a function, and curl and divergence of
a vector field. The formulad2

= 0 corresponds to curl grad= 0 and
div curl = 0.

We make some remarks on the space
p
E (V) of p forms onV.

p
E (V)

is an infinite dimensional vector space. For instance
0
E (V) is infinite di-

mensional since we can construct aC∞ function taking prescribed val-
ues at arbitrary finite number of points. The space

E (V) =
N∑

0

p
E (V)

is an algebra. (The product of twoC∞ forms isC∞). We shall later put
on E (V) a topological structure so that it becomes a topological vector25

space. E (V) is a graded algebra: it is decomposed into the homoge-

neous pieces
p
E (V) and the multiplication obeys the anti-commutativity

rule. E (V) has an internal operationd : E (V) → E (V) by which a ho-
mogeneous element of orderp is taken into a homogeneous element of
orderp+ 1 with the propertiesd2

= 0 and

d(
p
ω ∧

q
ω) = d

p
ω ∧

q
ω + (−1)p p

ω ∧ d
q
ω.

E (V) has the structure of what is called a graded algebra with a differ-
ential operator (DGA).

We consider the behaviour ofd with respect to mappings of mani-
folds. LetΦ : U → V be aC∞ map of the two manifoldsU andV.
Then we have a mappingΦ−1 : E (V)→ E (U) ·Φ−1 is a homomorphism
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of the graded algebraE (V) into the graded algebraE (U). We shall now
prove thatΦ−1 is a homomorphism of the DGA’s. We have to prove that
Φ
−1 commutes with the coboundary operatord:

dΦ−1(ω) = Φ−1(dω)

whereω is a form onV. (Strictly speaking the ‘d’s are different). We
shall prove this with the minimum possible calculation. Sinced andΦ−1

have a local character we may assumeU andV to be open subsets of
Euclidean spaces. SinceΦ−1 : E (V) → E (U) is a homomorphism of
the algebras it is sufficient to prove the result for a system of elements
which generateE (V). If x1, . . . , xN are the coordinate functions inV,
dx1, . . . ,dxN and theC∞ functions onV generateE (V). So we have
only to prove in the case whenω is a 0-form and whenω is a 1-form26

which is the differential of a function. Letf be a 0-form; the result we
wish to prove is just the definition of the reciprocal image:

Φ
−1(d f) = d( f ◦ Φ) by definition

= d(Φ−1( f )).

Let ω = d f , f being a function.dω = 0, soΦ−1(dω) = 0. We have to
prove thatdΦ−1(d f) = 0; but we have just proved that

Φ
−1(d f) = d(Φ−1( f )), so that dΦ−1(d f) = d(dΦ−1( f )) = 0.

Change of Variables.

The reciprocal image of a map gives a good method of obtaining the
formula for change of variables. Let us consider for instance polar co-
ordinates inR3 : x = r SinθCosϕ, y = r SinθSinϕ, z = r Cosϕ. We
wish to expressA dx∧ dy in terms of polar coordinates. We have a map
Φ : R3→ R3 : Φ(r, θ, ϕ) = (x, y, z). We have to find the reciprocal image
of A dx∧ dywith respect toΦ. SinceΦ−1 preserves products,

Φ
−1(A dx∧ dy) = Φ−1(A)Φ−1(dx) ∧ Φ−1(dy)

= A(r SinθCosϕ, r SinθSinϕ, r Cosϕ)
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= (SinθCosϕdr + r CosθCosϕdθ − r SinθSinϕdϕ)

= (SinθSinϕdr + r CosθSinϕdθ + r SinθCosϕdϕ)

= A(r2 SinθCosθdθ ∧ dϕ − r Sin2 θdϕ ∧ dr)

(We usedr ∧ dr = 0,−dr ∧ dθ = dθ ∧ dr etc).

Poincaré’s Theorem on differential forms in RN.

We mention here without proof a theorem of Poincaré. We say that a 27

p-form
p
ω is exact if

p
ω = d

p−1
ω̃ where

p−1
ω̃ is a (p − 1) form. Forp = 0,

this implies, by convention, that
p
ω = 0. Sinced2

= 0, a necessary

condition for
p
ω to be exact is thatd

p
ω = 0. Poincaŕe’s theorem is that,

in RN, this condition is also sufficient for
p
ω to be exact, providedp ≥ 1.

Thus a necessary and sufficient condition for ap-form (p ≥ 1) in RN to
be exact is that its exterior derivative is zero.
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Manifolds with boundary
28

The upper hemisphere (with the rim) is an example of a manifold with
boundary. Here the boundary is regular. But in the case of a closed
triangle the boundary has singularities at the vertices. We consider only
manifolds with good boundary. The manifolds that we have defined
earlier are special cases of manifolds with boundary and will be referred
to as manifolds without boundary.

An N-dimensionalC∞ manifold with boundary is a locally compact
spaceVN, countable at infinity, for which is given two kinds of maps
with the following properties. A map of the first kind maps an open
subset ofV homeomorphically onto an open subset ofRN, exactly as
in the case of the ordinary manifolds. A map of the second kind maps
an open subset ofV homeomorphically onto an open subset of the half-
space

{(x1, . . . , xN), x1 ≥ 0} , in RN.

The domains of the maps coverV. In the overlaps the maps are related
by C∞ functions. (We calculate thex1-derivatives at points on the hy-
perplanex1 = 0 in the positive direction). As in the case of ordinary
manifolds we require the family of maps to be complete.

The notions ofC∞ functions, tangent vectors, differential forms etc.
can be defined as in the case of manifolds without boundary.

Let a ∈ V. An interior tangent,L, at a is defined to be a positive
derivation: if f ≥ 0 is of classC1 in a neighbourhood ofa and f (a) = 0, 29

thenL( f ) ≥ 0 and there exists at least one functionf such thatf ≥ 0,

25
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f (a) = 0 andL( f ) > 0. An exterior tangent ata is a negative derivation:
if f ≥ 0, f (a) = 0 thenL( f ) ≤ 0 and there exists at least onef such that
f ≥ 0, f (a) = 0 andL( f ) < 0.

Supposea is a point which is in the interior of the domain of a
map of the first kind, say (U, ϕ). Let f be a function of classC1 in
a neighbourhood ofa with f ≥ 0 and f (a) = 0. Since f attains the
minimum ata, by considering the functionf ◦ ϕ−1 atϕ(a) we find that
f is stationary ata. So L( f ) = 0 for any tangent vectorL at a. So at
a point which is in the interior of the domain of at least one map of the
first kind there are no interior and exterior tangents. On the other hand,
let a be a point which is mapped by a map of the second kind onto a
point in the hyperplanex1 = 0: let (U, ϕ) be a map of the second kind at
a, (x1, . . . , xN) the corresponding coordinate functions andϕ(a) a point
on the hyperplanex1 = 0. Then the tangent vector

L = ξ1

(
∂

∂x1

)

a
+ · · · + ξN

(
∂

∂xN

)

a

is an interior tangent vector ata if ξ1 > 0. (and exterior tangent vector if

ξ1 < 0). For, if f ≥ 0 and f (a) = 0, L( f ) = ξ1

(
∂ f
∂x1

)

a
since thef ◦ ϕ−1

function is stationary atϕ(a) on the hyperplanex1 = 0; L( f ) ≥ 0 so if
ξ1 > 0 and for the functionf = x1(x1 ≥ 0, x1(a) = 0), L(x1) = ξ1 > 0.

It follows that a point which is in the interior of the domain of a map30

of the first kind is never mapped by a map of the second kind onto a
point in the hyperplanex1 = 0 and that a point which is mapped by a
map of the second kind onto a point in the hyperplanex1 = 0 is not in
the interior of a map of the first kind.

A point which is in the domain of at least one map of the first kind
is called an interior point. A point which is mapped by a map of the
second kind into a point on the hyperplanex1 = 0 is called a boundary
point.

Let
•

VN−1 denote the set of boundary points ofV.
•

VN−1 is called

the boundary ofV.
•

VN−1 is an N − 1 dimensional manifold without

boundary; the maps of
•

VN−1 are given by the restriction of the maps of
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the second kind to
•

VN−1. Moreover the tangent space to
•

VN−1 at a point

a ∈
•

VN−1 can be canonically identified with a subspace of the tangent
space ata to VN.

Oriented manifolds.

Let EN be anN-dimensional vector space over real numbers. The space
N
ΛEN is one dimensional and is isomorphic toR, but not canonically.

To orientEN is to decide which elements of
N
ΛEN should be considered

positive and which negative. IfA , 0 andB , 0 are two elements of
N
ΛEN, we haveA = aB, a a real number. The non-zero elements of

N
ΛEN

fall into two classes defined as follows: two elementsB and A = aB
belong to the same class ifa > 0 and to opposite classes ifa < 0.
Selecting one of these two classes as the class of positiveN-vectors is
called orienting the vector spaceEN. A vector space for which a choice31

of one of the two classes has been made is said to be oriented. IfEN is

oriented we may orientE∗N in a natural way:
N
ΛE∗N is the dual of

N
ΛEN;

we say that a non-zero element in
N
ΛE∗N is positive if its scalar product

with any positive vector in
N
ΛEN is positive.

We can orient only vector spaces over ordered fields.
Let VN be aC∞manifold (with or without boundary). By an orienta-

tion at a pointa ∈ VN we mean an orientation of the tangent spaceTa(V).
VN is said to be oriented if we have chosen at every point ofVN an ori-
entation satisfying the following coherence condition. Let (U, ϕ) be any
connected map (i.e., a map whose domain is connected) anda ∈ U. The
differential of the mapϕ ata gives rise to an isomorphism ofTa(V) onto
Tϕ(a)(RN), which can be identified withRN itself. Since we have ori-
entedTa(V) this isomorphism induces an orientation onRN. We require
this induced orientation onRN to be the same for every pointa ∈ U.

If a manifold can be oriented it is said to be orientable; otherwise,
non-orientable. Not every manifold is orientable. For example the
Mobius-band (with or without the boundary) is non-orientable. The dif-
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ficulty in non-orientable manifolds is this: Let (U, ϕ) be a connected
map. We can always choose a coherent orientation inU. If (U′, ϕ′) is
another connected map such thatU ∩ U′ is non-empty we can extend
the orientation inU to U′. In non-orientable manifolds it so happens
that when we continue the orientation like this along certain paths and32

come back toU we arrive at the opposite orientation.
We can give a description of the orientation which uses only the

maps. SupposeVN is oriented. Let (U, ϕ) be a map and (x1, . . . , xN)
the coordinate functions of (U, ϕ). Then this map determines a unique
orientation inRN. If this induced orientation is not the canonical ori-
entation ofRN (canonical orientation inRN is the orientation for which
e1 ∧ . . . ∧ eN > 0 where (e1, . . . ,eN) is the canonical basis forRN) the
map given by (x2, x1, x3, . . . , xN) induces the canonical orientation in
RN. Thus it is possible to coverVN by the domains of maps which in-
duce onRN the canonical orientation; if (U, ϕ) and (U′, ϕ′) are two maps
which induce onRN the canonical orientation inRN the coherence maps
ϕ ◦ ϕ′−1 andϕ′ ◦ ϕ−1 have a positive Jacobian. Conversely if we have
a covering ofVN by the domains of maps all of whose coherence maps
have a positive Jacobian, these maps determine an orientation ofVN.

Let VN be a manifold with boundary and
•

VN−1 its boundary. IfVN

is oriented,
•

VN−1 is canonically oriented: theN − 1 vectoreN−1 tangent

to
•

VN−1 at a pointa ∈
•

VN−1 will be said to be positive if,e1 being an
exterior tangent vector toVN ata, theN vectore1 ∧ eN−1 tangent toVN

ata is positive.
We consider only orientable manifolds and assume further that a

definite orientation has been chosen for the manifold.

Integration on a Manifold.

Let VN be an oriented manifold (with or without boundary). Letω be a33

continuousN-form onVN which vanishes outside a compact set. With
ω we can associate a real number,

∫

V

ω called the integral ofω on V

possessing the following properties:
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1) Let K be a compact set outside of whichω is zero. LetU be an
open set containingK. Then

∫

U

ω =

∫

V

ω.

(The orientation onU is the one induced from the orientation on
V)

2) If ω andω′ are two continuousN-forms vanishing outside com-
pact sets,

∫

V

ω + ω′ =

∫

V

ω +

∫

V

ω′;
∫

V

λω = λ

∫

V

ω, λ

a constant.

3) If Φ : VN → WN is an orientation preserving diffeomorphism of
VN ontoWN andω a continuousN-form onWN, then

−1∫

V

Φω =

∫

W

ω.

4) If V is an open subset ofRN with the canonical orientation ofRN

andω = f dx1 ∧ . . . ∧ dxN, f a continuous function vanishing
outside a compact set,

∫
ω =

∫
. . .

∫
f dx1 . . . dxN

where the term in the right side denotes the ordinary Riemann
integral of f .

It can be proved that these four properties determine the integral
uniquely.
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Integration on chains.
34

Let V
N

be an orientedC∞ manifold without boundary. We shall now

define integrals ofp-forms on some kind ofp-dimensional submanifolds
of V

N
.

An elementaryp-chain onV is a pair (W
p
,Φ) whereW

p
is a p-dimen-

sional orientedC∞ manifold with boundary andΦ : W
p
→ V

N
is aC∞

map which is continuous at infinity (i.e., the inverse image of every
compact set ofV is a compact set ofW). To avoid certain logical diffi-
culties we shall assume that all the manifoldsW

p
are contained inRN0. A

p-chain onV is a finite linear combination of elementaryp-chains with
real coefficients. Thep-chains evidently form a vector space overR.

The support of ap-form ω is the smallest closed set outside which
the form in zero. Thus it is the closure of the set of pointsa such that
ω(a) , 0. The support of an elementary chain (W

p
,Φ) is the image of

the mapΦ. The support of an arbitrary chain

Γp = a1Γp1 + · · · + akΓpk

(whereΓpi are distinct elementary chains) is defined to be the union of
the supports ofΓi , i = 1,2, . . . , k. The support of a chain is always a
closed set (since the image of every closed set by a map continuous at
infinity is a closed set).

Let
p
ω be ap-form on V andΓp =

(
W
p,Φ

)
. Let us suppose that the35

31
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intersection of the supports of
p
ω andΓp is compact. Then we define the

integral of
p
ω onΓp,

∫

Γp

p
ω, by the formula

∫

Γp

p
ω =

∫

W
p

Φ
−1 p
ω.

The integral on the right is defined asΦ−1(
p
ω) has compact support. If

Γp =
∑

aiΓpi (Γpi elementary chains) is an arbitraryp-chain such that

the intersection of the supports ofΓp and
p
ω is compact define the integral

of
p
ω onΓp by: ∫

Γp

p
ω =

∑
ai

∫

Γpi

ωp

Stockes’ Formula

Let (
W
p,Φ) be an elementaryp-chain. Let

•

W
p−1

denote the boundary of

W
p

oriented canonically andΦ|
•

W
p−1

the restriction ofΦ to
•

W
p−1

. Then

(
•

W
p−1
,Φ|

•

W
p−1

) is a p − 1 chain. We define this chain to be the boundary

of the p-chain (W
p
,Φ). We define the boundary of an arbitraryp-chain

by linearity. We denote the boundary ofΓp by bΓp. If b is the operator
which maps a chain to its boundary thenb2

= 0, since the boundary of
a manifold with boundary is a manifold without boundary.36

Let Γp be ap-chain and
p−1
ω a p − 1 form such that the supports of

Γp and
p−1
ω have a compact intersection. Stokes’ formula asserts that

∫

bΓp

p−1
ω =

∫

Γp

d
p−1
ω .
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Currents

Currents were introduced by de Rham to put the chains and the forms
in the same stock. Currents are generalizations of distributions onRN.
Currents are related to differential forms just the same way distributions
are to functions.

Let
p
E (V) denote the space ofp-forms onV. We shall introduce

a topology in
p
E (V) so that

p
E (V) becomes a topological vector space:

We say that the sequence of forms{
p
ω j} tends to zero asj → ∞, if for

every map (U, ϕ) and for every compact setK ⊂ U each derivative of

each coefficient of
p
ω j [expressed with the help of the coordinate func-

tions (x1, . . . , xN) of the map (U, ϕ)] tends uniformly to zero onϕ(K) as
j → ∞. We may simply describe this topology as the topology of uni-
form convergence of the “coefficients” of the forms along with all their
derivatives on every compact subset ofV. Convergence in the sense de-
scribed above is called convergence in the sense ofE or in the sense of
C∞.

Let
p
D denote the space ofp-forms with compact support. It is diffi-

cult to introduce a topology on
p
D adapted to theC∞ structure. Let

p
DK 37

denote the space ofp-forms whose supports are contained in the com-

pact setK. We consider
p

DK as a topological space with the topology

induced from
p
E .

A current,T, of degreep (or of dimensionN− p) is a linear form on
N−p
D the restriction of which to every

N−p
D K (K compact) is continuous. If

ϕ1 andϕ2 areN − p forms with compact supports

T(ϕ1 + ϕ2) = T(ϕ1) + T(ϕ2)

T(λϕ1) = λT(ϕ1), λ a constant

if ϕ j ∈ DN−p have their supports in the same compact setK and if
ϕ j → 0 in the sense ofC∞ as j → ∞ thenT(ϕ j)→ 0 as j → ∞.

We shall write〈T, ϕ〉 instead ofT(ϕ).
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Some examples of currents
38

1) A C∞p-formω defines a current of degreep. For every
N−p
ϕ ∈

N−p
D

we define

〈
p
ω,

N−p
ϕ 〉 =

∫

V

p
ω ∧

N−p
ϕ

(
p
ω ∧

N−p
ϕ has compact support).

We have to verify that if{ϕ j} is a sequence ofN − p forms whose
supports are contained in the same compact setK and if ϕ j → 0
in the sense ofC∞ then

∫

V

ω ∧ ϕ j → 0. By using a partition of

unity we may assume thatK is contained in the domain of a map.
Then continuity follows from well-known properties of Riemann
integrals onRN.

If a p-form defines the zero current it can be proved easily that
the form itself is zero. (This is a consequence of the existence of
numerousN − p forms). We can therefore identify ap-form with
the current it gives rise to.

More generally a locally summablep-form defines a current of
degreep. A differential form of degreep is said to be locally
summable if, for every compact setK contained in the domainU
of a map (U, ϕ), the coefficients of the differential form (expressed

in terms of the map (U, ϕ)) are summable onϕ(K). If
p
ω is a locally

35
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summablep-form and
N−p
ϕ an N − p form with compact support

the integral
∫

V

p
ω ∧

N−p
ϕ can be defined. Then the scalar product39

〈
p
ω,

N−p
ϕ 〉 =

∫

V

p
ω ∧

N−p
ϕ .

defines a current of degreep. It can be proved that if a locally
summablep-form defines the zero current the differential form
is zero almost every where. (Though we have no notion of a
Lebesgue measure on a manifold, the notion of a set of measure
zero has an intrinsic meaning. A set on the manifold will be said
to be of measure zero if its image by every map has Lebesgue
measure zero onRN). So there is a (1,1) correspondence between
the space of currents of degreep defined by locally summablep-
forms and the classes of locally summablep forms, a class being
the set of allp-forms almost everywhere equal to the same form.

2) The second example of a current is of quite a different character.
An N− p chainΓN−p defines a current of degreep. We define, for

ϕ ∈
N−p
D

〈ΓN−p, ϕ〉 =
∫

ΓN−p

ϕ

(Sinceϕ has compact support
∫

ΓN−p

ϕ is defined).

In this case it can happen that a chainΓN−p is not the zero chain,
nevertheless the integral of everyN − p form on ΓN−p is zero.
For this reason we shall consider two chains equivalent if for any
N − p form with compact support the integrals of the form on the
two chains are equal. There is a (1,1) correspondence between40

these equivalence classes and the space of currents of degreep
defined byN − p chains.

3) Currents of Dirac.
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This is the generalization of Dirac’s distribution onRN. Let a be
a fixed point onV. The DiracN-current at the pointa, δ(a), is
defined by

〈δ(a), ϕ〉 = ϕ(a)

where ϕ
N−p

is aC∞ function with compact support. More gener-

ally, let X be a fixedN − p vector tangent to the manifold ata · ϕ
being anN − p form with compact support we define

〈
δ

p

(N−p
X )
,

N−p
ϕ

〉
=

〈
N−p
X , ϕ(a)

〉

(ϕ(a) is the value of the form ata). The scalar product on the right

is given by the duality between
N−p
Λ Ta(V) and

N−p
Λ T∗a(V). This

defines a current of degreep. This is called a Dirac current of
degreep.

Partition of Unity

Suppose{Ωi} is an open covering ofV. Then there exists a system of
C∞ scalar functions{αi} defined onV such that

(i) αi ≥ 0

(ii) support ofαi ⊂ Ωi

(iii) {αi} are locally finite i.e., only a finite number of supports ofαi 41

meet a given compact set. (All functionsαi except a finite number
vanish on a given compact set)

(iv)
∑
αi = 1 (This sum is finite at every point by condition (iii)).

[If Ωi are relatively compact, thenαi have compact supports.]
The functionsαi constitute a partition of unity subordinate to the

covering{Ωi} − a partition of the function 1 into non-negativeC∞ func-
tions with small supports.

This theorem on partition of unity proves the existence of numerous
non-trivialC∞ functions and forms onV.
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Support of a current

Let T be a current. We say thatT is equal to zero in an open setΩ if
〈T, ϕ〉 = 0 for every formϕ with compact support contained inΩ.

SupposeΩi is a system of open sets and∪
i
Ωi = Ω. If a currentT

is zero in everyΩi thenT = 0 in Ω. For, letϕ be a form with compact
support contained inΩ. Applying the theorem on partition of unity we
can decompose the formϕ into a finite sum of forms having supports in
Ωi , as the support ofϕ is compact:

ϕ =
∑

αiϕ =
∑

ϕi , Suppϕi ⊂ Ωi .

consequently
〈T, ϕ〉 =

∑
〈T, ϕi〉 = 0.

This result shows that there exists a largest open set in which a cur-42

rent T is zero, namely the union of all open sets in whichT is zero.
(This set may be empty). The complement of this set will be called the
support ofT. The support of the current defined by a form (C∞)ω coin-
cides with the support ofω; the support of the current defined by a chain
is not always identical with the support of the chain.

Main operations on currents

1) Addition of two currents and multiplication of a current by a
scalar:

If T1 andT2 are two currents of degreep we defineT1 + T2 and
λT1, (λ a constant) by:

〈T1 + T2, ϕ〉 = 〈T1, ϕ〉 + 〈T2, ϕ〉
〈T, ϕ〉 = 〈T, ϕ〉

2) Multiplication of a current by a form

Just as in the case of distributions, we can not multiply two cur-

rents. However we can multiply a current by a form. If
p
ω is a p
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form and
q
α aq form, we have forϕ ∈

N−p−q
D

〈ω ∧ α, ϕ〉 =
∫

V

(ω ∧ α) ∧ ϕ

=

∫

V

ω ∧ (α ∧ ϕ)

= 〈ω, α ∧ ϕ〉

and〈ω ∧ α, ϕ〉 = (−1)pq〈α ∧ ω, ϕ〉.

Now for any current
p
T of degreep and anyq-form

q
α we define 43

p
T ∧

q
α by:

〈
p
T ∧

q
α,

N−p−q
ϕ 〉 = 〈

p
T,

q
α ∧

N−p−q
ϕ 〉,

N−p−q
ϕ ∈

N−p−q
D

We define
q
α ∧

p
T as (−1)pq

p
T ∧

q
α.

3) The coboundary of a current.

Supposeω is a p form andϕ andN − p − 1 form with compact
support. SinceV is a manifold without boundary Stokes’ formula
yields ∫

V

d(ω ∧ ϕ) = 0

But d(ω ∧ ϕ) = dω ∧ ϕ + (−1)pω ∧ dϕ so that
∫

V

dω ∧ ϕ = (−1)p+1
∫

V

ω ∧ dϕ

or
〈dω, ϕ〉 = (−1)p+1〈ω,dϕ〉

Now for any currentT of degreep we define the coboundarydT,
which is a current of degreep+ 1, by:

〈d,T, ϕ〉 = (−1)p+1〈T,dϕ〉, ϕ ∈
N−p−1

D
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Let D ′(V) denote the direct sum of the spaces of currents of de-
gree 0, 1, . . . ,N ·D ′(V) is a graded vector space.d is a linear map
d : D ′(V) → D ′(V) which raises the degree of every homoge-
neous element by 1. Moreoverd2

= 0. For,T being a current of

degreep we have, forϕ ∈
N−p−2

D ,

〈dd T, ϕ〉 = (−1)p+2〈dT,dϕ〉
= (−1)p+1(−1)p+2〈T,ddϕ〉
= 0.

44

Let us consider the coboundary of a current given by a chainΓN−p

〈dΓN−p, ϕ〉 = (−1)p+1〈Γ,dϕ〉

= (−1)p+1
∫

Γ

dϕ

= (−1)p+1
∫

Γ

ϕ by Stokes’ formula,

= (−1)p+1〈bΓ, ϕ〉.

So the coboundary of a current given by a chain is the current givenby
the boundary of the chain, but for sign.

Thus the coboundary operator of differential forms and the boundary
operator of chains appear as particular cases of the coboundary operator
of currents.

If T is a current of degreep andα a form, then

d(T ∧ α) = dT ∧ α + (−1)pT ∧ dα.
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Currents with compact support
45

If T is a current of degreep andϕ anN − p form with arbitrary support
and if the supports ofT andϕ have compact intersection then〈T, ϕ〉 can
be defined. In particular ifT has compact support〈T, ϕ〉 can be defined
for anyC∞N−p form. With this definition of〈T, ϕ〉 T becomes a contin-

uous linear functional on
N−p
E . (i.e., a current of degreep with compact

support can be extended to a continuous linear functional on
N−p
E ). Con-

versely a continuous linear functionalL on
N−p
E defines a currentT of

degreep by restriction to
N−p
D . It can be easily shown that this current

has compact support and that

〈T, ϕ〉 = L(ϕ) for every ϕ ∈ DN−p

Consequently the space ofp-currentswith compact supports is identical

with the dual space
p

E ′ of
N−p
E .

Cohomology spaces of a complex

A complex,E, is a graded vector space with a differential operator of
degree 1:

i) E is a vector space (overR) which is the direct sum of sub-spaces
Ep wherep runs through non-negative (sometimes, all) integers.

41
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ii) E has a coboundary operator: there exists an endomorphismd :
E→ E such thatdEp ⊂ Ep+1 andd2

= 0.

The elements ofEp are called elements of degreep.46

An elementω ∈ E is said to be a cocycle (or closed) ifdω = 0. An
elementω ∈ E is said to be a coboundary if there exists an elementω̃

such thatdω̃ = ω. Let Z denote the vector space of cocycles andB the
space of coboundaries. Sinced2

= 0, B ⊂ Z. The spaceZ/B = H (or
H(E)) is defined to be the cohomology vector space ofE. Let Zp denote
the space of cocycles of degreep andBp the space of coboundaries of
degreep. The spaceHp is called thepth cohomology vector space of
E and the dimension ofHp, bp, is called thepth Betti number of the
complex. We have

H =
∑

Hp

If a complexE is an algebra with respect to a multiplication (∧)
satisfying the conditions.

i) Ep ∧ Eq ⊂ Ep+q

ii) ω1 ∧ ω2 = (−1)pqω2 ∧ ω1, ω1 ∈ Ep, ω2 ∈ Eq.

iii) d(ω1 ∧ ω2) = dω1 ∧ ω2 − (−1)pω1 ∧ dω2, ω1 ∈ Ep, ω2 ∈ Eq.

is called a differential graded algebra. (D.G.A). IfE is a D.G.A.,H(E)
can be endowed with the structure of an algebra. ForZ is a subalgebra
of E andB is a two sided ideal ofZ. H(E) is known as the cohomology
algebra ofE.

Cohomology on a Manifold

Associated with a manifoldVN we have a number of complexes and the
corresponding cohomology groups.

i) E (V) =
∑

E p(V), whereE p(V) is the space of allp forms onV.47

ii) Ẽ m(V) =
∑

Ẽ pm, whereẼ pm denotes the space ofm-times differ-

entiablep-forms,
p
ω, for whichd

p
ω is alsom-times differentiable.
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iii) E ′(V) =
∑ p

E ′(V), where
p

E ′(V) is the space of currents of degree
p with compact support.

iv) Ẽ ′m(V) =
∑ p

Ẽ ′m(V) where
p

Ẽ ′m(V) is the dual of
N−p

Ẽ m

v) D(V) =
∑

D p(V), whereD p(V) is the space ofp forms with
compact support.

vi) D̃m(V) =
∑ p

D̃m(V). where
p

D̃m′(V) is the space ofm times dif-
ferentiable forms,ω, of degreep with compact support for which
dω is alsom times differentiable.

vii) D ′(V) =
∑ p

D ′(V), where
p
D(V) is the space of currents of degree

p.

viii) D̃ ′m(V) =
p

D̃′m(V), where
p

D̃ ′m(V) is the dual space of
N−p

D̃ m(V).

Betti-numbers of E (RN), E (SN) and E (TN).

We shall examine the Betti numbers ofRN, the N-sphereSN, and the
N-TorusTN.

i) RN. By Poincaŕe’s theorem a closedp-form
p
ω is a coboundary if

p ≥ 1.

So 48

bp(E (RN)) = 0 if p ≥ 1.

If for a zero form f (i.e., aC∞ function f on RN) d f = 0, f is
constant onRN sinceRN is connected. By conventionB0(E (V))
(the space of boundaries of degree 0)= 0.

So

b0(E (RN)) = 1.
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ii) N-sphereSN (The set of points onRN+1 defined by the equation
x2

1 + · · · + x2
N+1 = 1).

SinceSN is connectedb0(E (SN)) = 1.

It can be shown that

bp(E (SN)) = 0 for 1≤ p ≤ N − 1

and
bN(E (SN)) = 1.

iii) Torus TN. (TN
= RN/ZN, whereZN is the group of the integral

lattice points inRN).

It can be proved that

bp(E (TN)) =

(
N
p

)
.

In this case we can give the complete structure of the cohomol-
ogy ring. The differential formsdx1, . . . ,dxN on RN defineN-
differential forms onTN, which we still denote bydx1, . . . ,dxN.
It turns out that the classes of the forms

dxi1 ∧ . . . ∧ dxip, i1 < . . . < ip

generate thepth cohomology group ofTN.49

We have seen thatb0(E (RN)) = 1 andbp(E (RN)) = 0, p ≥ 1. The
Betti numbers ofD(RN) are not the same as those ofE (RN). There is a
theorem, which we may call Poincaré’s theorem for compact supports,
which asserts that inRN a closedp-form with compact support is the
coboundary of ap− 1 form with compact support ifp ≤ N − 1 and an

N-form
N
ωwith compact support is the coboundary of anN−1 form with

compact support if and only if
∫

RN

ω = 0
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(The integral is defined since
N
ω has compact support). It follows that

bp(D(RN)) = 0, 0 ≤ p ≤ N − 1

and it can be shown that

bN(D(RN)) = 1.

This example shows that there are at least two different kinds of co-
homologies on a manifold - the cohomology with compact supports and
cohomology with arbitrary supports. One part of de Rham’s theorem
asserts that, of the cohomologies given by

E , Ẽ m, D̃ ′
m
,D ′; D , D̃m, Ẽ ′

m
,E ,

only two cohomologies are distinct.
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Topology onE , E ′, D , D ′

50
On E ′ we introduce the weak topology. The spaceD andD ′ are in
duality. In each of the spacesD andD ′ we introduce the weak topology
(which is a locally convex topology) defined by the other; the topologies
onD andD ′ are Hausdorff.

We remark that ifF is a topological vector space andF′ its dual
with the weak topology, then the dual ofF′ is F.

de Rham’s Theorem

The first part of de Rham’s theorem.

The first part of de Rham’s theorem gives canonical isomorphisms
between the cohomology vector spaces ofE , Ẽ m, D ′ andD̃ ′

m
and also

canonical isomorphisms between the cohomology vector space ofD ,
D̃m, E ′ andẼ ′

m
.

For instance, let us considerE (V) andD ′(V). We define the canoni-

cal isomorphism betweenHp(E (V)) andHp(D ′(V)). If
p
ω1 ∈

p
E (V) with

d
p
ω1 = 0 it determines a closed current,

p
ω1 of degreep (as the cobound-

ary operator for currents is an extension of the coboundary operatorfor

forms). If
p
ω1 and

p
ω2 are cohomologous (i.e., there is ap− 1 form pω̃

1

with
p
ω1 −

p
ω2 = d

p−1
ω ) the currents

p
ω1 and

p
ω2 are also cohomologous.

So we have in fact a linear map ofHp (E (V) into Hp(D ′(V))). The first
part of de Rham’s theorem asserts that this mapping is an isomorphism.51

47
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That this mapping is (1,1) means that if a form considered as a current
is the coboundary of a current it is also the coboundary of a differen-
tial form. That the map is onto means that in each cohomology class
of currents there exists a current defined by a differential form (that is,
we have no other cohomology classes of currents than the ones given by
closed differential forms).

We call the cohomology spaces given by any one of the complexes
E , Ẽ m, D ′, D̃ ′

m
the cohomology spaces with arbitrary supports. The co-

homology spaces given by any one of the complexesD , D̃m, E ′, Ẽ ′
m

are
called the cohomology spaces with compact supports. We shall denote
by Hp(V) andHp

c (V) thepth cohomology spaces with arbitrary supports
and compact supports respectively and bybp andbp

c the dimensions of
Hp andHp

c .
In this connection we shall give an example of a natural homomor-

phism which is not an isomorphism in general. We have an obvious
linear map fromHp(D(V)) to Hp(E (V)). In general this map is neither

(1,1) nor onto. It may happen that ap-form
p
ω with compact support is

the coboundary of somep − 1 form but not the coboundary of ap − 1
form with compact support (as in the case ofRN, p = N); and it may
happen that there are cohomology classes ofp-forms which contain no
forms with compact support.

The second part of de Rham’s theorem: the theorem of closure.

In each of the spacesD , E etc., the space of co-cycles is closed: for
if ω j → ω thendω j → dω. The theorem of closure asserts that in each
of these spaces the space of coboundaries is also closed.

Some consequences of the theorem of closure52

Let F be a locally convex topological vector space andF′ its dual
endowed with the weak topology. SupposeG is a linear sub-space ofF.
Let G◦ be the subspace ofF′ orthogonal toG (An element ofG0 is a
linear formT on F such that〈T, ϕ〉 = 0 for everyϕ ∈ G). Let G◦◦ be
the subspace ofF orthogonal toG0. G00 is the biorthogonal ofG. It is a
simple consequence of Hahn-Banach theorem thatG00

= G. Similarly
the biorthogonal of a sub-spaceG of F′ is Ḡ.

Let furtherH andG be subspaces ofF such thatH ⊂ G; supposeH



Lecture 9 49

is closed inF. It can be shown thatH0/G0 is canonically the topological
dual ofG/H and conversely. (H0 andG0 are subspaces ofF′ orthogonal
to H andG respectively).

These general considerations along with the closure theorem lead to
two interesting consequences.

i) Orthogonality relation

Let Z be the space of cocycles andB the space of coboundaries in
DN−p. Let furtherZ′ be the space of cocycles andB′ the space of
coboundaries inD ′p. It is trivial to see thatZ′ is the orthogonal
space ofB. For if dT = 0 then

〈T,dϕ〉 = ±〈dT, ϕ〉 = 0,

conversely if〈T,dϕ〉 = 0 for everyϕ ∈
N−p−1

D ,

〈dT, ϕ〉 = ±〈T,dϕ〉 = 0

for everyϕ ∈
N−p−1

D so thatdT = 0. It is also true that the or-53

thogonal space ofZ is B′. To prove this we first notice that the
orthogonal space ofB′ is Z. For, if ϕ ∈ Z

〈dS, ϕ〉 = ±〈S,dϕ〉

as dϕ = 0; conversely if〈dS, ϕ〉 = 0 for everyS ∈
p−1
D ′ then

〈S,dϕ〉 = 0 for everyS ∈
p−1
D ′ so thatdϕ = 0. So the biorthogonal

of B′ is the orthogonal space ofZ. But the biorthogonal ofB′

is the closure ofB′ and by the closure theoremB
′
= B′. So the

orthogonal space ofZ is B′.

Thus the orthogonal space of the space of cocycles is the space of
coboundaries and the orthogonal space of the space of cobound-
aries is the space of cocycles (inD andD ′ and so on).

ii) Poincaré’s duality theorem

By the general result on the topological vector spaces stated above
it follows thatHp

= Z′/B′ is canonically the dual ofHN−p
c = Z/B.
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Thus thepth cohomology vector space with arbitrary supports is
canonically the (topological) dual of the (N − p) th cohomology
vector space with compact supports. This is the Poincaré duality
theorem.

SupposeHN−p(D(V)) = HN−p
c is finite dimensional. Since the

topology onHN−p
c is Hausdorff it is the usual topology onRbN−p

c .
So the topological dual and the algebraic dual ofHN−p

c are the
same. SoHp is the algebraic dual ofHN−p

c . Consequently

bp
= bN−p

c .

It is to be remarked thatHp andHN−p
c are not canonically isomor-

phic but only canonically dual.
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Some applications
54

Since a closed 0-form is a function which is constant on each connected
component,b0 is the number of connected components ofV. A closed
0-form with compact support is a function which is constant on each
compact connected component and zero on each non-compact compo-
nent. It follows that

b0
c = number of compact connected components. By Poincaré’s du-

ality theorem we have
bN
= b0

c = number of compact connected components,
bN

c = b0
= number of connected components.

Let
N
ω be anN-form with compact support. If

N
ω is to be the cobound-

ary of anN − 1 form with compact support it is necessary and sufficient

that 〈Nω, f 〉 = 0 for every closed 0-form (orthogonality relations). IfV
is connected, a closed 0-form is a constant function. So, in caseV is

connected, for
N
ω to be the coboundary of anN − 1 form with compact

support it is necessary and sufficient that
∫

V

N
ω = 0.

Similarly we can prove that a necessary and sufficient condition for

an N-form
N
ω with arbitrary support to be the coboundary of anN − 1 55

form is that integral of
N
ω on every compact connected component of the

manifold should be zero.

51
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The third part of de Rham’s Theorem

The third part of de Rham’s theorem states that ifV is compact all the
Betti numbers ofV are finite.

In the compact case there is no difference between cohomology with
compact supports and cohomology with arbitrary supports. Thepth and
(N − p) th cohomology spaces are canonically the duals of each other
and we have the duality relation for the Betti-numbers:

bp
= bN−p

Riemannian Manifolds

An N-dimensional Euclidean vector spaceEN over R is an N dimen-
sional vector space overRwith a positive definite bilinear form (or what
is the same, a positive definite quadratic form). There is a scalar product
(x, y) between any two elementsx andy of EN which is bilinear and
which has the properties

(x, y) = (y, x), and (x, x) > 0 for x , 0.

Let e1, . . . ,eN be a basis ofEN andgi j = (ei ,ej). If x =
∑

xiei and
y =

∑
yiei are two vectors ofEN we have

(x, y) =
∑

gi j xiy j .

A C∞ manifoldVN is called aC∞ Riemannian manifold if on each tan-
gent space ofVN we have a positive definite bilinear form such that the56

twice covariant tensor field defined by these bilinear forms is aC∞ ten-
sor field. Thus at each tangent space of a Riemannian manifold we have
a Euclidean structure.

The condition that the tensor field defined by the bilinear forms is a
C∞ tensor field may be expressed in terms of local coordinate systems
as follows: for every choice of the local coordinate systemx1, . . . , xN

the functions

gi j (a) =

((
∂

∂xi

)

a
,

(
∂

∂x j

)

a

)
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are C∞ functions in the domain of the coordinate system, the scalar
product ( , ) being given by the bilinear form onTa(V).

Riemannian structure on an arbitrary C∞ manifold

We shall now show that we can introduce aC∞ Riemannian structure
on anyC∞ manifold. This result is of importance because the results on
a Riemannian manifold which are of a purely topological nature can be
proved for any manifold by introducing a Riemannian structure.

Let V be aC∞ manifold. If (Ui , ϕi) is a map we define a positive
definite quadratic form at eachTa(V), a ∈ Ui by transporting the fun-
damental quadratic form “(dx2

1 + · · · + dx2
N)” at Tϕ(a)(RN) by means of

the isomorphism betweenTa(V) andTϕ(a)(RN) given by the differential
of the mapϕ at a. Let Qi(a) denote the positive definite quadratic form
in Ta(V) given by the map (Ui , ϕi). Let {αi} be a partition of unity sub- 57

ordinate to the{Ui}. For a∈ V, we define a quadratic form inTa(V)
by: Q(a) =

∑
αi(a)Qi(a) (the summation being over allUi containing

a; only a finite number ofαi(a) are different from zero).Q(a) is a posi-
tive definite quadratic form as theQi(a)s are positive definite,αi(a) ≥ 0
and at least oneαi(a) , 0. Since theαi are locally finite we can find a
neighbourhoodU of an arbitrary point ofV such that

Q(a) =
∑

αi(a)Qi(a) (finite sum) for a ∈ U.

whereQi(a) areC∞ quadratic forms onU. This proves that the quadratic
formsQ(a) define aC∞ Riemannian structure onV.

In the above argument we have made essential use of the positive
definiteness of the quadratic form. The same construction would not
succeed if we want to construct aC∞ indefinite metric with prescribed
signature; for the sum of two quadratic forms with the same signature
may not be a quadratic form with the same signature. In fact, we cannot
put on an arbitraryC∞ manifold aC∞ indefinite metric with arbitrarily
prescribed signature.
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Canonical Euclidean structures in
T∗a(V) and

p
ΛT∗a(V)

Let VN be a Riemannian manifold. The positive definite quadratic form
in Ta(V) defines acanonicalisomorphism ofTa(V) ontoT∗a(V). For a
fixedy ∈ Ta and anyx ∈ Ta, (x, y) is a linear form onTa. We denote this
linear form byγ(y). The linear mapγ : y→ γ(y) is an isomorphism of58

Ta ontoT∗a. We have the relation

(x, y) = 〈x, γ(y)〉

connecting the Euclidean structure onTa and the duality betweenTa and
T∗a.

A Euclidean structure inTa defines a canonical Euclidean structure
in T∗a(V); we simply transport the positive definite quadratic form inTa

to T∗a by means of the canonical isomorphismγ. [Any linear map of
T∗a to Ta defines a canonical bilinear form inT∗a; the canonical bilinear
form in T∗a may also be defined as the bilinear form given by the map
γ−1 : T∗a → Ta. The quadratic forms inTa andT∗a are called inverses of
each other. If (gi j ) is the matrix of the quadratic form inTa with respect
to a basis inTa the matrix of the canonical quadratic form inT∗a with
respect to the dual base is the matrix (gi j )−1.

A Euclidean Structure inTa also defines canonical Euclidean struc-

tures in
p
ΛTa and

p
ΛT∗a. Let e1, . . . ,eN be an orthonormal basis inTa

(with respect to the quadratic form defining the Euclidean structure).
Now, a positive definite quadratic form is uniquely determined if we
specify a basis (x1, . . . , xN) as a system of orthonormal basis; the matrix
of the quadratic form with respect to this basis is the identity matrix. We

take in
p
ΛTa the positive definite quadratic form for which the elements

ei1 ∧ . . . ∧ eip, i1 < . . . < ip form an orthonormal basis. This quadratic
form ( , ) is intrinsic; for we have (x1 ∧ . . . ∧ xp, y1 ∧ . . . ∧ yp)59

∣∣∣∣∣∣∣∣∣

(x1, y1) . . . (x1, yp)
. . . . .

(xp, y1) . . . (xp, yp)

∣∣∣∣∣∣∣∣∣
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for xi , yi ∈ Ta and determinant on the right is intrinsically defined.
The canonical isomorphismγ : Ta → T∗a has a canonical extension

γ :
p
ΛTa →

p
ΛT∗a, which is also an isomorphism. This isomorphism

defines the canonical Euclidean structure in
p
ΛT∗a.
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The star operator
60

The star operator is defined for a Euclideanorientedvector space; this
operator associates to everyp-vector an (N − p) vector.

Let us considerT∗a(V) with the canonical Euclidean structure given
by the Riemannian structure onV. Let T∗a(V) be oriented. We first de-

fine the star (∗) operator on 0 - vectors i.e., scalars.
N
ΛT∗a(V) is a one

dimensional space in which the class of positive vectors has been cho-

sen.
N
ΛT∗a(V) has a canonical Euclidean structure. Letτ ∈

N
ΛT∗a(V) be

the unique positive vector of length 1. We define∗1 = τ. For
p
β ∈

p
ΛT∗a

we define∗β as the (N − p) vector which satisfies the relation

(
p
α,

p
β) =

p
α ∧ (∗βp).

for every
p
α ∈

p
ΛT∗a. There exists one and only one element with this

property. We choose an orthonormal basise1, . . . ,eN in T∗a such that
e1 ∧ . . . ∧ eN > 0 and define∗ on the basis elementsei1 ∧ . . . ∧ eip(i1 <

. . . < ip) of
p
ΛT∗a by:

∗(ei1 ∧ . . . ∧ eip) = ǫek1 ∧ . . . ∧ ekN−p

wherek1, . . . , kN−p are the indices complementary toi1, . . . , ip andǫ is
the sign of the permutation

(
1 2. . . . . . . . .N
i1 i2 . . . ipk1 . . . kn−p

)

57
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we define∗ on the whole of
p
ΛT∗a by linearity. It is immediate that this is61

the only operation having the property

(
p
α,

p
β) =

p
α ∧ (∗

p
β)

We write∗−1β = (−1)p(N−p) ∗ β. It is easily verified that

∗ ∗
p
β = (−1)p(N−p)β.

The∗ operator gives an isomorphism of
p
ΛT∗a onto

N−p
Λ T∗a. This iso-

morphism carries an orthonormal basis into an orthonormal basis and
hence preserves scalar products.

If A andB are two vectors inR3 with the natural orientation,∗(A∧B)
(∗ operation with respect to the natural Riemannian structure inR3) is
what is usually called the vector product ofA and B. In R2 the star
operation for vector is essentially rotation through an angleπ/2.

The star operator on differential forms

We suppose thatVN is a oriented Riemannian manifold. The∗ operation

is then defined on each
p
ΛT∗a(V).

Suppose now thatω is a differential form of degreep. By taking
at every pointa theN − p covector∗ω(α) we get a differential form of
degreeN − p, which we denote by∗ω. If ω is a C∞ p-form ∗ω is a
C∞(N − p) form. In particular we have theN-form ∗1. This N form,
denoted byτ, defines the volume element on the Riemannian manifold.
If x1, . . . , xN is a local coordinate system for whichdx1 ∧ . . . ∧ dxN > 062

then
τ =
√

g · dx1 ∧ . . . ∧ dxN,

where
√

g is the positive square root of the determinantg of the matrix
(gi j ).

The star operator on differential forms, defined above, gives an iso-

morphism, called the star isomorphism, between
p
E and

N−p
E and also

between
p
D and

N−p
D .
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The global scalar product of twoC∞-forms

We define the scalar product of twop-formsα andβ when the support
of eitherα or β is compact by:

(α, β) =
∫

V

(α, β)aτ

((α, β)a is the scalar product of thep-covectorsα(a) andβ(a) at a; τ is
the volume element of the Riemannian manifold). We have

(α, β) =
∫

V

α ∧ ∗β

= 〈α, ∗β〉
= 〈∗−1α, β〉

The ∗ operator on currents

Let T be a current. We define∗T by:

〈∗T, ϕ〉 = 〈T, −1∗ ϕ〉.

We then have 63

〈−1∗T, ϕ〉 = 〈T, ∗ϕ〉.

The star operator on currents is the transpose of the operator
−1∗ defined

on forms with compact support.

The Riemannian scalar product of ap-current and
a p-form

We define the scalar product of a currentT of degreep and ap-form ϕ

by:
(T, ϕ) = 〈T, ∗ϕ〉

if the support of eitherT or ϕ is compact. We shall call this scalar
product the Riemannian scalar product betweenT andϕ.
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The star coboundary operator∂

We define the operator∂ (“del”) on currents. IfT is a current of degree
p we define∂T, a current of degreep− 1, by:

(∂T,
p−1
ϕ ) = (T,d

p−1
ϕ )

∂ is the adjoint of the operatord with respect to the Hilbertian structure
defined by the Riemannian scalar product. We have

(∂Tp, ϕ) = (T,dϕ)

= 〈−1∗T,dϕ〉

= (−1)N−p−1〈d −1∗ T, ϕ〉

= (−1)N−p−1〈−1∗ ∗ d
−1∗ T, ϕ〉

= (−1)N−p+1(∗d −1∗ T, ϕ)

so that64

∂
p
T = (−1)N−p+1 ∗ d

−1∗ T

and

∂
p
T = (−1)p ∗−1 d ∗ T.

From d2
= 0 it follows that ∂2

= 0. The operator∂ defines a new
differential graded structure inD ′. The operator is also defined for the
spacesE , E ′ andD .

We now have a new cohomology, the∗ cohomology.
This cohomology is not different from the cohomology that we al-

ready have. Consider, for instance,E . We define an isomorphism be-
tweenHN−p

∂
(E ) andHp

d (E ). Supposeω is anN − p form with ∂ω = 0.

Then± ∗ d
−1∗ ω = 0. Since∗ is an isomorphismd

−1∗ ω = 0 ord ∗ ω = 0
i.e., ∗ω is closed. The mappingω → ω∗ induces an isomorphism be-
tweenHN−p

∂
(E ) andHp

d
(E ).
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The Laplacian∆

We define the operator∆ by:

−∆ = d∂ + ∂d.

This is a differential operator of the second order.∆ preserves de-
grees. Sinced∂ and∂d are self-adjoint,∆ is self-adjoint:

(∆T, ϕ) = (T,∆ϕ).

and∆d commute:∆d = d∂d = d∆. ∆ and∂ also commute.∆ also
commutes with∗:

∗∆ = ∆ ∗ .
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The operator∆ on functions
65

Let x1, . . . , xN be a local coordinate system such thatdx1∧. . .∧dxN > 0;

let gi j =

(
∂

∂xi
,
∂

∂x j

)
and (gi j ) the matrix inverse to the matrix (gi j ). Let

∑
ω jdxj be a 1-form. We calculate∂(

∑
j
ω jdxj)

∂


∑

j

ω jdxj

 = −
−1∗ d ∗


∑

j

ω jdxj



Now ∗ω jdxj = ω j ∗ dxj . Suppose

∗dxj =

∑

i

ω̃i j dx1 ∧ . . . ∧ d/xi ∧ . . . ∧ dxN;

from the relation
(dxk,dxj)τ = dxk ∧ ∗dxj

we obtain

gk j √gdx1 ∧ . . . ∧ dxN = (−1)k−1ω̃k jdx1 ∧ . . . ∧ dxN

so that̃ωk j = (−1)k−1gk j √g.

d

∗

∑

j

ω jdxj



 = d


∑

i, j

(−1)i−1ω jg
i j √gdx1 ∧ . . . ∧ d/xi ∧ . . . ∧ dxN



63
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=

∑

i, j

(−1)i−1 ∂

∂xi
(ω jg

i j √g)dxi

∧ dx1 ∧ . . . ∧ d/xi ∧ . . . ∧ dxN

=

∑

i, j

∂

∂xi
(ω jg

i j √g)dx1 ∧ . . . ∧ dxN

=
1
√

g

∑

i, j

∂

∂xi
(ω jg

i j √g)τ

For N forms
−1∗ = ∗. Hence66

−1∗ d ∗


∑

j

ω jdxj

 =
1
√

g

∑

i, j

∂

∂xi
(ω jg

i j √g)τ

=
1
√

g

∑

i, j

∂

∂xi
(ω jg

i j √g)

Finally

∂


∑

j

ω jdxj

 = −
1
√

g

∑

i, j

∂

∂xi
(ω jg

i j √g)

We shall now calculate∆u whereu is a 0-form. We have

∂u = 0,∆u = −∂du and du=
∑ ∂u

∂x j
dxj .

By the calculation made above we find that

∆u =
∑

i, j

1
√

g
∂

∂xi

[
gi j √g

∂u
∂x j

]
.

This is the well-known Laplace operator on functions. In particular if
VN
= RN with the natural metric and the natural orientation, the matrix

(gi j ) is the unit matrix and

∆u =
∑

i

∂2u

∂x2
i

.
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The elliptic character of ∆. Harmonic forms

In the case of a partial differential equation of the second order an elliptic
operator is usually defined by considering the nature of the quadratic
form given by the coefficients of the derivatives of the second order.
However it is found more convenient to define an elliptic operator by
intrinsic properties of the operator. This definition is valid for systems of67

differential equations and also for differential equations of higher order.
A local or differential operatorD is defined to be a linear continuous

operator on currents (D : D ′ → D ′) taking forms into forms1 and hav-
ing the local character:DT (T a current) is known in an open setΩ if T
is known inΩ. A differential operatorD is called an elliptic operator2 if
the following condition is satisfied: IfT is a current such thatDT = α
is aC∞ form, in an open setΩ thenT itself is aC∞ form in Ω. If D
is elliptic every solution of the homogeneous equationDT = 0 is aC∞

form. The operator

D =

(
d
dx

)m

+ a1

(
d
dx

)m−1

+ · · · + am,ai ∈ E

on the distributions inR is elliptic. In R2 the operator
∂2

∂x2
+

∂2

∂y2
is

elliptic while the wave operator
∂2

∂x2
− ∂2

∂y2
is not elliptic. The function

ψ(x, y) = f (x+ y) + g(x− y) where f andg are continuous is a solution
of the wave equation (as a distribution), even though the functions may
not be differentiable.

We shall admit without proof the important theorem which states
that the operator∆ is elliptic.

From the elliptic character of∆ we can deduce thatd is elliptic on 68
0

D ′∂ = 0 on
0

D ′. So−∆ = ∂d on
0

D ′. Now if D1 andD2 are differential
operators andD1D2 is elliptic thenD2 is an elliptic operator (but not

1Actually this condition is superfluous; it can be proved that it is a consequence of
the other conditions.

2In current literature such differential operators are referred to as hypoelliptic oper-
ators.
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necessarilyD1). For letD2T = α be aC∞ form; sinceD1D2T = D1α,
D1α is aC∞ form andD1D2 is elliptic it follows thatT is aC∞ form.

Since∆ = −d∂ is elliptic, d is elliptic on
0

D ′.
A form ω which satisfies the equation∆ω = 0 is called a harmonic

form.

Compact Riemannian manifolds

We shall assume henceforth thatV is a compact, oriented Riemannian
manifold.

If V is compact every harmonic form is closed and∗ closed. (This
result is false whenV is not compact; for example, a closed 0-form in
RN is a constant while there exist non-constant harmonic functions). For
letω be a harmonic form

(∆ω,ω) = (d∂ω,ω) + (∂dω,ω)

= (∂ω, ∂ω) + (dω,dω).

Since (∂ω, ∂ω) ≥ 0, (dω,dω) ≥ 0 and (∆ω,ω) = 0 it follows that
(∂ω, ∂ω) = 0 and (dω,dω) = 0. But if f is a continuous non-negative
function such that

∫

V

f τ = 0 then f ≡ 0. Since the Riemannian scalar

product is positive definite it follows that

dω = 0 and ∂ω = 0.

The Hilbert space of square summable forms
69

We now define the Hilbert spaceH p of square summable differential
forms of degreep.

A form ω is said to be measurable if its coefficients are measurable
on every map.

An element ofH is a class, a class consisting of all measurable
forms which are equal almost every-where to a formω for which (ω,ω)
=

∫

V

(ω,ω)aτ is finite. If ω and ω̃ are elements ofH then (ω, ω̃) is
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defined and this defines a positive definite scalar product inH . We can
prove thatH is complete with respect to the norm given by the scalar
product. SoH is a Hilbert space.
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Intrinsic characterization of H
70

H , considered as a topological vector space, is intrinsically attached to
the manifold i.e.,H is independent of the Riemannian metric. We shall
now give an intrinsic characterization ofH .

SupposeU is the domain of a local coordinate systemx1, . . . , xN

andK a compact set contained inU. Supposeω is a measurablep form
such that (ω,ω) < ∞. Suppose

ω =
∑

ωI dxI

on U. (I is a system ofp indices written in the increasing order). Let
further

(ω,ω)a =

∑
gIJ(a)ωI (a)ωJ(a).

If m(a) is the smallest eigen value of the matrix (gIJ(a)), m(a) is a con-
tinuous function inK and hence has a lower boundm1 in K; m1 > 0,
since (gIJ(a)) are positive definite. Since,

∑

I ,J

gIJ(a)ωI (a)ωJ(a) ≥ m(a)
∑

I ,J

[ωI (a)]2

it follows that

(ω,ω) ≥
∫

K


∑

I ,J

gIJωIωJ


√

gdx1 . . . dxN

69
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≥ Cm1

∫

K

∑
|ωI |2dx1 . . .dxN

whereC ≥ 0 is the lower bound of
√

g in K. Thus, if (ω,ω) < ∞,
∫

K

∑
|ωI |2dx1 . . . dxN < ∞.

71

Conversely, supposeω is a measurablep-form such that for every
compactK contained in the domainU of a map

∫

K

∑
|ωI |2dx1 . . . dxN < ∞;

then (ω,ω) < ∞. We choose a finite covering of the manifold by do-
mainsUλ of maps and a partition of unity{αλ} subordinate to the cover-
ing Uλ. Let Kλ be the support ofαλ. Then, with the obvious notation,

(ω,ω) =
∫

V

(ω,ω)aτ

=

∑

λ

∫

V

(ω,ω)aαλτ

=

∑

λ

∫

Uλ

(ω,ω)aαλτ

=

∑

λ

∫

Uλ

gIJ(a)(λ)ω
(λ)
I ω

(λ)
J αλ

√
g(λ)dx(λ)

1 . . . dx(λ)
N .

Let Mλ(a) be the greatest eigenvalue of (gIJ(a)(λ)). The functionsMλ,
αλ and

√
g(λ) are bounded inKλ so that

(ω,ω) ≤
∑

cλ

∫

Kλ

(∑
|ω(λ)

I |
2
)
dx(λ)

1 . . .dx(λ)
N ,Cλ a constant,

< ∞.
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Thus the elements ofH can be characterized as classes, a class72

being the set of all measurable forms almost everywhere equal to a form
whose coefficients are square summable on every compact set contained
in the domain of a map.

A simple application of the Fisher-Riesz theorem would now show
thatH is complete.

It may be remarked convergence inH implies convergence inD ′.

Decomposition ofH

We shall now decompose the spaceH into the direct sum of three fun-
damental spaces which are mutually orthogonal. LetH1 be the subspace
of the elementsω ∈ H such that∆ω = 0 (in the sense of currents). It
follows from the elliptic character of∆ thatH1 is exactly the space of
harmonic forms. Sinced and∂ are continuous operators on currents,
H1 is closed. In fact we shall see later thatH1 is finite dimensional.

We defineH2 to be the space of elementsω ∈H such that (ω, ∗ϕ) = 73

0 for everyϕ ∈ D with ∂ϕ = 0. H2 is a closed subspace because of the
continuity of the scalar product. We shall now give another interpreta-
tion of the spaceH2. If ω ∈H2 then〈ω, ∗ϕ〉 = 0 for every∗ϕ such that
d(∗ϕ) = 0 orω is orthogonal to allN − p forms which are closed. By
the orthogonality theoremω is the coboundary of a current. Now let̃H
be the subspace of elementsω of H for whichdω ∈H (theH ’s have
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different degrees). Thend operates onH̃ and this gives a cohomol-
ogy. There is a natural homomorphism ofH(H̃ ) into H(D ′). Another
de Rham’s theorem states that this homomorphism is an isomorphism
onto. This implies, in particular, that ifω ∈ H is the coboundary of a
current it is also the coboundary of an elementω̃ ∈ H̃ . SoH2 is the
space of forms ofH which are coboundaries of forms ofH :

H2 = dH ∩H .

We defineH3 to be the space of elementsω ∈H such that (ω, ϕ) =
0 for everyϕ ∈ D with dϕ = 0. H3 is closed. Ifω ∈ H3, ∗ω ∈ H2 and
therefore= ∂ω̃, ω̃ ∈ H . SoH3 is the space of forms ofH which are
star coboundaries of forms ofH :

H3 = ∂H ∩H .

We shall prove thatH1, H2 andH3 are mutually orthogonal . Sup-74

poseα ∈H1 andβ ∈H2. Then

(α, β) = (α,dω̃), ω̃ ∈H

= (∂α, ω̃) sinceα is aC∞ form

= 0 as∂α = 0.

Similarly H1 andH3 are orthogonal. To prove thatH2 andH3 are
orthogonal we shall first prove that

H2 = dD and H3 = ∂D

EvidentlydD ⊂ H2 and asH2 is closeddD ⊂ H2. If H2 , dD
asH2 is a closed subspace we can find a vectorλ ∈ H2, λ , 0 such
thatλ is orthogonal todD or (λ,dϕ) = 0 for everyϕ ∈ D or (∂λ, ϕ) = 0
for everyϕ ∈ D . This implies that∂λ = 0. Alreadydλ = 0 sinceλ is
derived. Soλ ∈ H1 andλ ∈ H2. As H1 andH2 are orthogonalλ = 0;
this provesH2 = dD . Similarly H3 = ∂D . If α, β ∈ D

(dα, ∂β) = (ddα, β) = 0

i.e., dD and∂D are orthogonal. SincedD = H2 and∂D = H3 it
follows thatH2 andH3 are orthogonal.
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We next show thatH1, H2 andH3 spanH . Supposeω is orthog-
onal toH2 andH3; then (ω,dα) = 0 for everyα ∈ D or (∂ω, α) = 0 for
everyα ∈ D or ∂ω = 0; similarly dω = 0. Henceω ∈ H1. This proves
that

H =H1 +H2 +H3.

We denote byπ1, π2 andπ3 the projections onH1, H2 andH3 respec- 75

tively.
H1+H2 is the orthogonal ofH3 or ∂D , soH1+H2 is the space of

formsωwith dω = 0 (in the sense of the currents).H1+H3 is the space
of formsω with ∂ω = 0 andH2 +H3 is the space of forms orthogonal
to the space of harmonic forms.

Cohomology and harmonic forms. Hodge’s theo-
rem

In every cohomology class ofC∞ forms there exists one and only one
harmonic form. Letω be a representative of the cohomology class;
ω ∈H1+H2. π1ω is a harmonic form andπ2ωwhich is the coboundary
of a current is the coboundary of a form by de Rham’s theorem. As

ω − π1ω = π2ω

ω andπ1ω are cohomologous. Soπ1ω is a harmonic form belonging
to the class ofω. If ω1 andω2 are two harmonic forms in the same
cohomology class,ω1 −ω2 ∈H1 ∩H2 = 0 orω1 = ω2. Thus we have,
in fact, a canonical isomorphism between the cohomology space ofC∞

forms and the space of harmonic forms. The dimension of the space
of harmonic forms of degreep is thepth Betti number of the manifold
which is finite by the third part of de Rham’s theorem.

Supposeω ∈ H2; thenω = dω̃, ω̃ ∈ H . There is one and only76

one choice of the primitivẽω which belongs toH3. For, if ω = dθ,
θ ∈ H put ω̃ = π3θ; thenω = dω̃. If ω = dω̃1 = dω̃2, ω̃1, ω̃2 ∈ H3,
d(ω̃1− ω̃2) = 0, which implies that̃ω1− ω̃2 ∈H3∩H2 so that̃ω1 = ω̃2.

Similarly any element ofH3 is the star coboundary of one and only
one element ofH2. In both the cases the choice of the unique primitive
is linear but not yet continuous.
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Now letω ∈ H2; ω = dθ, θ ∈ H3. But θ = ∂ω̃, ω̃ ∈ H2. Conse-
quently for every

ω ∈H2, ω = d∂ω̃, ω̃ ∈H2.

This ω̃ is unique. Every elementω of H2 is thus expressed in one and
only one way in the form

ω = d∂ω̃, ω̃ ∈H2.

However, forω ∈ H2, ∂dω = 0 so thatd∂ = −∆. So any formω ∈ H2

can be written uniquely in the form

ω = −∆ω̃, ω̃ ∈H2.

Similarly every form inH3 is uniquely expressible as the Laplacian
of an element ofH3. As a consequence every form orthogonal to all
the harmonic forms is the Laplacian of one and only one element of
H2+H3. Conversely ifω is the Laplacian of an element, then it belongs
to H2 +H3.

We have thus completely solved the equationsdX = A, ∂X = A77

and∆ X = A in H . The equationdX = A is solvable ifA ∈ H2. If
A ∈ H2 there exists a unique solutionX ∈ H3. Any general solution
is given byX = X0+ closed form. The equation∂X = A is solvable if
A ∈ H3 and there exists a unique solutionX0 ∈ H2. A general solution
is obtained byX = X0+ closed form. The equation∆X = A is solvable
if A ∈ H2 +H3; there exists a unique solution orthogonal to the space
of harmonic forms and a general solution is obtained by adding to this
particular solution any harmonic form. These results constitute Hodge’s
theorem.
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Green’s Operator G
78

SupposeA ∈H2+H3. We know that there exists a uniqueX ∈H2+H3

such that−∆X = A. We write X = GA; we then have an operator
G : A→ GA on H2 +H3 with the property−∆G = I on H2 +H3. (I
is the identity operator). Ifα ∈ H2 +H3 and∆α ∈ H2 +H3 we have
−G∆α = α. We extendG to the whole spaceH by puttingGα = 0 for
α ∈ H1. G : H → H is an operator which is zero onH1 and which
leaves the spacesH2 andH3 invariant. We shall prove a little later that
G is continuous.G is called the Green’s operator.

Letω ∈H . We can writeω uniquely as

ω = π1ω + ω̃, ω̃ ∈H2 +H3.

But ω̃ = −∆Gω̃ = −∆Gω asω̃ ∈H2 +H3 andG = 0 onH1. So

ω = π1ω − ∆Gω.

Thus we have the formula

I = π1 − ∆G

= π1 + d∂ + ∂dG.

SinceI = π1 + π2 + π3, it follows thatπ2 = d∂G andπ3 = ∂dG.

75
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Decomposition ofD
79

H has certain fundamental defects;d, ∂ and∆ do not operate onH .
But these operators operate onD . We now considerD .

G operates onD . For letω be aC∞ form. ω = π1ω − ∆Gω or
∆Gω = π1ω−ω. Sinceπ1ω−ω is aC∞ form it follows from the elliptic
character of∆ thatGω is aC∞ form. π1 evidently operates onD . Since
π2 = d∂G andπ3 = ∂dG, π2 andπ3 also operate onD .

Let
D1 = D ∩H1,D2 = D ∩H2,D3 = D ∩H3

D1 is the space of all harmonic forms.D2 = dD andD3 = ∂D by de
Rham’s theorem.D1, D2 andD3 re closed subspaces ofD . (D = E
has a genuine topology). The linear mapsπ1, π2 andπ3 from D onto the
spacesD1, D2, D3 respectively have the following properties:

πiπ j = 0 for i , j

π2
i = πi

I = π1 + π2 + π3,

ConsequentlyD is the direct sum of the closed subspacesD1,
D2 andD3. For any elementω ∈ D we have the decomposition for-80

mula:
ω = π1ω + d∂Gω + ∂dGω.

Continuity of G

Let F be a Fŕechet space i.e., a complete topological vector space with
a denumerable basis of neighbourhoods of 0. Banach’s closed graph
theorem states that if a linear mapG : F → F is discontinuous then there
exists a sequence of elementsϕ j → 0 such thatGϕ j tends to a non-zero
elementθ. So in order to prove that a linear mapG of a Fŕechet space
into itself is continuous it is sufficient to show thatϕ j → 0 andGϕ j → θ

together imply thatθ = 0. [We can give an example of a normed vector
space in which the closed graph theorem is not true. LetE be the space
of polynomials in the closed interval (0,1) with the topology of uniform
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convergence in (0,1) (Norm f = Maxx∈(0,1) | f (x)|). The operator
d
dx

is a

discontinuous operator on this space, as a sequence of polynomials may
tend uniformly to zero in (0,1) while their derivatives may not. However
the closed graph theorem is not true for this operator; for if a sequence

of polynomialsP j → 0 uniformly in (0,1) and
dPj

dx
→ θ uniformly in

(0,1), we must haveθ = 0. Here the space is not complete. In fact the
completion ofE in the norm defined above is the space of continuous

functions in (0,1) (Weierstrass approximation theorem) and
d
dx

can not

be extended to this space].
We shall now use the closed graph theorem to prove the continuity

of G in D . D is a Fŕechet space. (In generalE is a Fŕechet space; 81

here since the manifold is compactD = E ). Let {ϕ j} be a sequence of
elements ofD such thatϕ j → 0 andGϕ j → θ; we have to show that
θ = 0. Write

ϕ j = π1ϕ j − ∆Gϕ j

π1 is continuous inD . For if ω ∈ D

π1ω =
∑

k

(ω, θk)θk

whereθk is an orthonormal base forH1. If ϕ j → ϕ in D(ϕ j , θk) →
(ϕ, θk). Therefore ifϕ j → 0 in D , π1ϕ j → 0 in D . Now sinceGϕ j → θ

and∆ is continuous∆Gϕ j → ∆θ. So ∆θ = 0 or θ ∈ H1; already
θ ∈H2 +H3; consequentlyθ = 0.

Similarly it can be proved thatG is continuous inH .

Self-adjointness ofG

We shall now show thatG is self-adjoint inH ;

(Gϕ, ψ) = (ϕ,Gψ), ϕ, ψ ∈H

If we putGϕ = α andGψ = β we have

ψ = π1ψ − ∆β and ϕ = π1ϕ − ∆α
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so that

(Gϕ, ψ) = (α, ψ)

= (α, π1ψ) − (α,∆β)

and82

(ϕ,Gψ) = (ϕ, β)

= (π1ϕ, β) − (∆α, β)

Since (α, π1ψ) = (π1ϕ, β) = 0 (α, β ∈ H2 +H3 while π1ψ, π1ϕ ∈ H1)
we have only to prove that (α,∆β) = (∆α, β). But this is evident whenϕ
orψ (and henceα or β) is aC∞ form. So we have the relation (Gϕ, ψ) =
(ϕ,Gψ) whenϕ or ψ is aC∞ form. SinceD is dense inH andG is
continuous we obtain

(Gϕ, ψ) = (ϕ,Gψ), ϕ, ψ ∈H .

G is hermitian positive (Gϕ, ϕ) ≥ 0 and (Gϕ, ϕ) = 0 if and only if ϕ is
harmonic. For ifGϕ = α

(Gϕ, ϕ) = (α, π1ϕ − ∆α)

= (α,−∆α)

≥ 0

and (Gϕ, ϕ) = 0 if and only if∆α = 0 or∆ϕ = 0.
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Decomposition ofD ′
83

We shall now extend the operatorG to D ′. For a currentT we define
GT by:

(GT, ϕ) = (T,Gϕ).

(This definition is consistent) SinceG is continuous onD , it is easy to
verify thatGT is continuous onD . For if ϕ j → 0 in D , Gϕ j → 0 and
(GT, ϕ j) = (T,Gϕ j)→ 0. The operatorG is continuous onD ′ endowed
with the weak topology. For ifT j → 0 in the weak topology, for a fixed
ϕ ∈ D (GTj , ϕ) = (T j ,Gϕ) → 0. We define the operatorsπ1, π2 andπ3

onD ′ by:

π1 = I + ∆G

π2 = d∂G, π3 = ∂dG.

The operatorsπ1, π2 andπ3 verify the relations:

πiπ j = 0 for i , j

π2
i = πi

I = π1 + π2 + π3.

D ′ is the direct sum ofD ′1 (the space of harmonic forms),D ′2 = dD ′

andD ′3 = ∂D
′. For a currentT we have the decomposition formula

T = π1T + d∂GT + ∂dGT.

79
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Commutativity of an operator with ∆, π1 and G
84

If an operatorA : D → D commutes with∆ it also commutes with
π1 andG. If A∆ω = ∆Aω we have to show thatπ1Aω = Aπ1ω and
GAω = AGω. If π1Aω = ω̃, ω̃ is characterised by the properties:

i) ∆ω̃ = 0

ii) Aω − ω̃ = ∆η for someη ∈ D .

We shall verify that̃ω = Aπ1ω also possesses these properties.

∆ω̃ = ∆Aπ1ω = A∆π1ω = 0

asπ1ω is a harmonic form;

Aω − ω̃ = Aω − Aπ1ω

= A(ω − π1ω)

= A(∆η′)

= ∆(Aη′).

Soπ1Aω = Aπ1ω · ω1 = GAω is characterised by:

i) −∆ω1 = Aω − π1Aω

ii) π1ω1 = 0

We shall show thatω1 = AGω has these properties.

−∆AGω = −A∆Gω

= A(ω − π1ω)

= (Aω − π1Aω) (asA andπ1 commute)

and85

π1AGω = Aπ1Gω

= 0.

The operator∆ commutes with each of the operatorsd, ∂, ∆, ∗, π1,
π2, π3, G. Consequentlyπ1 andG also commute with each of these
operators.
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Operators on currents as operators on cohomology
spaces

SupposeA is an operator on currents with the following properties:

i) for every cohomology class
0
α there exists at least one element of

the class such thatAα is closed.

ii) If α is a coboundary andAα is closed, thenAα is a coboundary.
Then we can defineA on the cohomology vector spaces intrinsi-

cally: for each cohomology class
0
α we choose a representative

α such thatAα is closed and map
0
α onto the cohomology class

determined byAα. Of course, this definition makes no use of any
particular metric.

If there exists at least one Riemannian metric on the manifold for
whichA and∆ commute then the conditions i) and ii) are verified.

In a cohomology class
0
α we choose the harmonic formα. Then

Aα is closed, in fact, harmonic.∆Aα = A∆α = 0. To verify the
second condition we notice that a necessary and sufficient condi-
tion for a closed elementω to be a coboundary is thatπ1ω = 0. If
α is a coboundary andAα is closed,

π1Aα = Aπ1ω ( asA andπ1 commute)

= 0.

SoA operatesintrinsically on the cohomology spaces. 86

[We may simply identify the cohomology space with the space of
harmonic forms and letA operate on the space of harmonic forms. (A
operates on the space of harmonic forms asA and∆ commute).]

Complex differential forms on a manifold

Let VN be aC∞ manifold. Just as we considered real valuedC∞ func-
tions onVN we may also consider complex-valuedC∞ functions onVN;
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a complex valuedC∞ function is of the formϕ = f + ig where f andg
are real valuedC∞ functions.

At a pointa of VN we can define the space of differentialsT∗a(VN)
with respect to the complex valued functions, just the same way we
did in the case of real valued functions. The spaceT∗a(VN) is of com-
plex dimensionN. (Henceforth,T∗a(VN) will always denote the space
of complex differentials ata. HoweverTa(VN) will only denote the real
tangent space ata). Now if F is a vector space over the reals, the space
F + iF is called the complexification ofF; the complex dimension of
F + iF is equal to the real dimension ofF. We shall always consider
T∗a(VN) as the complexification of the space of real differentials ata.

Similarly the space
p
ΛT∗a(V) will be considered as the complexification

of the real tangentp-covectors ata. Thus an elementω ∈ T∗a(V) has the87

canonical decompositionω = ω1+ iω2 whereω1 andω2 are real tangent
p-covectors ata.

If a complex vector space is obtained as the complexification of a
real vector space, we have the notion of complex conjugate in this space.
For if G = F + iF is the complexification of the real vector spaceF any
elementω ∈ G has the canonical decompositionω = ω1 + iω2 where
ω1, ω2 ∈ F; the complex conjugate ofω is the elementω1 − iω2.

The manifold
p
ΛT∗N(V) of all

p
ΛT∗a(V) is a C∞ manifold with real

dimensionN + 2
(
N
p

)
.

We extend the operatorsd, ∂, ∆ to the complex differential forms by
linearity d(ω1 + iω2) = dω1 + idω2 and a scalar product in the space
of real differentials ata canonically to a Hermitian scalar product in its
complexification i.e., inT∗a(V). We extend∗ by anti-linearity:

∗(ω1 + iω2) = ∗ω1 − i ∗ ω2

so that the relation
(α, β)τ = αΛ ∗ β

is preserved. The space of (complex) square summable forms becomes
a Hilbert space over complex numbers.
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Real vector spaces with aJ-Structure
88

SupposeG(n) is a vector space over the complex numbers.G can also
be considered as a vector space over the real numbers. Ife1, . . . ,en is
a basis ofGn overC, thene1, . . . ,en, ie1, . . . , ien is a basis ofG overR.
The multiplication byi is a linear transformation ofG, considered as a
vector space overR, whose square is−I , whereI is the identity map.
The vectorse and ie are dependent whenG is considered as a vector
space overC but are independent overR. To avoid confusion we shall
introduce the notion of a real vector space with aJ-structure.

A 2n-dimensional real vector spaceG along with a linear transfor-
mationJ : G→ G with J2

= −I will be a called a real vector space with
a J-structure.

(A real vector spaceG with a J-structure can be considered as a
vector space over complex numbers by defining

(α + iβ)e= αe+ βJe

whereα andβ are real numbers ande is an element ofG).
Let G be a real vector space with aJ-structure andG + iG its com-

plexification; the operatorJ is extended canonically toG+ iG by defin-
ing:

J(X + iY) = JX+ iJY,X,Y ∈ G

J is a linear transformation on the complex vector spaceG + iG. (We 89

notice that the operationsJ and multiplication byi are different onG +

83



84 Lecture 16

iG; if x is a vector inG, Jx is a vector inG while ix is a vector iniG).
The operatorJ onG + iG has the eigen valuesi and−i.

J is an isomorphism ofG + iG onto itself. Canonically we have an
isomorphism of the dual space ofG + iG, (G + iG)∗, onto itself con-
tragradient toJ (this isomorphism is the inverse of the transpose ofJ).
We denote this operator on the dual space also byJ. If α ∈ G + iG and
β ∈ (G+ iG)∗ then

〈α, β〉 = 〈Jα, Jβ〉
〈Jα, β〉 = 〈α, J−1β〉 = −〈α, Jβ〉.

J is also defined canonically on the exterior products of (G + iG)∗. On
the p-th exterior product we have

J2
= (−1)pI .

The operators
∂

∂zj
and

∂

∂zj

∂

∂zj
=

1
2

(
∂

∂x j
+ i

∂

∂y j

)

We have90

∂

∂x j
=

∂

∂zj
+

∂

∂zj

∂

∂y j
= i

(
∂

∂zj
− ∂

∂zj

)

The reason for such a definition is as follows. If we take an analytic
function of 2n real variablesx1, y1, . . . , xn, yn it can be extended to an

0We now define the operators
∂

∂zj
and

∂

∂zj
on differentiable functions on

Cn/(z1, . . . , zn), zj = xj + iy j are the coordinate functions onCn). A priori they do
not make sense. We define

∂

∂zj
=

1
2

(
∂

∂xj
− i

∂

∂yj

)
,
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analytic function of 2n complex variables, which we still denote byx1,
y1, . . . , xn, yn. Consider

zj = x j + iy j , zj = x j − iy j

as 2n-independent complex variables (Herezj does not mean the com-
plex conjugate ofzj ; this is so only ifx j andy j are real). By changing
the variablesx j , y j to zj , zj we get the above expressions for the par-

tial derivatives
∂

∂zj
and

∂

∂zj
. Thus these relations are true for analytic

functions of real variables prolonged into the complex field. So we take
these as general definitions.

We have
∂

∂zj
(zk) = δ jk,

∂

∂zj
(zj) = 0.

∂

∂zj

∂

∂zj
are the complex derivations.

∂ f
∂zj

and
∂ f
∂zj

are defined for any 91

differentiable functionf .
Supposef is aC∞ function onCn, We have

d f −
∑

j

∂ f
∂x j

dxj +

∑

j

∂ f
∂y j

dyj .

But this may be written as

df =
∑

j

∂ f
∂zj

dzj +

∑

j

∂ f
∂zj

dzj

(Here
∂ f
∂zj

and
∂ f
∂zj

are the complex derivatives off defined above.dzj

anddzj are the differentials of the functionszj andzj). Thus we have
an expression for df as thoughzj and zj were independent variables.
Similarly the formula for the coboundary of a differential form continues
to hold as thoughzj andzj were independent variables.
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Holomorphic functions on Cn

If f is a complex valued function defined on an open subsetΩ of C′ we
say thatf is holomorphic inΩ if

lim
ζ→0

f (z+ ζ) − f (z)
ζ

,

exists at every pointzof Ω. We know that iff is holomorphic it satisfies

the Cauchy rule; the Cauchy rule can be written as
∂ f
∂z
= 0. Conversely,

if f is C′ and
∂ f
∂z
= 0, f is holomorphic. So a holomorphic function

of one complex variable may be defined as aC1 function of x andy for92

which
∂ f
∂z
= 0. (We may say that a holomorphic function is independent

of z). For functions of several variables we adopt a similar definition.
We say that a complex valued functionf defined on an open subset
of Cn is holomorphic if f is aC∞ function with respect to the 2n real
coordinates and

∂ f
∂zj
= 0( j = 1,2, . . . ,n).

Transformation formulae

Suppose we have a diffeomorphism

(z1, . . . , zn)→ (ζ1, . . . , ζn)

between two open subsets ofCn given by the functionsζk = ζk(x1, y1,

. . . , xn, yn), k = 1, . . . ,n. We then have the following formulae:

dζk =

∑

j

(
∂ζk

∂zj
dzj +

∂ζk

∂zj
dzj

)

dζk =

∑

j


∂ζk

∂zj
dzj +

∂ζk

∂zj
dzj

 .
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In particular if theζi are holomorphic functions ofz1, . . . , zn we have

dζk =

∑

j

∂ζk

∂zj
dzj

(Here
∂ζk
∂zj

is the ordinary partial derivative ofζk with respect tozj de- 93

fined in the theory of holomorphic functions; and thus our notation is
coherent). In this case we also have

dζk =

∑

j


∂ζk

∂zj

 dzj

∂

∂zj
=

∑

k

∂ζk

∂zj

∂

∂ζk

∂

∂zj
=

∑

k

∂ζk

∂zj

∂

∂ζk
.

Canonical complex structure onR2n

Let (x1, . . . , x2n) be the coordinate functions onR2n. We shall identify
R2n with Cn by the map

(x1, . . . , x2n)→ (z1, . . . , zn)

where
zj = x2 j−1 + ix2 j( j = 1,2, . . . ,n)

We thus have a canonical complex structure onR2n. If (e1, . . . ,e2n) is
the canonical basis forR2n then the canonical complex structure onR2n

is given by theJ operator defined by:

Je2 j−1 = e2 j , Je2 j = −e2 j−1( j = 1, . . . ,n)

Let U be an open subset ofR2n andΦ : U → R2n be aC∞ map. 94

In terms of the canonical complex coordinates onR2n we may give this
map by:

(z1, . . . , zn)→ (ζ1, . . . , ζn)
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We say that the mapΦ is complex analytic (with respect to the canoni-
cal complex structure onR2n) if ζ1, . . . , ζn are holomorphic functions of
(z1, . . . , zn).

Complex analytic manifolds

A complex analytic manifold,V(n), of complex dimensionn is a C∞

manifold of real dimension 2n with an atlas{(Ui , ϕi)} (which is incom-
plete with respect to theC∞ structure) having the following property:
for any two maps (Ui , ϕi) and (U j , ϕ j) of the atlas, the map

ϕ j ◦ ϕ−1
i : ϕi(Ui ∩ U j)→ ϕ j(Ui ∩ U j)

is complex analytic (with respect to the canonical complex structure on
R2n). We assume that the atlas is complete with respect to the complex
analytic structure.

Some examples of complex analytic manifolds

i) Cn. The simplest example of a complex analytic manifold isCn

itself.

ii) The Riemann sphereS2. ConsiderS2 as the one point compacti-
fication ofC1 : S2

= C1 ∪ ∞. Take for one map the identity map
of C1. For the second map take the mapζ defined by

ζ(z) = 1/z, z, ∞
ζ(∞) = 0

in the complementary set of 0. The intersection of these two95

maps is the complement of the points 0 and∞ and hereζ = 1/z
is a holomorphic function ofz.

It is known that the only spheres on which we may have a com-
plex analytic structure areS2 andS6. On S2 we have a complex
analytic structure. ForS6 we do not know.
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iii) The complex projective spacePCn

The right generalization of the Riemann sphere is then-dimen-
sional complex projective space,PCn. Then-dimensional com-
plex projective space is defined as follows. We takeCn+1 and
omit 0. In Cn+1 − (0) we introduce an equivalence relation two
pointsz = (z1, . . . , zn+1) andz′ = (z′1, . . . , z

′
n+1) are equivalent if

z′i = λzi(i = 1, . . . ,n + 1)(z′ = λz) for someλ , 0. The quotient
space ofCn+1 − (0) by this relation (with the quotient topology)
is the n-dimensional complex projective space,PCn · PCn is a
compact complex analytic manifold of complex dimensionn. We
introduce complex analytic coordinate systems inPCn as follows.
For a fixedi consider the set of pointsa in PCn whose represen-
tatives inCn+1 are of the form (z1, . . . , zn+1), zi , 0.

Then the mapping 96

a→
(
z1

zi
, . . . ,

zi−1

zi
,
zj+1

zi
, . . . ,

zn+1

zi

)
.

gives a map. The maps obtained fori = 1,2, . . . ,n+ 1 coverPCn

and are related by holomorphic functions on the overlaps.

iv) The complex torus.
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The operator J
97

We now pass on to some intrinsic properties of a complex analytic man-
ifold V(n) of complex dimensionn. The (real) tangent space toV at a,
Ta(V), is a vector space of dimension 2n overR. We shall now introduce
on Ta(V) an intrinsicJ-structure. Take a map ata into R2n. This map
gives an isomorphism betweenTa(V) andR2n. In R2n we have aJ cor-
responding to the canonical complex structure inR2n; by the canonical
isomorphism betweenTa(V) andR2n (given by the map) we also have
a J in Ta(V). We shall now prove that thisJ in Ta(V) is intrinsic. If
Jz1,...,zn andJζ1,...,ζn are theJ operators onTa(V) corresponding to the
local coordinates (z1, . . . , zn) and (ζ1, . . . , ζn) we have to prove thatJ and
Y J are the same. To prove this we consider the complexification of
Ta(V), Ta(V) + iTa(V). We extendJ andJ to Ta(V) + iTa(V); J and
J are operators inTa(V)+ iTa(V) with eigenvalues±i. To prove thatJ
andJ are the same it is sufficient to show that the corresponding eigen
spaces are the same. From the relations

J

(
∂

∂zk

)
= i

∂

∂zk
, J

(
∂

∂zk

)
= −i

∂

∂zk

it follows that for J the eigenspace corresponding to the eigenvaluei is
the space spanned by

∂

∂z1
, . . . ,

∂

∂zn

and the eigen-space corresponding to−i is the space spanned by 98

91
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∂

∂z1
, . . . ,

∂

∂zn
;

for J the corresponding spaces are spanned by

∂

∂ζ1
, . . . ,

∂

∂ζn
and

∂

∂ζ1

, . . . ,
∂

∂ζn

,

respectively. Since the maps are related on the overlaps by holomorphic
functions we have the relations

∂

∂zj
=

∑

k

∂ζk

∂zj

∂

∂ζk
,

∂

∂ζ j
=

∑

k

∂zk

∂ζ j

∂

∂zk
,

∂

∂zj
=

∑

k

∂ζk

∂zj

∂

∂ζk

,

∂

∂ζ j

=

∑

k

∂zk

∂ζ j

∂

∂zk
;

these relations show that the eigen space ofJ andJ corresponding to
the eigen valuesi and−i are the same.

J operates on the space of tangent covectors real or complex; we
have the relationsJdzk = −idzk Jdzk = idzk. J also operates on the99

space of tangentp-covectors (real or complex) ata; consequentlyJ op-
erates on the space differential forms. In factJ is a real operator i.e.,J
takes real differential forms into real differential forms. For forms of
degreeP we have

J2
= (−1)pI

Bigradation for di fferential forms

A differential formω is said to be of bidegree or of type (p,q) if in every
map,ω has the form

ω =
∑

j1<...< jp
k1<...<kq

ω j1... jpk1...kqdzj1 ∧ . . . ∧ dzjp ∧ dzk1 ∧ . . . ∧ dzkq.
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This definition is correct since if two maps overlap and a form defined
in the overlap be of type (p,q) in one of the maps it is also of type
(p,q) in the other map. (This follows easily from the fact that the maps
are related by holomorphic functions on the overlaps).p is called thez
degree andq thez degree ofω.

Any differential formω of total degreer can be uniquely written in
the form

ω =
∑

p+q=r

(p,q)
ω̃

where
(p,q)
ω̃ is a form of bidegree (p,q).

Holomorphic functions and forms
100

A (complex valued) functionf on V(n) is said to be holomorphic iff is
holomorphic on every map; this definition is correct as a holomorphic
function of n holomorphic functions onCn is again holomorphic. A
holomorphic differential form of degreep is a form of type (p,0) whose
coefficients in every map are holomorphic.

The operatorsdz and dz

Supposeω is a form of bidegree (p,q). A priori dω is the sum of forms
of all bidgree (r, s) with r + s= p+ q+ 1. However we shall show that
dω is the sum of a form of bidegree (p + 1,q) and a form of bidegree
(p,q+ 1). Let

ω =
∑

J,K

ωJ,KdzJ ∧ dzK

in a map.J = ( j1, . . . , jp), K = (k1, . . . , kq) denote a system of indices
in

dω =
∑

dωJ,KdzJ ∧ dzK

=

∑ ∂ωJ,K

∂z1
dz1 ∧ dzJ ∧ dzK



94 Lecture 17

+

∑ ∂ωJ,K

∂z1
dz1 ∧ dzJ ∧ dzJ

Here the first form is of bidegree (p + 1,q) and the second of bidegree
(p,q+ 1); therefore these two forms have an intrinsic meaning. Thus101

d
(p,q)
ω =

(p+1q)
α +

(p,q+1)
β

intrinsically, whereα andβ are forms of bidegree (p+1,q) and (p,q+1)
respectively. We now define the operatorsdz anddz by:

dzω = α, dzω = β.

We have
dω = d2ω + dzω.

We observe that, in a map,dzω involves only the partial derivatives with
respect toz while dzω involves only the partial derivatives with respect
to z·dz increases the degree corresponding tozby one whiledz increases
the degree corresponding tozby one.

We extend the operatorsdz anddz to all forms by linearity.
We shall now consider some properties ofdz anddz · dz anddz are

complex operators (Ifω is realdzω is complex).dz is of type (1,0) and
dz is of type (0,1). [An operator is said to be of type (r, s) if it takes a
form of bigradation (p,q) into a form of bigradation (p+r,q+s)]. These
operators are local operators; they are linear. Ifω is a form of degreer
we have the formulae:

dz(ω ∧ ω̃) = dzω ∧ ω̃ + (−1)rω ∧ dzω̃,

dz(ω ∧ ω̃) = dzω ∧ ω̃ + (−1)rω ∧ dzω̃.

102

It is enough to prove this for homogeneous forms. We taked(ω∧ ω̃)
and decompose it:

d(
p,q
ω ∧

s,t
ω̃) = dω ∧ ω̃ + (−1)p+qω ∧ dω̃

= (dzω ∧ ω̃ + (−1)p+qω ∧ dzω̃)
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+ (dzω ∧ ω̃ + (−1)p+qω ∧ dzω̃);

the first term is of bidegree (p + s + 1,q + t) while the second is of
bidegree (p+ s,q+ t + 1) and this proves the result.

Further we have the relations

dzdz = 0,dzdz = 0 and dzdz+ dzdz = 0.

For, from the relations

(dz+ dz)(dz+ dz) = d2
= 0

we obtain
dzdz+ (dzdz+ dzdz) + dzdz = 0.

To conclude the above relations from this we have only to observe that

for any form
p,q
ω the formsdzdzω, (dzdzω + dzdzω) and dzdzω are of

different bidegrees namely of the bidegrees (p+ 2,q), (p+ 1,q+ 1) and
(p,q+ 2) respectively.

z and z cohomologies
103

We have now two new coboundary operatorsdz anddz and hence two
new cohomologies,zandzcohomologies. We shall confine our attention
to thez cohomology; this will give all the information about holomor-
phic forms. We shall see that the construction of holomorphic forms
depends on thezcohomology. We shall denote byHp,q

z (E (V)) the space
Zp,q/Bp,q whereZp,q andBp,q are the subspaces ofE p,q(V) (the space
of forms of bidegree (p,q)) consisting ofz cocycles andz coboundaries
respectively.

Similarly we have the spaceHp,q
z (D(V)).

Intrinsic characterization of holomorphic forms

Let ω be aC∞ form of type (p,0); a necessary and sufficient condition
for ω to be holomorphic is that

dzω = 0.
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Let
ω =

∑

K

ωKdzK

in a map.

dzω =
∑

K,1

∂ωK

∂z1
dz1 ∧ dzK

In ω is holomorphic,ωK are holomorphic; hence
∂ωK

∂z1
= 0 anddzω = 0.

If dzω = 0 ∑

K,1

∂ωK

∂z1
dz1 ∧ dzK = 0;

in the sum on the left side all the termsdz1 ∧ dzK are different (i.e., if104

(K,1) , (K′, l′), dz1∧ dzK , dzl′ ∧ dzK′). Consequently
∂ωK

∂z1
= 0. This

proves that theωK are all holomorphic.

Holomorphic forms and zcohomology

Let us now consider the spaceHp,0
z (E (V)) · Hp,0

z (E (V)) is just the space
of (p,0) forms which arez cocycles (since a (p,0) from which isz
coboundary is trivial). i.e.,Hp,0

z (E (V)) is the space of holomorphicp-

forms. SimilarlyHp,0
z (D(V)) is the space of holomorphic forms with

compact support. A holomorphic form with compact support is zero on
each non-compact connected component.

Consider the spaceE ,q
=

∑
p

E p,q of C∞ forms ofz degreeq.
∑
q

E ,q

is a complex with the differential operatordz. This gives rise to the
cohomology groupsH,q

z . H,0
z is the space holomorphic forms.
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The canonical orientation of a complex manifold
105

We shall now show that a complex analytic manifoldV(n) (considered
as a 2n-dimensional real manifold) is orientable and has a canonical
orientation. The orientation onV2n is determined by the maps giving the
complex analytic structure onV2n; we have to verify that two such maps,
considered as real coordinate systems, have a positive Jacobian on the
overlaps. To prove this, let (z1, . . . , zn) → (ζ1, . . . , ζn) be a holomorphic
map ofCn to Cn. Let D be the Jacobian ofζ1, . . . , ζn with respect to
z1, . . . , zn; let furtherzi = xi + iyi , ζi = ξi + iηi andJ the Jacobian of the
functions (ξ1, η1, . . . , ξn, ηn) with respect to (x1, y1, . . . , xn, yn). We shall
prove thatJ = |D|2. Now dζi = dξi + id ηi anddζ i = dξi − id ηi so that

dξi ∧ dηi = −
1
2i

dζ ∧ dζ i ;

Similarly

dxi ∧ dyi =
−1
2i

dzi ∧ dzi i1

We have

J =
dξ1 ∧ dη1 ∧ . . . ∧ dξn ∧ dηn

dx1 ∧ dy1 ∧ . . . ∧ dxn ∧ dyn
=

dζ1 ∧ dζ1 ∧ . . . ∧ dζn ∧ dζn

dz1 ∧ dz1 ∧ . . . ∧ dzn ∧ dzn

=
dζ1 ∧ . . . ∧ dζn ∧ dζ1 ∧ . . . ∧ dζn

dz1 ∧ . . . ∧ dzn ∧ dz1 ∧ . . . ∧ dzn

= DD = |D|2

97
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as 106
dζ1 ∧ . . . ∧ dζn

dz1 ∧ . . . ∧ dzn
= D,

dζ1 ∧ . . . ∧ dζn

dz1 ∧ . . . ∧ dzn
= D.

In the case of our mapsD , 0 and thereforeJ > 0.

Currents

We shall now define bigradation for currents and the operatorsJ, dz and
dz on currents.

A currentT is said to be of bidegree (p,q) if

〈T, r,s
ϕ〉 = 0

whenever (p,q) , (n−r,n−s). (
r,s
ϕ is a form of bidegree (r, s)). A current

p,q
T of bidegree (p,q) can be considered as a continuous linear functional

on
n−p,n−q

D , the space of forms of bidegree (n − p,n − q) with compact
support.

We define the operatorJ on currents by:

〈JT, ϕ〉 = 〈T, J−1ϕ〉.

We do this because, whenω is a form we have

〈Jω, ϕ〉 = 〈ω, J−1ϕ〉.

Writing J−1ϕ = ψ, we have to prove that
∫

Jω ∧ Jψ =
∫

ω ∧ ψ or
∫

J(ω ∧ ψ) =
∫

ω ∧ ψ

but107

J(ω ∧ ψ) = ω ∧ ψ

sinceω∧ψ is a form of degree 2n andJ = I on a form of degree 2n. (In
general

J
p,q
ω = (−i)piqω = iq−pω).
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We definedz anddz on currents by:

〈dz

p,q
T ,

n−p−1,n−q
ϕ 〉 = (−1)p+q+1〈T,dzϕ〉

〈dz

p,q
T ,

n−p,n−q−1
ϕ 〉 = (−1)p+q+1〈T,dzϕ〉.

These relations are true for forms. In fact whenω is a form of total
degreep we have

∫

V

dzω ∧ ϕ = (−1)p+1
∫

V

ω ∧ dzϕ.

For,ϕ is of type (n− 1,n) so that

dz(ω ∧ ϕ) = 0 and dz(ω ∧ ϕ) = d(ω ∧ ϕ)

By Stokes’ formula
∫

V

d(ω ∧ ϕ) = 0; hence
∫

V

dz(ω ∧ ϕ) = 0 or

∫

V

(dzω ∧ ϕ) + (−1)pω ∧ dzϕ) = 0).

We now have some more cohomologies and there is need to prove108

some kind of de Rham’s theorems. It can be proved that thezcohomolo-
gies ofD ′ andE are the same and those ofD andE ′ are the same.

Ellipticity of the system ∂/∂zk

We shall show that the system
∂

∂zk
in Cn is elliptic i.e., if

∂T
∂zk
= αk (k = 1,2, . . . ,n)

whereT is a current andαk areC∞ forms thenT is aC∞ form. We have

∂

∂zk
=

1
2

(
∂

∂xk
− i

∂

∂yk

)
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∂

∂zk
=

1
2

(
∂

∂xk
+ i

∂

∂yk

)

∂

∂zk

∂

∂zk
=

1
4


∂2

∂x2
k

+
∂2

∂y2
k



so that ∑

k

∂

∂zk

∂

∂zk
=
∆

4

where∆ is the usual Laplacian inR2n.

Since
∂T
∂zk
= αk ∈ E , ∆T ∈ E . By the elliptic character of∆, T is

C∞.
It follows in particular that a distributionT onCn which satisfies the109

Cauchy relations
∂T
∂zk
= 0 (k = 1,2, . . . ,n)

is a holomorphic function. Similarly if a currentT of bidegree (p,0) on
Cn satisfies the system of partial differential equations

∂T
∂zk
= 0 (k = 1,2, . . . ,n)

thenT is a holomorphic form of degreep.

Ellipticity of dz on D0′

Let V(n) be a complex analytic manifold. IfT is a current of degreezero
anddzT = α is aC∞ form, thenT is aC∞ function. For, in a map, the
relationdzT = α implies

∂T
∂zk
= αk

whereαk are C∞ functions. By the result proved earlierT is a C∞

function.

As a consequence we obtain that if
p,0
T is a current of bidegree (p,0)

such thatdz

p,q
T = 0 then

p,0
T is a holomorphic form.
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J-Hermitian forms
110

Let G2n be a vector space overR with a J-structure. A positive definite
J-Hermitian form onG is a mapH of G ×G into the complex numbers
with the following properties:

1) H is R-bilinear.

2) H(JX,Y) = −H(X, JY) = iH (X,Y) for X, Y ∈ G (HenceH(JX,
JY) = H(X,Y)).

3) H(X,X) > 0 for X , 0.

The real part of the positive definite Hermitian form, (X,Y) = Rl
H(X,Y), defines a Euclidean structure inG. SinceH(X,Y) is invariant
underJ, (X,Y) is also invariant underJ:

(JX, JY) = (X,Y)

Since (JX,X) = 0 the vectorsX and JX are orthogonal with respect
to the Euclidean structure. From the relationH(JX,Y) = iH (X,Y), we
have

(JX,Y) = − Im H(X,Y).

Hence

H(X,Y) = (X,Y) + i Im H(X,Y)

= (X,Y) − i(JX,Y)

= (X,Y) + i(X, JY).

This shows thatH is completely determined by its real part. If (X,Y) is
a positive definite quadratic form onG which is invariant underJ this 111

determines a positive definiteJ-Hermitian form onG if we set

H(X,Y) = (X,Y) + i(X, JY).

Since (JX,X) = 0, ( )(JX,Y) is an anti-symmetric bilinear form onG.

This defines an elementΩ of
2
∧G∗ (G∗ is the dual ofG) by the formula

〈Ω,X ∧ Y〉 = (JX,Y),X,Y ∈ G.
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G can be considered (canonically) as a vector space over complex
numbers, as we have already remarked. If (u1, . . . ,un), (v1, . . . , vn) are
the coordinates of the vectorsU andV of G with respect to a complex
basis (e1, . . . ,en).,

H(U,V) =
∑

j,k

g jku jvk,g jk = gk j, (gi j ) > 0.

Let us computeΩ in terms of this basis.Ω is given by

〈Ω,U ∧ V〉 = −H(U,V) − H(V,U)
2i

= −H(U,V) − H(U,V)
2i

= − 1
2i

∑

j,k

g jk(u jvk − ukv j).

If (e∗1, . . . ,e
∗
n) is the dual basis of (e1, . . . ,en)

〈e∗j ∧ e∗k,U ∧ V〉 =
∣∣∣∣∣∣
u j ,uk

v j , vk

∣∣∣∣∣∣

so that112

Ω = − 1
2i

∑
g jke∗j ∧ e∗k.

If we choose an orthonormal basis (e1, . . . ,en) for the hermitian form,

Ω = − 1
2i

∑
e∗j ∧ e∗k.

Hermitial Manifolds

Let V(n) be a complex analytic manifold. At each tangent spaceTa(V)
we have a canonicalJ-structure.V(n) will be called a Hermitian mani-
fold if on eachTa(V) we have a positive definiteJ-Hermitial form such
that the twice covariant tensor field defined by these forms is aC∞ tensor
field.
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On every complex analytic manifold we can put a Hermitian struc-
ture, just the same way we introduced a Riemannian structure on aC∞

manifold.
In a Hermitian manifoldV(n) the real part of theJ-Hermitian form

on eachTa(V) gives rise to a Riemannian structure on the manifold; the
imaginary part gives rise to a realC∞ differential formΩ of bidegree
(1,1).

If in a coordinate system (z1, . . . , zn) the Hermitian form is given by

∑
g jkdzjdzk,

then in this map, 113

Ω = − 1
2i

∑
g jkdzj ∧ dzk.

If τ is the volume element associated with the Riemannian structure we
have the relationΩn

= n!τ. For, if (z1, . . . , zn), zj = x j + iy j , is a local
coordinate system ata ∈ V in which the Hermitian form ata is given by∑

(dzk)a(dzk)a, we have,

Ωa = −
1
2i

∑

k

(dzk)a ∧ (dzk)a

=

∑
(dxk)a ∧ (dyk)a;

Ω
n
a = (dx1)a ∧ (dy1)a ∧ . . . ∧ (dxn)a ∧ (dyn)a ∧ n!

= n!τa.

Kahlerian Manifolds

A Hermitian manifold is called a Kahlerian manifold ifdΩ = 0.
There exist manifolds with an infinity of Hermitian structures but

with no Kahlerian structure.
For a compact Kahlerian manifoldV,

b2p ≥ 1.
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To prove this we notice that
∫

V

Ω
n
=

∫

V

n!τ > 0.

Ω
n is a cocycle but not a coboundary, since

∫

V

Ω
n
, 0. It follows that the114

formsΩp(1 ≤ p ≤ n), which are cocycles, are not coboundaries. Hence
the 2p-th cohomology groups are different form zero orb2p ≥ 1.

Sinceb4(S6) = 0, if S6 is a complex analytic manifold it is not
Kahlerian.

Every complex analytic manifold of complex dimension 1 is Kahle-
rian because and 2-form is closed.
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Some more operators
115

Let
d̃ = −idz+ idz

Then
d̃ = JdJ−1

For, if
p,q
ω is a form of bidegree (p,q), Jω = iq−pω andJ−1ω = ip−qω so

that

JdzJ
−1ω = iq−(p+1)ip−qdzω

= −idzω;

thus
JdzJ

−1
= −idz

and similarly
JdzJ

−1
= idz

so that
d̃ = JdJ−1.

d̃ is the transform ofd by the automorphismJ. SinceJ andd are real
operators (i.e., take real forms into real forms)d̃ is a real operator. Now
we can decompose the operatorsdz anddz into real and imaginary parts
as follows:

dz =
1
2

(d + id̃)

105
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dz =
1
2

(d − id̃).

We have evidentlỹdd̃ = 0 anddd̃ + d̃d = 0.
The operators∂z and∂zare the adjoints (with respect to the Rieman-

nian structure) of the operatorsdz anddz respectively:

(dzα, β) = (α, ∂zβ)

(dzα, β) = (α, ∂zβ)

the scalar product being the global Riemannian scalar product.∂z is an116

operator of type (−1,0) while ∂z is an operator of type (0,−1). If ∂̃ is
the adjoint ofd̃

∂̃ = i∂z− i∂z;

we have

∂z =
1
2

(∂ − i∂̃)

∂z =
1
2

(∂ + i∂̃).

The following relations are easily verified:

∂z∂z = 0, ∂z∂z = 0, ∂z∂z+ ∂z∂z = 0

∂∂ = 0, ∂̃∂̃ = 0, ∂∂̃ + ∂̃∂ = 0.

We now introduce two more operators,L andΛ. L is simply multi-
plication byΩ : Lω = Ω ∧ ω.

L is an operator of type (1,1). Λ is the adjoint ofL. We have

Λ = ∗−1L ∗ .

For

(Λα, β) = (α, Lβ)

=

∫ −1

∗α ∧ Lβ
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=

∫ −1

∗α ∧Ω ∧ β

=

∫
Ω ∧ −1∗ α ∧ β

=

∫
(L
−1∗ α) ∧ β

=

∫
−1∗ [∗L −1∗ α] ∧ β

= (∗L −1∗ α, β)

= (
−1∗ L ∗ α, β)

We have used above the fact thatΩ is a real form of degree 2. 117

Commutativity relations in a Kahlerian manifold

We shall now consider the commutativity properties of the operators on
a Kahlerian manifold.

L commutes with the operatorsd, d̃, dz anddz; we denote this by

L
√

d, d̃,dz,dz

For,
d(Ω ∧ ω) = Ω ∧ dω as dΩ = 0;

since
dzΩ + dzΩ = 0

anddzΩ anddzΩ are forms of bidegree (2,1) and (1,2) we havedzΩ = 0
anddzΩ = 0; it follows that

dz(Ω ∧ ω) = Ω ∧ dzω

dz(Ω ∧ ω) = Ω ∧ dzω

By taking the adjoints we find that 118

Λ

√
∂, ∂̃, ∂z, ∂z
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L does not commute with∂, ∂̃, ∂z and∂z. Λ does not commute with
d, d̃, dz anddz.

L∂ω = Ω ∧ ∂ω, ∂Lω = ∂(Ω ∧ ω)

and we have no rule for the∂ of a product so that it is not possible to
compareL∂ and∂L directly. We have the following formula which gives
the defect of commutativity ofd andΛ: writing

[Λ,d] = Λd − dΛ we have

[Λ,d] = −∂̃

(ConsequentlyΛ andd do not commute). This formula follows from
the following formulae:

[Λ,dz] = i∂z

[Λ,dz] = −i∂z

which we shall prove in the next lecture. From these relations we have
at once

[Λ, d̃] = ∂.

By taking the adjoints we find that119

[L, ∂] = d̃

[L, ∂z] = idz

[L, ∂z] = − idz

[L, ∂̃] = −d.

We shall derive some important formulae from the above formulae.

d∂̃ = d(dΛ − Λd)

= −dΛd

∂̃d = (dΛ − Λd)d

= dΛd.
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Adding we find that
d∂̃ + ∂̃d = 0

i.e., d and∂̃ anti-commute (In a Riemannian structured and∂ have no
commutativity relation; in the case of a Kählerian manifoldd and∂̃ anti-
commute). We have further the following formulae:

dd̃ + d̃d = 0

∂∂̃ + ∂̃∂ = 0

d∂̃ + ∂̃d = 0

∂d̃ + d̃∂ = 0

dzdz+ dzdz = 0

∂z∂z+ ∂z∂z = 0

dz∂z+ ∂zdz = 0

∂zdz+ dz∂z = 0.

We now consider∆. 120

d∂ = (dz+ dz)(∂z+ ∂z)

= dz∂z+ dz∂z+ dz∂z+ dz∂z;

∂d = ∂zdz+ ∂zdz+ ∂zdz+ ∂zdz.

By addition,
−∆ = −∆z− ∆z,

where

− ∆z = dz∂z+ ∂zdz

− ∆z = dz∂z+ ∂zdz.

Since∆z and∆z are pure operators (i.e., operators of type (0,0)), ∆ is
also a pure operator; in other words,∆ does not change the bigradation.
If

∆̃ = d̃∂̃ + ∂̃d̃

then
−∆̃ = −∆z− ∆z
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so that
∆ = ∆̃.

However,121

∆̃ = J∆J−1.

So
∆ = J∆J−1

i.e., J and∆ commute.
Moreover,

dz∂z =
1
2

(d + id̃) · 1
2

(∂ − i∂̃)

=
1
4

[d∂ + d̃∂̃ + id̃∂ − id∂̃]

and

∂zdz =
1
4

[∂d + ∂̃d̃ + i∂d̃ − i∂̃d]

so that

−∆z = −
∆

4
− ∆̃

4
.

Similarly

−∆z = −
∆

4
− ∆̃

4
.

Consequently
∆z = ∆z

and

∆ = 2∆z = 2∆z = ∆̃

This formula shows that∆ can be obtained in terms ofdz and∂z alone
or in termsdz and∂z alone.

We shall now see that∆ commutes with all the operators we have
introduced. LetPr,s be the projection of the space of forms on the space
of forms of bidegree (r, s). (Pr,s maps a form on its homogeneous com-122
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ponent of bidegree (r, s)). Since∆ is a pure operator,∆ commutes with
Pr,s. ∆ commutes withL.

d∂L − Ld∂ = d∂L − dL∂ + dL∂ − Ld∂

= d[∂, L] + [d, L]∂

= −dd̃

(d andL commute asΩ is a closed form of even degree). Similarly

[∂d, L] = −̃dd

and hence
[−∆, L] = 0.

Since∆ andL commute,∆ andΛ also commute. From the relation

∆(Ω ∧ ω) = Ω ∧ ∆ω

we see that if a formω is harmonic the formΩ ∧ ω is also harmonic.
In particular the formΩ itself is harmonic. In factΩ is ∗ closed (it is
already closed). To prove this we observe that

[L, ∂] = d̃

or
Ω ∧ ∂ω − ∂(Ω ∧ ω) = d̃ω

(In general we do not have a formula for the∂ of a product of two forms;
however this formula gives an expression for the∂ of the product of a
differential form byΩ). Takingω = 1, we find that∂Ω = 0. ThusΩ is 123

closed with respect tod, ∂dz, dz, ∂z and∂z.
Since d̃ = JdJ−1, ∆ commutes withd̃; hence commutes with̃∂.

Since∆ commutes withd, d̃, ∂ and∂̃, ∆ commutes withdz, dz, ∂z and
∂z. That∆ commutes withdz anddz is very important, as this result
connects harmonic forms withzandzcohomologies.

Thus in a K̈ahlerian manifold∆ commutes with all the operators, in
particular withdz anddz.
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In the case of a compact Kählerian manifold we have a decomposi-
tion of D (andD ′) as the direct sum of the space of harmonic forms, the
space ofz (or z) coboundaries and the space ofz (respz) star cobound-
aries. For we have the decomposition

I = π1 + ∆G;

replacing∆ by the new expressions we have

I = π1 + d̃∂̃G+ ∂̃d̃G,

I = π1 + 2dz∂zG+ 2∂zdzG,

I = π1 + 2dz∂zG+ 2∂zdzG.

These formulae will have important consequences in connection with
thez andzcohomologies.

∆,G, π1

∗,d, ∂, π1,G, . . . , J,P
r,s, L,Λ, d̃, ∂̃,dz,dz, ∂z, ∂z.

124

Holomorphic forms on a Kählerian manifold

We have seen that every holomorphic form onCn is harmonic. In an
arbitrary Hermitian manifold it is not true that every holomorphic form
is harmonic. However in a Kahlerian manifold every holomorphic form
is harmonic. To prove this we use the fact that

∆ = 2∆z,∆z = dz∂z+ ∂zdz.

If a form
p,0
ω is holomorphic, thendzω = 0 and therefore∂zdzω = 0;

since∂z decreases thez degree by 1,∂zω = 0 and hencedz∂zω = 0.
Therefore∆ω = 0.
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Proof of the formula [∆, dz] = i∂z
125

To prove the bracket relation

[Λ,dz] = i∂z

in the case of a K̈ahlerian manifold, we first verify this relation in the
case ofCn with the canonical K̈ahlerian metric

n∑

k=1

dzkdzk.

In this case

Ω = − 1
2i

∑

k

dzk ∧ dzk.

The real part of the Hermitian form is given by
∑

k

(dx2
k + dy2

k).

The Euclidean structure given by the metric on the real tangent space
at a pointa induces a Euclidean structure on the real co-tangent space
at a. We extend this Euclidean structure to a Hermitian structure in
the complex co-tangent vector space. The 2n vectorsdx1, dy1, . . . ,dxn,
dyn form an orthonormal basis for the real cotangent vector space; the
vectorsdz1, dz1, . . . ,dzn, dzn, form an orthogonal basis for the complex
co-tangent vector space; each of these vectors is of length

√
2 asdzk = 126

113
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dxk+ idyk anddzk = dxk− idyk. The vectordzJ∧dzK is of length
√

2 j+k

where j andk are the number of elements inJ andK.
We shall now introduce some elementary operators inCn and ex-

press the operatorsΛ, dz, ∂z etc. in terms of these operators. The opera-
tor

ek = dzkΛ

operates on forms by multiplying every form on the left bydzk · ek is an
operator of the type (1,0). ek is the operator

dzkΛ.

ek is an operator of the type (0,1). ik andik are defined to be the adjoints
of ek andek respectively.ik is an operator of the type (−1,0) while ik is
an operator of the type (0,−1). We shall prove that the linear operatorik
is given by the formula

ik[ωdzJ ∧ dzK ] = 0

ik[ω ∧ dzk ∧ dzJ′ ∧ dzK ] = 2ω ∧ dzJ′ ∧ dzK

(J′ is a set of indices without the indexk). (this amounts essentially
to the suppression ofdzk). We shall verify that the operator defined by
these formulae is the adjoint ofek. For any two formsα andβ we shall
verify that

(ekα, β)a = (α, ikβ)a.

It is sufficient to verify these for the elementary forms i.e., to verify that127

(ekα
′dzJ ∧ dzK , β

′dzL ∧ dzM)a = (α′dzJ ∧ dzK , ikβ
′dzL ∧ dzM)a

or
(ekdzJ ∧ dzK ,dzL ∧ dzM)a = (dzJ ∧ dzK , ikdzL ∧ dzM)a.

The elements{dZJ ∧ dzK} are orthogonal. The right and left sides both
vanish except whenL = k + J andM = K. In this case both the sides
are equal to 21+r+s wherer ands are the number of indices inJ andK
respectively.
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We shall now introduce two more elementary operators:

∂k =
∂

∂zk
, ∂k =

∂

∂zk
.

We can prove that the adjoint of∂k is−∂k and the adjoint of∂k is−∂k in a
similar way. We can express all the operators in the Kählerian structure
by means of these operators. We have

L = − 1
2i

∑
ekek

Λ =
1
2i

∑
ikik (taking the adjoint).

dz =

∑
∂kek =

∑
ek∂k(ek and ∂k commute)

dz =

∑
∂kek

∂z = −
∑

∂kik.

128

Now we can prove the bracket relation. We have

Λdz =

∑

k,l

1
2i

ikik∂lel ,

dzΛ =

∑

k,l

1
2i
∂1e1ikik.

Since∂1 commutes withik andik,

Λdz =

∑

k,l

1
2i
∂1ikike1.

e1 andik do not commute. Fork , 1 ike1 = −e1ik so that
∑

k,1
k,1

1
2i
∂1ikike1 =

∑

k,1
k=,1

− 1
2i
∂1ike1ik

=

∑

k,1
k,1

1
2i
∂1e1ikik.
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Now 129

ikek + ekik = 2

(asikek is zero for a term which containsdzk as factor whileekik is zero
in the contrary case). So

1
2i
∂kikikek = −

1
2i
∂kikekik +

2
2i
∂kik

=
1
2i
∂kekikik − i∂kik.

Consequently,

Λdz =

∑

k,1

1
2i
∂1ikike1

=

∑

k,1

1
2i
∂1e1ikik − i

∑
∂kik

= dzΛ + i∂z

which proves the bracket relation.
We shall now derive the bracket relation in the case of an arbitrary

Kählerian manifold by using a theorem of differential geometry.
Suppose we have twoC∞ tensor fields⊕ and⊕′ of the same kind on

a C∞ manifoldV. We shall say that⊕, ⊕′ coincide upto the orderm at
a pointa ∈ V if the coefficients as well as the partial derivatives upto130

ordermof the coefficients of⊕ and⊕′ coincide ata. This has an intrinsic
meaning: for if the property is true for one map ata it is true for any
other map ata. Let nowV be a Riemannian manifold with the field of
positive-definite quadratic formsQ. Let a be a point ofV. According to
a theorem of Riemannian geometry we can find anotherC∞ field Q′ of
positive definite quadratic forms defined in a neighbourhood ofa such
that Q andQ′ coincide upto the first order ata and such thatQ′ gives
the Euclidean structure in a neighbourhood ofa (i.e., there exists a map
in which

Q′ =
∑

δi j dxidxj

whereδi j is the Kronecker Symbol).Q′ is said to be an osculating Eu-
clidean structure forQ ata.
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We now consider the analogous question for Hermitian manifolds.
Suppose aC∞ manifold V2n has two different complex structures, (1)
and (2). We shall say that the complex structures (1) and (2) coincide
at a ∈ V2n upto orderm if for every function f holomorphic in (1) the
field (dz)a f is zero upto orderm at a. Equivalently, we may say that
the structures (1) and (2) coincide upto orderm at a if the intrinsic J-
operatorsJ1 andJ2 coincide upto ordermon the tangent space ata. Let
V(n) be a Hermitian manifold. LetH denote the field of Hermitian forms
giving the Hermitian structure andΩ the associated exterior 2-form. Let131

a be a point ofV(n). Is it possible to find a Hermitian structure,H′ onV
(with the same underlyingC∞ structure asV(n)) such that

i) the two analytic structures coincide upto order 1 ata

ii) the fields of Hermitian formsH andH′ coincide upto order 1 at
a.

iii) H′ is the canonical hermitian structure onCn for some map ata?.
There is one trivial necessary condition. IfΩ′ is the exterior 2-
form corresponding toH′, Ω andΩ′ coincide upto order 1 ata
so thatdΩ anddΩ′ coincide ata; but dΩ′ = 0 at a. Therefore,
dΩ(a) = 0 is a necessary condition. This condition can also be
proved to be sufficient; this is the difficult part. In particular in a
Kählerian manifold there exists an osculating Hermitian structure
at every point.

Let V(n) be a Kahlerian manifold. Ata ∈ V(n) we choose an
osculating Hermitian structure. The operatorsJ corresponding
to the two structures coincide ata up to order 1. The operators
d̃ = JdJ−1 coincide ata. Sincedz is a linear combination ofd
and d̃ the operatorsdz coincide ata; similarly the operatorsdz

coincide ata. The operatorsΛ coincide upto order 1 ata and the
operators [Λ,dz] coincide ata. The operatorsi∂z also coincide at
a. Since we have proved the relation

[Λ,dz] = i∂z

for the canonical Hermitian structure inCn the same relation holds132
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also for any K̈ahlerian manifold.

The relation
[Λ,dz] = −i∂z

is proved similarly.
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Compact Manifolds with a Kählerian structure
133

Let V be a compact complex analytic manifold. We shall assume that
there exists a K̈ahlerian metric onV. From this assumption we shall
derive some intrinsic properties ofV i.e., properties ofV which depend
only on the complex analytic structure ofV but not on any particular
Kählerian metric.

Let H(r,s) denote the quotient space of the space of thed-closed
forms of bidegree (r, s), by the space of forms of bidegree (r, s) which
are coboundaries (not necessarily of homogeneous forms). Then thepth
cohomology spaceHp is the direct sum of the spacesH(r,s), r + s = p.
To prove this we observe that, asP(r,s) commutes with∆, P(r,s) operates
canonically (i.e., independent of Kählerian metric) onHp (see lecture
15). To define this map, we choose in each cohomology class the har-
monic form,ω, belonging to this class; since∆ andP(r,s) commute, each
homogeneous component of the harmonic form is harmonic and hence
closed. Thus the homogeneous components of the harmonic form define
cohomology classes andP(r,s) is the map which maps the cohomology
class ofω into the cohomology class determined by the (r, s) component
of ω. If pr,sH is the image ofH by P(r,s), P(r,s)H may be identified with
the space of harmonic forms of bidegree (r, s) and

Hp
=

∑
P(r,s)H.

But P(r,s)H is just the spaceH(r,s) defined above and hence 134

119
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Hp
=

∑

r+s=p

H(r,s)

This decomposition is intrinsic; but we have used harmonic forms to
prove this.

If we define the double Betti numberb(r,s) to be the dimension of the
spaceH(r,s) we have

bp
=

∑

r+s=p

b(r,s)

Since the mappingω → ω, which assigns to every form its complex
conjugate, induces an isomorphism ofH(r,s) onto H(s,r), we find that
b(r,s)

= b(s,r); so, whenp is oddbp is the sum of numbers which are
pairwise equal and hencebp is even. So the Betti numbers for odd di-
mensions are even. MoreoverH(n−r,n−s) is dual to the spaceH(r,s) so that
b(n−r,n−s)

= b(r,s). Thus we have

b(r,s)
= b(s,r)

= b(n−r,n−s)
= b(n−s,n−r)

We can also prove thatbp is even for oddp by introducing a canon-
ical complex structure on thepth cohomology spaceHp(R) formed from
thereal forms alone. [Hp is the complexification ofHp(R) and the com-
plex dimension ofHp is equal to the real dimension ofHp(R)]. Since135

J commutes with∆, J operates canonically onHp(R). Sincep is odd
J2
= −I andJ gives a complex structure onHp(R). So the (real) dimen-

sion ofHp(R) is even; and hencebp is even.
The next result on the Betti-numbers is the following:

b(r,s) ≥ b(r−1,s−1) if r + s≤ n+ 1

(From this it follows at once thatbp ≥ bp−2 if p ≤ n+ 1). To prove this
we need the following result: the map

Ω :
r−1,s−1
Λ T∗a(V)→

r,s
ΛT∗a(V)

(multiplication byΩ) is one to one (i.e.,Ω∧ω = 0 if and only ifω = 0)
providedr + s ≤ n + 1. SinceL commutes with∆, L gives a map of
the space of harmonic forms of bidegree (r − 1, s− 1) into the space of
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harmonic forms of bidegree (r, s); by the algebraic result stated above
this map is one to one ifr + s ≤ n+ 1; consequentlyb(r−1,s−1) ≤ br,s, if
r + s≤ n+ 1.

The mapΩ :
r−1,s−1
Λ →

r,s
Λ

We shall now prove that the mapΩ :
r−1,s−1
Λ →

r,s
Λ is one to one for

r + s≤ n+1. SinceΩ is an operator of type (1,1) it is sufficient to prove
that

Ω :
q−2
Λ →

q
Λ

is one to one forq ≤ n+ 1. This would follow if we prove that the map136

Ω
p :

n−p
Λ →

n+p
Λ

is one to one forp ≥ 1. For, if q ≤ n+ 1, q− 2 = n− p, for somep ≥ 1
and

Ω ∧ ω = 0⇒ Ωp ∧ ω = 0⇒ ω = 0

since

Ω
p :

n−p
Λ →

n+p
Λ

is one to one. Since
n−p
Λ and

n+p
Λ are of the same dimension it is enough

to show that the mapΩp is onto. Let (x1, y1, . . . , xn, yn) be a basis for
the space of real differentials ata such that

Ω =

∑
xi ∧ yi

Put xi ∧ yi = αi . The elements of
n+p
Λ are generated by elements of the

form xA ∧ yB, where the set of indicesA andB have at leastp indices
in common. Consequently it is sufficient to prove that these elements
ω = xA ∧ yB are divisible byΩp. We may assume that

ω = α1 ∧ . . . ∧ αp+s∧ xC ∧ yD

where the indicesC and D have no elements in common. Since the
transformationxk → yk, yk → −xk for indicesk in D does not affectΩ
we may assume thatω is of the form

α1 ∧ . . . ∧ αp+s∧ xp+s+1 ∧ . . . ∧ xn−s.
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Since 137

(p+ s)!α1 ∧ . . . ∧ αp+s = (α1 + · · · + αp+s)
p+s

(the exponent represents power with respect to the exterior product),we
have

ω

(p+ s)!
= (α1 + · · · + αp+s)

p+s∧ xp+s+1 ∧ . . . ∧ xn−s

= (α1 + · · · + αp + αp+1 + · · · + αp+s+ · · · + αn−s)
p+s

∧ xp+s+1 ∧ . . . ∧ xn−s

If we putγ = αn−s+1 + · · · + αn

ω

(p+ s)!
= (Ω − γ)p+s∧ xp+s+1 ∧ . . . ∧ xn−s

= [Ωp+s− (p+ s
1

)Ωp+s−1γ + · · · + (−1)s
(
p+ s

s

)
Ω

pγs].

. ∧ xp+s+1 ∧ . . . ∧ xn−s

asγs+1
= 0. The left side containingΩp as a factor.

The spaceH(p,0)

We shall now show that the spaceH(p,0) is just the space of holomor-
phic differential forms of degreep. A closed differential form of degree
(p,0) is z closed (by homogeneity) and hence holomorphic; and a holo-
morphic form (of degreep) is harmonic and hence closed. On the other
hand, since a holomorphic differential form is harmonic, a closed dif-
ferential form of bidegree (p,0) cannot be a coboundary unless it is the138

zero form.
From this we derive at once a majorant (in terms of thepth Betti-

number) for the number of linearly independent holomorphicp-forms.
Since

bp
= b(p,0)

+ · · · + b(0,p) and b(p,0)
= b(0,p)

we have
2b(p,0) ≤ bp(for p , 0)
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For differential forms of degree 1 we have

b1
= b(1,0)

+ b(0,1)

= 2b(1,0)

i.e., the dimension of the space of holomorphic differential forms of de-
gree 1 is equal to half the first Betti number.

Compact Riemann Surfaces

A complex analytic manifold of complex dimension 1 is usually called
a Riemann surface. We can always introduce a Kählerian metric on a
Riemann surface. LetV(1) be a compact, connected Riemann surface;
b2
= b0

= 1. Letb1
= 2g. The numberg (= half the first Betti number)

is called the genus of the Riemann surface. The number of linearly
independent holomorphic forms of degree 1 is equal to the genus of the
surface, by what we have seen. Since there are 2g independent 1-cycles
andg independent holomorphic 1-forms the periods of a holomorphic
1-form cannot be prescribed arbitrarily on a basis of 1-cycles. However
it can be proved that there exists a unique holomorphic differential form 139

with prescribed real parts of the periods.
The Riemann sphere,S2, is of genus zero. So there are no holomor-

phic differential forms of degree 1 apart from the 0-form. Of course,
this can be proved directly. Letω be a holomorphic 1-form onS2. ω
can be written asf (z)dz in the plane, wheref (z) is an entire function in
the plane. Using the map given by 1/z at∞ we find that f (1/z). 1/z2

should be holomorphic at the origin.
If

f (z) =
∑

anzn then f (1/z)1/z2
=

∑ an

zn+2

so thatf (1/z). 1/z2 has a pole at the origin unlessf ≡ 0.
Next we consider a torus with the complex structure induced from

C1. Here the genus is 1. So the differentialdz(which is well defined on
the torus) is, but for a constant multiple, the only holomorphic 1-form
on the torus.
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All other compact Riemann surfaces can be considered as the quo-
tient spaces of the unit circle by certain Fuchsian groups.
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The identity betweend, z and z cohomologies: de
Rham theorem (Compact Kählerian manifolds)

140
We shall now prove that the cohomology spaces defined by the operators
d, dz, dz andd̃ are canonically isomorphic. That the ordinary cohomol-
ogy and thez cohomology are the same will be of importance in the
study of holomorphic and meromorphic forms on a compact Kählerian
manifold.

We shall give the proof in the case of the ordinary cohomology and
the z cohomology. LetH be a cohomology space with respect tod
and Hz the correspondingz cohomology space. We have a canonical

mapping fromH to Hz. In each cohomology class
0
ω (with respect to

d) we choose a form,ω, which isz closed and map the class
0
ω to thez

cohomology class determined byω. In eachd-cohomology class such
a form exists, the harmonic form belonging to the class. We have to
verify that if a form,α, which is ad-coboundary iszclosed thenα is az
coboundary. Sinceα is ad-coboundaryπα1 = 0. By the decomposition
formula

α = π1α + 2dz∂zGα + 2∂zdzGα

= 2dz∂zα

so thatω is a z coboundary. The mapping so defined is actually an
isomorphism. For the spaceHz can be identified with the space of har-
monic forms and we know that the spaceH also can be identified with141

125
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the space of harmonic forms. We have thus a canonical isomorphism
betweend andz cohomologies, which is independent of the Kählerian
metric.

Thus thez cohomology for a compact complex analytic manifold
with a Kählerian metric is just the ordinary cohomology. The first and
third parts of de Rham’s theorem forz cohomology for such manifolds
follow immediately. The projectionsπ1, π2,z = 2dz−∂zG, π3,z are contin-
uous and the image spaces corresponding to these projections are closed
because they are kernels. This proves the second part of de Rham’s
theorem forz cohomology.

de Rham theorems forzcohomology of an arbitrary
complex analytic manifold

The first part of de Rham’s theorem forz cohomology in the case of an
arbitrary manifold was proved only recently. The third part of de Rham’s
theorem is also true: thez Betti-numbers are finite for a compact mani-
fold. However it is not true in general that the spaces ofz coboundaries
are closed. On the other hand if we assume that all the Betti-numbers
are finite this theorem can be restored.

The complex projective space

Let PCn denote the complex projective space ofn dimensionsPCn is
a compact K̈ahlerian manifold (see the appendix). Algebraic manifolds
imbedded without singularities inPCn are also compact K̈ahlerian man-142

ifolds. (In general it is true that a complex analytic manifold regularly
imbedded in a K̈ahlerian manifold is a K̈ahlerian manifold). ForPCn

we havebp
= 1 for evenp andbp

= 0 for oddp. The formΩk (Ω is the
exterior 2-form associated with the Kählerian metric) gives an element
, 0 of thepth cohomology space.

In this connection we shall state another part of de Rham’s theo-
rem (arbitraryC∞ manifold, d-cohomology). This part of de Rham
theorem states that each cohomology class of currents contains a cy-
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cle (closed chain) and that a cycle which is the coboundary of a current
is the boundary of a chain. We shall also make use of de Rham’s cor-
respondence between cohomology of forms and homology of chains in
which exterior products of cohomology classes correspond to algebraic
intersections of homology classes.

Let PCn−1 be a hyperplane ofPCn · PCn−1 is a cycle.PCn−1 deter-
mines an element (, 0) of the 2nd cohomology class (of currents). So
Ω is homologous (in the sense of the currents) tok · PCn−1 wherek is a
real number:Ω ≈ k · PCn−1. Actually k > 0. For,

∫

PCn

Ω
n
= 〈Ω,Ωn−1〉 = k

∫

PCn−1

Ω
n−1

SincePCn andPCn−1 are K̈ahler manifolds (with the associated exterior
2-formΩ),

∫

PCn

Ω
n > 0 and

∫

PCn−1

Ω
n−1 > 0 so that k > 0.

Consideringn hyperplanes in general position (whose intersection is a143

point PC0) we find that

Ω
n ≈ knPC0

≈ knx point (as a chain or current).

Therefore ∫

PCn

Ω
n
= kn〈PC0,1〉 = kn.

So

k = n

√√∫

PCn

Ωn.

If we choose the K̈ahlerian metric whose associated 2-form is

Ω
′
= Ω/ n

√√∫

PCn

Ωn
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we haveΩ′p ≈ PCn−p. In other words if the associated 2-formΩ of a
Kählerian metric satisfies the relation

∫

PCn

Ω
n
= 1

then

Ω
p ≈ PCn−p.

The volume ofPCn with respect to the volume element given by such a
metric isn!.

The Betti numbers ofPCn verify, of course, all the properties of the
Betti numbers of a compact K̈ahlerian manifold. We have

b0,0
= b1,1

= . . . = bn,n
= 1.

and all the other double Betti-numbers are zero. In particularbp,0
= 0144

for p , 0. So on the complex projective space there are no holomorphic
differentials of any degree except the degree zero (in which case the
holomorphic forms are constant functions).

Example of a compact complex manifold which is
not Kählerian

Let us consider inCn the shell between the two spheres of radii 1 and
2 : (1≤ |z| ≤ 2). Identify the two points on the spheres which are on the
same radius.

Let us denote byV the space obtained after this identification. Let
G denote the properly discontinuous group of analytic automorphisms
of (Cn − 0) consisting of the homothetic transformations.

(z1, . . . , zn)→ (2kz1, . . . ,2
kzn)

k running over all integers, positive, negative or zero.V is a fundamen-
tal domain for this group. Since we can always introduce a complex
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analytic structure in the quotient space obtained from a properly discon-
tinuous group,V can be endowed with a natural analytic structure.V is
compact.V is not Kählerian forn > 1. It can be proved that, forn > 1,

b0
= b1

= 1,

bi
= 0 for 2≤ i ≤ 2(n− 1).

b2n−1
= 1,b2n

= 1.

For n ≥ 3, the Betti-numbersbp are not greater than 1 for evenp. For 145

n ≥ 2 odd dimensional Betti numbers are not even.
If P(z1, . . . , zn) andQ(z1, . . . , zn) are homogeneous polynomials of

the same degreeP(z1, . . . , zn)/Q(z1, . . . , zn) defines a meromorphic func-
tion on V. In this connection we may remark that there exist compact
complex analytic manifolds which admit of no non-constant meromor-
phic function. Examples are provided by certain torii.
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Cousin’s Problem
146

Cousin’s problem for meromorphic functions in the complex plane is
Mittag-Leffler’s problem. Mittag-Leffler’s problem in the plane is as fol-
lows: Given a discrete set of points in the plane and polar developments
at each of these points, construct a function meromorphic in the whole
plane having the given points as poles and the given developments as
the polar developments. We know that this problem always admits of a
solution. Letai be the given points and

Pi(1/z− ai) =
Ci,1

(z− ai)
+

Ci,2

(z− ai)
+ · · · + Ci , pi

(z− ai)pi

be the polar development atai . Then we can find polynomialQi(z) such
that the series ∑

(Pi

(
1

z− ai

)
− Qi(z))

coverges absolutely and uniformly on every compact set not containing
anyone of theai . The limit function gives a solution of the problem. The
solution is unique upto an additive entire function. The indeterminacy
in the problem is thus an entire function.

Let us consider the corresponding problem on the Riemann sphere.

We have a finite number of pointsai and polar developmentsPi

(
1

z− ai

)

at ai , ∞ and a polar developmentP(z) (a polynomial without constant
term) at∞. Then the function

Pi(1/z− ai) + P(z)

131
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is meromorphic on the Riemann sphere and has the prescribed devel-147

opment at the given points. The solution is unique upto an additive
constant. The method of construction of the solution corresponds to the
classical decomposition of a rational function into partial fractions.

We want to consider similar problems on complex analytic mani-
folds. We shall first define a meromorphic function.

Suppose we consider inCn a ‘function’ ϕ =
f (z1, . . . , zn)
g(z1, . . . , zn)

which is

the quotient of two holomorphic functionsf andg. The variety of poles
is the set of zeros ofg(z1, . . . , zn). The variety of poles is not, in general,
a true manifold; if all the partial derivatives ofg vanish at a point this
point is a singular point for this variety. (For example the variety defined
by z2

1 + z2
2 + z2

3 = 0 has a singularity at the origin). We shall call the set
of zeros of an analytic function an analytic subset. At points where the
analytic subsets defined by the zeros of the functionsf andg intersect
the quotientf /g is indeterminate. (In the casen = 1, if f andg are
coprime at a pointa it is impossible to havef (a) = 0 andg(a) = 0
simultaneously. However forn ≥ 2 this is possible; for example the
functionsz1 andz2 are coprime at the origin and vanish simultaneously
at the origin). So the functionf /g is defined only in the complement of148

certain analytic subsets. It can be shown that an analytic subset is a set
of measure zero. It is not good to define a meromorphic function onV(n)

to be the quotient of two holomorphic functions onV(n); as then the only
meromorphic functions on a compact complex analytic manifold would
be constants! These considerations lead to the following definition of a
meromorphic function on a complex analytic manifold.

A meromorphic function,ϕ, on a complex analytic manifold is a
complex valued function defined almost everywhere on the manifold
such that for every pointa of the manifold there exists a neighbourhood
Ua of a such that, inUa, ϕ is almost everywhere equal to the quotient of
two holomorphic functions defined everywhere onUa.

A meromorphic form of degreep is a field of covectors defined al-
most everywhere on the manifold such that every point has a neighbour-
hood in which the form is almost everywhere equal to the quotient of a
holomorphic form of degreep by a holomorphic function.

Suppose we are given an open covering (Ui) of the manifold and in
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everyUi a meromorphic differential form
p
ωi of degreep such that the

form ωi j = ωi − ω j is almost everywhere inUi ∩ U j equal to a holo-
morphic form defined everywhere inUi j = Ui ∩ U j . These constitute
a Cousin’s datum. Cousin’ s problem is to find a meromorphic form
p
ω on the whole manifold such thatω − ωi is a holomorphic form in
Ui (i.e.,ω − ωi) is almost everywhere equal to a holomorphic form de-
fined everywhere inUi). The indeterminacy of the problem is evidently149

an additive holomorphic form (defined over the whole manifold).ωi

are “singular parts” ofω in Ui . Cousin’s datum for the Mittag-Leffler’s
problem is the following: With eachai we associate an open setUi such
that Ui ∩ U j is empty for i , j. In Ui we take forωi the meromor-
phic function given by the polar development. In the complementary
setU0 of the pointsai we take the functionω0 ≡ 0. All these together
constitute the Cousin datum for the Mittag-Leffler problem.

We now wish to formulate the Cousin datum and problem in terms
of currents. Ifn = 1, a meromorphic function (or a form) can be con-

sidered as a current. InC1 the function
1

(z− a)
defines a current in the

usual manner. But the function
1

(z− a)k
, k > 1, is not summable in any

neighbourhood ofa. However if we take the Cauchy principal value,
1

(z− a)k
defines a current: for everyϕ ∈ D

〈 1

(z− a)k
, ϕ〉 = lim

ǫ→0

"

|z−a|≥ǫ

ϕdx dy
(z− a)k

This enables us to consider meromorphic functions or forms as currents
whenn = 1; considering meromorphic functions and forms as currents
in this way leads to good solutions of problems on a compact Riemann
surface. However, it becomes difficult to associate canonically a current
with an arbitrary meromorphic function in higher dimensions. If the an-
alytic subset defined by the singularities is a true manifold it is possible
to associate canonically a current with the meromorphic function. In the150

case of a general meromorphic function it has not yet been possible to
associate canonically a current with the meromorphic function.
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We shall introduce currents in the problem in some other way. We

can find currents
p,0
Ti (of bidegree (p,0)) in Ui such thatTi −T j = ωi j (as

a current) inUi j . The indeterminacy in the choice of theTi is a current
defined on the whole manifold. IfS is a current on the whole manifold
T′i = Ti + S also possess the same property:T′i − T′j = ωi j in Ui j ,
conversely ifTi andT′i are two systems of currents such thatTi andT′i
are defined inUi and

Ti − T j = ωi j in Ui j ,

T′i − T′j = ωi j in Ui j ,

there exists a currentS on the whole manifold such thatT′i = Ti + S.
We define the currentS by ‘piecing’ together the currentsSi defined in
Ui by Si = T′i − Ti . The currentsSi define a single current on the whole
manifold as we have, inUi j ,

Si − S j = (T′i − Ti) − (T′j − T j)

= (T′i − T′j ) − (Ti − T j)

= ωi j − ωi j

= 0

To find the currentsTi we proceed as follows. We choose a partition151

of unity {αi} subordinate to the covering system{Ui}. We put

Ti =

∑
αkωik

(the summation being over allk for whichUi ∩Uk is non-empty) where
αkωik is theC∞ form defined inUi as:

αkωik =


αkωik, in Ui ∩ Uk

0 in Ui ∩ (complement of support ofαk)

The definition ofαkωik is consistent, as

αkωik = 0 on Ui ∩ Uk ∩ (complement of support ofαk).
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Ti is aC∞ form in Ui . Now

Ti − T j =

∑
αk(ωik − ω jk) in Ui j .

αk(ωik − ω jk) is zero outsideUi jk = Ui ∩ U j ∩ Uk.
In Ui jk we have the relation

ωi j + ω jk + ωki = 0

and, inUik, the relation
ωik + ωki = 0

so that 152

Ti − T j =

∑

k

αk(ωik − ω jk)

=

∑

k

αkωi j

=


∑

k

αk

ωi j

= ωi j , in Ui j as
∑

k

αk = 1.

This result is a particular case of a more general one. Suppose we
have an open covering{Ui} and a system of currents̃ωi j defined inUi j =

Ui ∩ U j such that

ω̃i j + ω̃ jk + ω̃ki = 0 in Ui ∩ U j ∩ Uk

and ω̃i j + ω̃ ji = 0 in Ui j .

Then it is possible to find a system of currentsTi in Ui such that

Ti − T j = ω̃i j in Ui j

andTi is given explicitly by

Ti =

∑
αkω̃ik
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whereαk is a partition of unity subordinate to the coveringUi . If ω̃i j are
C∞ forms,Ti also can be chosen to beC∞ forms.

[One can also consider the following problem which is more gen-153

eral: given an open covering{Ui} and a system of holomorphic forms
ωi j in Ui j such that

ωi j + ω jk + ωki = 0 in Ui jk

and
ωi j + ω ji = 0 in Ui j ,

to find holomorphic formshi in Ui such that

hi − h j = ωi j in Ui j ]

By means of the currentsTi we define a current of bidegree (p,1)
defined on the whole manifold. We putRi = dzTi in Ui . In Ui j ,

Ri − Rj = dz(Ti − T j) = dzωi j = 0

(asωi j is holomorphic). So the currentsRi define a single current defined

on the whole manifold, which we denote by
p,1
R. Since the currentsRi

arez closed, the current
p,1
R is also closed. (

p,1
R is locally a coboundary

but need not be a coboundary in the large). If we replace{Ti} by a
system{T′i } having the same properties asTi , T′i = Ti + S, S a current
defined on the whole manifold, the ‘R’ corresponding toT′i would be
p,1
R + dzS. So we can associate canonically with the Cousin datum a
wholez cohomology class of bidegree (p,1). Thisz cohomology class
is the ‘obstruction’ to the solution of Cousin’s problem.

We shall prove that in order that Cousin’s problem be solvable it is154

necessary and sufficient that thezcohomology class associated with the
Cousin datum is the zero class. Suppose Cousin’s problem is solvable
and letω be a solution. Let furtherω − ωi = hi , hi holomorphic inUi .
TakeTi = −hi . In Ui j ,

Ti − T j = −hi + h j
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= −(ω − ωi) + (ω − ω j)

= ωi − ω j

= ωi j .

dz− Ti = −dzhi = 0

So the current of bidegree (p,1) associated with the systemTi is zero,
or thez cohomology class associated with the Cousin datum is the zero
class. Conversely if the associatedzcohomology class is the zero class,
Cousin’s problem is solvable. In this case we can findTi such that the

associated
p,1
R is zero (we may have to adjust theS suitably). That is, we

find Ti such that

Ti − T j = ωi j in Ui j and dzTi = 0.

Then by the ellipticity ofdz (on
0

D ′), Ti is a holomorphic formhi . Then
a solution is given by the formω = ωi − hi . In Ui j , ωi − hi = ω j − h j so
thatω is a meromorphic form well-defined on the manifold.

Let
p,1
R be the current defined by:

p,1
R = dzTi in Ui . If R = dzS, a 155

solution of the Cousin’s problem is given by the formω:

ω = ωi + S − Ti in Ui .

In a compact K̈ahlerian manifoldd andzcohomologies coincide and
with a Cousin datum we have an ordinary cohomology class.

As an example let us consider the Riemann sphere. Hereb′ = 0; so
b0,1
= 0. So Cousin’s problem for meromorphic functions is solvable

for any Cousin datum.
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Cousin’s Problem onCn

156

It has been proved recently that forCn (the complexn-space)H(p,q)
z = 0

for q > 0. So Cousin’s problem for meromorphic forms is solvable in
Cn for any Cousin datum.

Cousin’s problem on a compact K̈ahlerian mani-
fold: pseudo-solution

We can give a more explicit solution in the case of a compact Kählerian

manifold. A necessary and sufficient condition for
p,1
R to be azcobound-

ary is thatπ1R= 0. (This gives a system ofbp,1 linear conditions forR).
Now

R= π1R+ 2dz∂zGR+ 2∂zdzGR

= π1R+ 2dz∂zGR.

We can chooseS = 2∂zGR.
Then

ω = ωi + 2∂zGR− Ti in Ui

is a solution of the Cousin’s problem. Even in the case when Cousin’s
problem has no solution,ω defined as above makes sense. Even ifTi are
currents, (2∂zGR− Ti) is aC∞ form; for

dz(2∂zGR− Ti) = 2dz∂zGR− dzTi

139
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= (2dz∂zGR− R)

= −π1R.

π1R is aC∞ form and (2∂zGR− Ti) is a current of bidegree (p,0); by157

the ellipticity of dz, (2∂zGR− Ti) is aC∞ form. ω is thus a sum of a
meromorphic form and aC∞ form. When Cousin’s problem is solvable
(2∂zGR− Ti) is a holomorphic form andω is a solution of Cousin’s
problem. In any case, we callω a pseudo-solution. When Cousin’s
problem is solvable, the pseudo-solution is actually a solution.

Cousin’s problem onPCn

For p , 1 Cousin’s problem has a solution for any Cousin datum, since
bp,1
= 0 for p , 1. The solution is unique ifp ≥ 2 and is determined

upto an additive constant whenp = 0, as holomorphic differentials of
degreep ≥ 1 are zero and those of degree zero are constants. Forp = 1,
for Cousin’s problem to be solvable it is necessary and sufficient thatR
be orthogonal to all closedC∞ forms of bidegree (n−1,n−1). ButΩn−1

is a generator of the cohomology classes of bidegree (n− 1,n− 1). So
the condition is

〈R,Ωn−1〉 = 0.

When the solution exists, the solution is unique.

Cousin’s problem on a compact Riemann Surface

We shall now consider Cousin’s problem on a compact Riemann sur-
face, which we assume to be connected. We shall first consider the
Cousin’s problem for meromorphic differential forms of degree 1. For

Cousin’s problem to be solvable, it is necessary and sufficient that
1,1
R

(
1,1
R is a current of the associated cohomology class) be orthogonal to all158

closed zero forms i.e., constants: or

〈
1,1
R,1〉 = 0.
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We shall now interpret this condition in terms of residues. Letω be a
meromorphic differential form of degree 1. We define the residue of
ω at a polea of ω, denoted by Resaω, as follows: We choose a local
coordinate system (z) at a · ω = f (z)dz, where f (z) is a meromorphic
function ofz. Then Resaω is defined to be the residue off (z)dzat z(a).
This definition is intrinsic. If we choose a regular curveC, contained in
the domain of a map, winding arounda once in the positive sense

Resa( f (z)dz) =
1

2πi

∫

C

f (z)dz

=
1

2πi

∫

C

ω.

Since the Riemann surface has no boundary, the sum of the residues
of a meromorphic differential of degree 1 is zero. This gives a trivial
necessary condition on the Cousin datum, for Cousin’s problem to be
solvable. We shall see that this condition is also sufficient.

Let a1, . . . ,am be a finite number points given on the Riemann sur-
face. At eacha we have a map (Wa, ϕa) such thatWa ∩Wb is empty for
a , b. Let Ua be a neighbourhood ofa such thatUa ⊂ Wa andϕa(Ua)
is a closed disc. In eachWa we are given a meromorphic form of degree159

1, ωa, having a pole only ata. Let U0 be the complement of the set of
pointsa1, . . . ,am. In U0 we putω0 ≡ 0. With this Cousin datum we
associate currentsTa in Ua andT0 in U0 defined as follows:

Ta = 0 in Ua

T0 = −
∑

ω̃a in U0

where

ω̃a =


ωa in Ua

0 outsideUa.

The form ω̃a has discontinuities along the boundary ofUa; but ω̃a is
locally summable inU0 and defines a current inU0. In Ua ∩ U0,

Ta − T0 = ω̃a = ωa
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The current

R=


dzTa in Ua

dzT0 in U0

is the “obstruction”.R= 0 in Ua. SinceT0 is of bidegree (1,0), dzT0 =

dT0 =. If ϕ is a C∞ function with compact supportin U0 (i.e., if the
support ofϕ does not contain the pointsai),

〈dzT0, ϕ〉 = 〈d
1,0
T0, ϕ〉

= 〈T0,dϕ〉

= 〈−
∑

ω̃a,dϕ〉

= −
∑

a

"

Ua

ωa ∧ dϕ

=

∑

a

"

Ua

d(ωaϕ)

=

∑

a

∫

bUa

ωaϕ.

Consequently160

R=
∑

(bUa) ∧ ωa

in U0 and this relation is also true inUa. [ωa is aC∞ form in a neigh-
bourhood of the support ofbUa. So multiplication ofbUa byωa is pos-
sible]. Now the necessary and sufficient condition for Cousin’s problem
to have a solution is

〈R,1〉 = 0

or ∑

a

∫

bUa

ωa = 0

i.e., ∑

a

Resaωa = 0.
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In particular if we takeωa without residues a solution of the problem
always exists.

The indeterminacy in the solution is a holomorphic differential form 161

of degree 1. Thus in this problem we have one condition of compatibility
andg degrees of indeterminacy.

If we choose a K̈ahlerian metric on the Riemann surface, an explicit
solution is given by

ω =


ωa + 2∂zGR in Ua

2∂zGR+
∑
ω̃a in U0.

We may write

ω =
∑

a

ω̃a + 2∂zG[
∑

a

{bUa ∧ ωa}]

asωa = ω̃a in Ua. This expression has always a meaning and gives
a solution of the Cousin’s problem when the problem is solvable. The
general solution of Cousin’s problem is given by

ω =
∑

a

ω̃a + 2∂zG[
∑

a

(bUa ∧ ωa)] + h

whereh is a holomorphic differential form of degree 1 on the Riemann
surface.

Cousin’s problem for meromorphic functions
(Compact Riemann Surface)

Here in eachUa we have a meromorphic functionfa instead of a mero-
morphic differential form. InU0 we take the functionf0 = 0. Let f̃a be
the function defined on the surface by

f̃a =


fa in Ua

0 outsideUa

We consider the currentsTa = 0 in Ua andTa = −
∑

f̃a in U0. Let 162
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0,1
R be the associated current of bidegree (0,1). If

1,0
ϕ is aC∞ form with

compact support inU0

〈dzT0,
1,0
ϕ 〉 = −〈T,dzϕ〉

= 〈
∑

a

f̃a,dzϕ〉

=

∑

a

"

Ua

dz( faϕ)

=

∑"

Ua

d( faϕ)

=

∑ ∫

bUa

faϕ.

Consequently,
0,1
R =

∑

a

(bUa) fa.

A necessary and sufficient condition for this Cousin’s problem to have
a solution is thatR be orthogonal (with respect to〈 , 〉) to all harmonic
forms of bidegree (1,0) i.e.,R be orthogonal to all holomorphic forms
of degree 1 or ∑ ∫

bUa

fah = 0

for every holomorphic formh of degree 1.
For Cousin’s problem for meromorphic functions we haveg inde-

pendent compatibility conditions and 1 degree of indeterminacy while
for Cousin’s problem for meromorphic forms we had one compatibility163

condition andg degress of indeterminacy. This suggests a sort of duality
between Cousin’s problems for meromorphic functions and forms. This
duality will be made precise in the theorem of Riemann-Roch.

The above results prove the existence of lots of meromorphic func-
tions and forms on a compact Riemann surface.
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Some applications
164

Before proving the Riemann-Roch theorem we shall make some appli-
cations of the existence theorems proved above.

We shall first prove that every compact connected Riemann Surface,
V, of genus zero is analytically homeomorphic to the Riemann sphere,
S2. Since the genus ofV is zero, there are no compatibility conditions on
any Cousin’s problem for meromorphic functions. So we can construct
a meromorphic function,f , having a simple pole at a pointa and regu-
lar elsewhere. Every meromorphic function on a compact (connected)
Riemann surface assumes every value inS2 the same number of times.
So f assumes every value inS2 exactly once and mapsV conformally
ontoS2.

In the case of a torus (g = 1) there is no distinction between mero-
morphic functions and meromorphic forms of degree 1 (because of the
existence ofdz). Evidently, the problem of finding an elliptic func-
tion with prescribed periods and singularities is a problem of finding
a meromorphic function or a meromorphic differential of degree 1 with
prescribed singularities on a torus. Therefore our theorem yields the
existence of elliptic functions for which singularities are prescribed in
the fundamental parallelogram with the restriction that the sum of the
residues at the singularities is zero. The function is determined uniquely
upto an additive constant by the singularities. In particular if we pre-
scribe the principal part 1/z2 at the origin and choose the constant term165

in the Laurent development at the origin to be zero, we obtain the Weier-

145
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strassP-function.

The Riemann-Roch Theorem

Let V(1) be a compact connected Riemann Surface of genusg. A divi-
sor D on V is a formal linear combination of points ofV with integer
coefficients such that all but a finite number of coefficients are zero:

D =
∑

αpp−
∑

βqq;

p, q are points ofV, αp, βq integers,αp > 0, βq > 0. The degree of the
divisorD is defined to be the integer (

∑
αp−

∑
βq). We writeA =

∑
αp,

B =
∑
βq. Meromorphic functionf on V is said to be a multiple of the

divisor D if at every pointp f has a zero of order≥ αp and at every

point q, f has a pole of order≤ βq. For example inC1 a function f is a
multiple of the divisorD if and only if

f = h
∏

(z− p)αp(z− q)−βq

whereh is an entire function. To find a meromorphic function which is
a multiple of a given divisor is to find a meromorphic function for which
the maximum number of poles with the maximum order at each pole and
the minimum number of zeros with the minimum order at each zero are
prescribed. Since the order of a zero or a pole of a meromorphic differ-166

ential form of degree 1 has an invariant meaning we can similarly define
what it means to say that a differential form is a multiple ofD. (The

order is defined by means of a map). Let
0
m(D) denote the dimension of

the vector space of the meromorphic function which are multiples ofD

and
1
m(D) that of the vector space of the meromorphic differential forms

which are multiples ofD.
The Riemann-Roch theorem asserts that

0
m(−D) − 1

m(D) = d − g+ 1

(d is the degree of the divisorD; −D is the inverse ofD).
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To prove the Riemann-Roch theorem let us first considerthe mero-
morphic functions which are multiples of−D. The singular part of such
a function at a pointp can be written in a map as

fp =

∑

j≤αp

C j,p1/zj
p

(zp is the function defining the map). The singular partsfp give a

Cousin’s datum. If we denote by [
1

zj
p

] a pseudo-solution (which de-

pends on the choice ofUi and the metric) associated with the Cousin

datum
1

zj
p

, a pseudo-solution associated with the Cousin datumfp is

ω =
∑

p, j≤αp

C j,p[
1

zj
p

] +C

and this gives the general (true) solution when the Cousin problem has167

a solution.
As conditions for the Cousin datum to be compatible we obtain

−
∑

p, j≤αp

C j,p Resp(hν/z
j
p) = 0, (ν = 1,2, . . . ,g)

where{hν} is a basis for the space of holomorphic forms of degree 1.
(The minus sign on the left side is introduced for later convenience). To
write the condition that the solution has a zero of order≥ βq at q it is
sufficient to write that the product ofω by dzq/zk

q has zero residue atq
for k ≤ βq. This residue exists ifω is a meromorphic form, otherwise it
is defined by

1
2iπ

∫

bUq

ω
dzq

zk
q

So we obtain the equations

∑

p, j≤αp

C j,p
1

2iπ

∫

bUq

dzq

zk
q

[
1

zj
p

] +
C

2iπ

∫

bUq

dzq

zk
q
= 0
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for everyq and for everyk ≤ βq. We have hereA + 1 unknowns,C j,p

andC, andg+ B equations:

g(ν = 1,2, . . . ,g) · B(q, k ≤ βq).
(
A =

∑
αpB =

∑
βq

)

Next let us considerthe meromorphic forms of degree1 which are168

multiples of D.The singular part of such a differential in a map atq can
be written as ∑

q,k≤βq

dk,q
dzq

zk
q

A general pseudo-solution of the associated Cousin problem is

∑

q,k≤βq

dk,q


dz

zk
q

 +
∑

eνhν

If we write down the condition for the solution of the Cousin problem
to exist, we obtain

∑

q,k≤βq

dk,q Resq


dzq

zk
q

 = 0.

That the solution should have a zero of order≥ αp at p gives the condi-
tions

−



∑

q,k

dk,q
1

2iπ

∫

bUp

1

zj
p


dzq

zk
q

 +
∑

eν Resp(hν/z
j
p)


= 0.

In this case we haveB+ g unknowns,dk,q andeν, andA + 1 equations
(compatibility condition andA(p, j ≤ αp) equations). We shall now
show that the systems of equations

(I )



−
∑

C j,p
1

2πi Resp(hν/z
j
p) = 0 (ν = 1, . . . ,g),

∑
p, j

C j,p
1

2πi

∫

bUq

dzq

zk
p

[
1
zj

p

]
C

2πi

∫

bUq

dzq

zk
q
= 0
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and169

(II )



∑
dk,q Resq

[
dzq

zk
q

]
= 0

−


∑
q,k≤βq

dk,q
1

2iπ

∫

bUp

1
zj

p

[
dzq

zk
q

]
+

∑
eν Resp

(
hν
zj

p

) = 0

are transposes of each other. We have only to verify (the rest of the
verification being trivial) that

−
∫

bUp

1

zj
p


dzq

zk
q

 =
∫

bUq

dzq

zk
q


1

zj
p



Now,


1

zj
p

 =
1̃

zj
p

+ 2∂zG


bUp

zj
p



dzq

zk
q

 =
d̃z

zk
q
+ 2∂zG


bUq ∧ dzq

zk
q



(Refer to the last lecture).

Since
1̃

zj
p

= 0 onbUq and
d̃z

zk
p
= 0 onbUp is remains only to verify 170

that

−
∫

bUp

1

zj
p

2∂zG
(bUq ∧ dzq)

zk
q

=

∫

bUq

dzq

zqk
2∂zG

bUp
1

zj
p



or

− 〈(bUp)
1

zj
p

,2∂zG

bUq ∧
dzq

zk
q

〉

= 〈2∂zG

bUp ·
1

zj
p

 ,bUq ∧
dzq

zk
q
〉.
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If we put

S = bUp ·
1

zj
p

and T = bUq ∧
dzq

zk
q
.

We have to verify that

−〈
1
S, ∂z

1
GT〉 = 〈

2
T, ∂z

0
GS〉

Write
2∂zGS = U, 2∂zGT = V

We have then
S = π1S + dzU,T = π1T + dzV.

(asS andT arez closed). So we have to verify that

−〈π1S + dzU,V〉 = 〈U, π1T + dzV〉.

Now 〈π1S,V〉 = 0 asπ1S is harmonic andV is a∂z coboundary. Simi-171

larly 〈U, π1T〉 = 0. It remains to show that

−〈dzU,V〉 = 〈dzV,U〉.

We define the set of singularities of a currentT to be the smallest
closed subset of the manifold in the (open) complement of whichT is
an indefinitely differentiable form (such a set exists, for, ifT, is a form
in a family of open subsets then it is a form in their union). Now let
S andT be two currents whose sets of singularities have no common
point; then it is possible to give a meaning to〈S,T〉. It is possible to
find decompositions.

S = S1 + S2,T = T1 + T2

whereS2 andT2 areC∞ forms andS1 andT1 are currents whose sup-
ports have no common point. (For example, let 1= α + β be a partition
of unity subordinate to∁F, ∁G whereF andG are the supports ofS
andT respectively. We may takeS1 = βS, S2 = αS, T1 = T2 = T). By
definitionwe put:

〈S,T〉 = 〈S1,T2〉 + 〈S2,T1〉 + 〈S2,T2〉;
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each bracket on the right side has a meaning sinceS2 andT2 areC∞

forms (〈S1,T1〉 is not written; we take it by definition to be zero which
is natural because the supports ofS andT have no common point). This
definition is correct provided we prove i) it is independent of the choice172

of the choice of the decompositions ofS andT and ii) it gives the usual
result if S or T is a form. Suppose we have another decompositionS′i ,
T′i (i = 1,2). It is sufficient to prove that the decompositionsSi , Ti and
Si , T′i give the same result; for then the decompositionsSi , T′i andS′i ,
T′i will also give the same result for an analogous reason. We have to
show that

〈S1,T
′
2 − T2〉 + 〈S2,T

′
1 − T1〉 + 〈S2,T

′
2 − T2〉

is zero. The last two brackets can be added by linearity becauseS2 is a
C∞ form and their sum is〈S2,0〉 = 0. It remains to prove that〈S1,T′2 −
T2〉 = 0. We shall add to〈S1,T′2 − T2〉 the expression〈S1,T′1 − T1〉
which has a meaning becauseT′1 − T1 is a form ((T′1 − T1) + (T′2 − T2)
is the 0 form andT′2 − T2 is a form) and which is equal to zero since the
supports ofS1 andT′1 − T1 have no common point. But now the sum
〈S1,T′1 − T1〉 + 〈S1,T′2 − T2〉 is equal, by linearity, to〈S,0〉 = 0. So
〈S1,T′2−T2〉 = 0. This proves (i). (ii) is trivial because ifS is a form we
may take the decompositionS = 0+S; T = T+0. Now we have proved
the existence of the expression when the sets of singularities ofS andT
have no common point. (We did not pay any attention to the question of
supports, assuming the manifold to be compact; if the manifold is not
compact, we have to assume further that the intersection of the supports
of S andT is compact). That the sets of singularities ofS andT have 173

no common point can be expressed in the following way: every point
of the manifold has an open neighbourhood in which one at least of the
currentsS andT (not necessarily the same one) is a form. In this case
the properties of differentiation such as the formula

〈dzS,T〉 = (−1)p+1〈S,dzT〉

(S is of total degreep) remain obviously valid as is seen immediately
by means of a decompositionSi , Ti of S, T. In our case since the sets
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of singularities ofU andV have no common point

− 〈dzU,V〉 = 〈dzV,U〉
or − 〈S, ∂zGT〉 = 〈T, ∂zGS〉

Thus the systems (I) and (II) are transposes of each other. Two systems
which are transposes of each other have the same rankρ, ρ = number of
unknowns - degree of indeterminacy. So we have

(A+ 1)− 0
m(−D) = (B+ g) − 1

m(D)

or

0
m(−D) − 1

m(D) = (A− B) − g+ 1

= d − g+ 1.

This completes the proof of the Riemann-Roch theorem.
Let D be a positive divisor,D =

∑
αpp, αp ≥ 0. All the differentials

of degree 1 which are multiples ofD are holomorphic. Now an holo-
morphic differential form of degree 1 has exactly 2g−2 zeros. (This can
be proved by using Poincaré’s theorem on vector fields or deduced from174

the Riemann Roch theorem). Consequently if
∑
αp > 2g− 2,

1
m(D) = 0

and
0
m(−D) = d − g+ 1 (d > 2g− 2)

i.e., if we give a sufficient number of poles theg conditions of compati-
bility are all independent.
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Kählerian structure on the complex
projective space

175
The unit sphereS2n+1 in Cn can be considered in a natural way as a fibre
bundle overPCn with circles as fibres (ifz is a point ofS2n+1 the points
eiθz, θ real, will constitute the fibre throughz).

We shall first determine howJ operates on the tangent spaces of
PCn. Let π : S2n+1 → PCn denote the projection map. We shall denote
the differential ofπ also byπ. The differential mapπ maps the tangent
bundle ofS2n+1 onto that ofPCn. Let X = πU, U tangent toS2n+1, be a
vector tangent toPCn, say ata. J is uniquely determined by:

〈JX,d f〉 = i〈X,d f〉
〈JX,d f〉 = −i〈X,d f〉

for every f holomorphic in a neighbourhood ofa. If zn+1 , 0, zk/zn+1 is
a local coordinate system; we may suppose thata belongs to the domain
of this coordinate system.J is uniquely determined by:

〈JX,d(zk/zn+1)〉 = i〈X,d(zk/zn+1)〉
〈JX,d(zk/zn+1)〉 = −i〈X,d(zk/zn+1)〉.

(u1, . . . ,un) being the coordinates ofU, let (iU ) denote the vector whose
coordinates are (iu1, . . . , iun). The vectorπ(iU ) has the properties 176

〈π(iU ),d(zk/zn+1)〉 = 〈iU,d(zk/zn+1)〉 = i〈X,d(zk/zn+1)〉;

153
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and〈π(iU ),d(zk/zn+1)〉 = −i〈X,d(zk/zn+1)〉.
Therefore

π(iU ) = JX

So, to findJX we multiplyU by i and take its image byπ.
Consider now the form

ω =
∑

zkdzk

of bidegree (1,0) in Cn+1. Put

H =
∑

dzkdzk − ωω.

This Hermitian form onCn+1 induces onS2n+1 a semi-definite Hermi-
tian form. To prove that this form is semi-definite onS2n+1, let U =
(u1, . . . ,un) be a vector tangent toS2n+1 at z ∈ S2n+1, z = (z1, . . . , zn).
By Schwarz’s inequality

|
∑

zkuk| ≤ |z| |U | = |U |

(sincez is on the unit sphere). Similarly

|
∑

zkuk| ≤ |U |.

So
H(U,U) =

∑
ukuk −

(∑
zkuk

) (∑
zkuk

)
≥ 0.

MoreoverH(U,U) = 0 if and only if uk = µzk, µ complex. Actually
µ = iλ, whereλ is real. For, sincez is onS2n+1 andU is tangent to the
unit sphere atz ∑

(zkuk + zkuk) = 0

or177 (∑
zkzk

)
(µ + µ) = 0 or Rlµ = 0.

ThusH(U,U) = 0 if and only if U = iλz, λ real i.e., if and only ifU is
tangent to the fibre, that is ifπ(U) = 0.

If U is tangent to the fibre atz andV = (v1, . . . , vn) is any vector
tangent toS2n+1 atz, H(U,V) = 0. For by Schwarz’s inequality

|H(U,V)| ≤
√

H(U,U)H(V,V) = 0
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MoreoverH is invariant under the operationsz → eiθz, θ real. These
two facts imply thatH defines quadratic forms̃H on tangent spaces of
PCn (if X andY are tangent toPCn at a we choose vectorsU andV
tangent toS2n+1 at some point inπ−1(a) such thatπU = X andπV = Y
and defineH̃(X,Y) = H(U,V). The two properties proved above imply
that this definition defines̃H invariantly).

H̃ areJ Hermitian forms.

i) Evidently H̃ is R-bilinear

ii) H̃(JX,Y) = −H̃(X, JY) = iH̃(X,Y)

For,
H̃(JX,Y) = H(iU,V) = iH̃(X,Y)

as we have seen thatJX = π(iU ). Similarly

H̃(X, JY) = −iH̃(X,Y)

iii) H̃(X,X) > 0 for X , 0. This follows from the fact thatH(U,U) = 178

0 if and only if U is tangent to the fibre. It remains to prove that
the exterior form̃Ω associated with̃H is closed. IfΩ is the form
associated withH,

−2iΩ =
∑

dzk ∧ dzk − ω ∧ ω

= −dω − ω ∧ ω

Ω = π−1
Ω̃. But onS2n+1, ω = −ω; for, the relation

∑
zkzk = 1

yields ∑
(dzkzk + zkdz) = 0

Consequently−2iΩ = dω; soΩ is closed.

Now dΩ is the reciprocal image ofdΩ̃; thereforeΩ̃ is also closed.
This proves thatPCn is Kählerian.
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It may be remarked that even thoughΩ is a coboundary,̃Ω is not a
coboundary, (asPCn is Kählerian!);ω is not a reciprocal image.

Another method to prove thatPCn is Kählerian would be to consider
PCn as symmetric space with respect to the unitary group,Un+1. Since
Un+1 is compact we may construct an invariant Hermitian metric by the
averaging process. The associated 2-formΩ will be an invariant form.
But in a symmetric space any invariant form is closed.

BIBLIOGRAPHY

We do not give here an exhaustive bibliography on the subject. We179

mention some articles and books which may help the reader of these
notes to obtain some additional information on the subject or which con-
tain other methods of exposition.

Differentiable manifolds may be studied in (7), (18); differential
forms, exterior differentiation and Stokes’ formula, in (7), (15), (18);
Poincaŕe’s theorem on differential forms inRN, in (3. p.72), (16), (18);
Currents and distributions, in (18), (19); de Rham’s theorems and
Poincaŕe’s duality theorem, in (5-a), (16), (18), (27); harmonic forms, in
(10), (11), (17), (18); elliptic character of∆, in (18); Hahn-Banach theo-
rem and Banach’s closed graph theorem, in (2); Kählerian manifolds in
(5-b), (11), (12), (17), (24), (26), (28); the osculating Euclidean metric
in (4. p. 90), (5-b); Cousin’s problem, in (5-b), (17), (21), (22),(25); z
cohomology, in (9), (12), (13), (21), (22), (24); Riemann surfaces and
the Riemann-Roch theorem, in (8), (14), (21), (29).
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