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Introduction
There are notes of course of lectures on Field theory aimed atpro-

viding the beginner with an introduction to algebraic extensions, alge-
braic function fields, formally real fields and valuated fields. These lec-
tures were preceded by an elementary course on group theory,vector
spaces and ideal theory of rings—especially of Noetherian rings. A
knowledge of these is presupposed in these notes. In addition, we as-
sume a familiarity with the elementary topology of topological groups
and of the real and complex number fields.

Most of the material of these notes is to be found in the notes of
Artin and the books of Artin, Bourbaki, Pickert and Van-der-Waerden.

My thanks are due to Mr. S. Raghavan for his help in the writingof
these notes.

K.G. Ramanathan
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Chapter 1

General extension fields

1 Extensions

A field has characteristic either zero or a prime numberp. 1

Let K and k be two fields such thatK ⊃ k. We shall say thatK
is anextension fieldof k andk a subfieldof K. Any field T such that
K ⊃ T ⊃ k is called anintermediaryfield, intermediate betweenK and
k.

If K andK′ are two fields, then any homomorphism ofK into K′ is
either trivial or it is an isomorphism. This stems from the fact that only
ideals inK are (o) andK. Let K have characteristicp , o. Then the
mappinga→ ap of K into itself is an isomorphism. For,

(a± b)p
= ap ± bp

(ab)p
= ap · bp

andap
= bp

=⇒ (a− b)p
= o =⇒ a = b. In fact for any integere ≥ 1,

a→ ape
is also an isomorphism ofK into itself.

Let nowZ be the ring of rational integers andK a field whose unit
element we denote bye. The mappingm→me ofZ into K obviously a
homomorphism of the ringZ into K. The kernel of the homomorphism
is the set ofm is Z such thatme= 0 in K. This is an ideal inZ and asZ is
a principal ideal domain, this ideal is generated by integersayp. Now p
is either zero or else is a prime. In the first case it means thatK contains

1



2 1. General extension fields

a subring isomorphic toZ andK has characteristic zero. ThereforeK
contains a subfield isomorphic to the field of rational numbers. In the
second caseK has characteristicp and sinceZ/(p) is a finite field ofp2

elements,K contains a subfield isomorphic toZ/(p). Hence the

Theorem 1. A field of characteristic zero has a subfield isomorphic to
the field of rational numbers and a field of characteristic p> o has a
subfield isomorphic to the finite of p residue classes of Z modulo p.

The rational number filed and the finite field ofp elements are called
prime fields. We shall denote them byΓ. When necessary we shall
denote the finite field ofp elements byΓp.

Let K/k be an extension field ofk. We shall identity the elements
of K andk and denote the common unit element by 1. Similarly for the
zero element.K has overk the structure of a vector space. For,α, β ∈ K,
λ ∈ k =⇒ α + β ∈ K, λα ∈ K. ThereforeK δ has overk a base{αλ} in
the sense that everyα ∈ K can be uniquely written in the form

α =
∑

λ

aλαλ aλ ∈ k

andaλ = 0 for almost allλ. If the base{αλ} consists only of a finite
number of elements we say thatK has a finite base overk. The extension
K/k is called afinite or infinite extensionof k according asK has over
k a finite or an infinite base. The number of basis elements we call the
degreeof K over k and denote it by (K : k). If (K : k) = n then there
exist n elementsω, . . . ωn in K which are linearly independent overk
and everyn+ 1 elements ofK linearly dependent overk.

Let K be a finite field ofq elements. ObviouslyK has characteristic
p , o. ThereforeK contains a subfield isomorphic toΓp. Call it also
Γp. K is a finite dimensional vector space overΓp. Let (K : Γp) = n
Then obviouslyK haspn elements. Thus3

Theorem 2. The number of elements q in a finite field is a power of the
characteristic.

Let K ⊃ T ⊃ k be a tower of fields.K/T has a base{αλ} andT/K
has a base{βν}. This means that forα ∈ K

α =
∑

λ

tλαλ
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tλ ∈ T andtλ = 0 for almost allλ. Also tλ being inT we have

tλ =
∑

µ

aλµβµ

aλµ = 0 for almost allµ. Thus

α =
∑

λµ

aλµ(αλβµ)

Thus every elementα of K can be expressed linearly in terms of
{αλβµ}. On the other hand let

∑

λµ

(αλβµ) = 0

aλµ ∈ k andaλµ = 0 for almost allλ, µ. Then

0 =
∑

λ

(
∑

µ

aλµβµ)αλ

But
∑

µ aλµβµ ∈ T and since the{αλ} from a base ofK/T we have
∑

λ

aλµβµ = 0 for all λ.

But {βµ} form a base ofT/k so thataλµ = 0 for all λ, µ. We have
thus proved that{αλβµ} is a base ofK/k. In particular if (K : k) is finite
then (K : T) and (T : k) are finite and

(K : k) = (K : T)(T : k)

As special cases, (K : k) = (T : k) =⇒ K = T (T is an intermediary
field of K andk). (K : k) = (K : T) =⇒ T = k.

2 Adjunctions

Let K/k be an extension filed andKα a family of intermediary extension
fields. Then

⋂

α
Kα is again an intermediary field but, in general,

⋃

α
Kα 4



4 1. General extension fields

is not a field. We shall define forany subset Sof K/k the fieldk(S) is
called thefield generated bySoverk. It is trivial to see that

k(S) =
⋂

T⊃S

T

i.e., it is the intersection of all intermediary fieldsT containingS. k(S)
is said to be got from k byadjunctionof S to k. If S contains a finite
number of elements, the adjunction is said to befiniteotherwiseinfinite.
In the former casek(S) is said to be finitely generated overk. If (K :
k) < ∞ then obviouslyK is finitely generated overk but the converse is
not true.

Obviouslyk(S US′) = k(S)(S′) because a rational function ofS US′

is a rational function ofS′ overk(S).

Let K/k be an extension field andα ∈ K. Consider the ringk[x] of
polynomials inx overk. For any f (x) ∈ k[x], f (x) is an element ofK.
Consider the setG of polynomials f (x) ∈ k[x] for which f (α) = o. G

is obviously a prime ideal. There are now two possibilities,G = (0),
G , (o). In the former case the infinite set of elements 1, α, α2, . . .

are all linearly independent overk. We call such an elementα of K,
transcendentaloverk. In the second caseG , (o) and soG is a principal
ideal generated by an irreducible polynomialϕ(x). Thus 1, α, α2, . . . are
linearly dependent. We call an elementα of this typealgebraicoverk.
We make therefore the

Definition. Let K/k be an extension field.α ∈ K is said to be algebraic
over k ifα is root of a non zero polynomial in k[x]. Otherwise it is said
to be transcendental.

If α is algebraic, the idealG defined above is called the ideal ofα5

over k and the irreducible polynomialϕ(x) which is a generator ofG
is called the irreducible polynomial ofα over k. ϕ(x) may be made by
multiplying by a suitable element of k. This monic polynomial we shall
call the minimum polynomial ofα.
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3 Algebraic extensions

Supposeα ∈ K is algebraic overk andϕ(x) its minimum polynomial
overk. Let f (x) ∈ k[x] and f (α) , o. f (x) andϕ(x) are then coprime
and so there exist polynomialsg(x), h(x) in k[x] such that

f (x)g(x) = 1+ ϕ(x)h(x)

which means that (f (α))−1
= g(α) ∈ k[α]. Thusk[α] = k(α). On the

other hand supposeα ∈ K such thatk[α] = k(α) then there is ag(α) in
k[α] such thatαg(α) = 1 or thatα satisfiesxg(x) − 1 in k[x] so thatα is
algebraic. Hence

1) α ∈ K algebraic over k⇐⇒ k[α] is a field.

We now define an extensionK/k to be algebraic overk if every of K
is algebraic overk. In the contrary caseK is said to be transcendental
extension ofk

We deduce immediately

2) K/k algebraic⇐⇒ every ring R with k⊂ R⊂ K is a field

If R is a ring andα in R thenk[α] ⊂ R then k[α] ⊂ R. But α is
algebraic so thatα−1 ∈ k[α] ⊂ R so thatR is a field. The converse
follows from (1).

3) (K : k) < ∞ =⇒ K/k algebraic.

For let (K : k) = n then for any forα ∈ K, the n + 1 elements
1, α, α2, . . . αn are linearly dependant overk so thatα is algebraic. 6

The converse is not true

Let K/k be an extension field andα ∈ K algebraic overk. Let ϕ(x)
be the minimum polynomial ofα overk and let degree ofϕ(x) ben.
Then 1, α, α2, . . . , αn−1 are linearly independent overk so that

(k(α) : k) ≥ n.

On the other hand anyβ in k(α) is a polynomial inα over k. Let
β = bo + b1α + · · · + bmα

m. Putψ(x) = bo + b1x+ · · · + bmxm.
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Then
ψ(x) = ϕ(x)h(x) + R(x)

whereR(x) = 0 or degR(x) < n. Henceψ(α) = β = R(α) and so
everyβ cab be expressed linearly in terms of 1, α, . . . , αn−1.

Thus
(

k(α) : k
)

≤ n.

We have hence

4) If α ∈ K is algebraic over K, k(α)/k is an algebraic extension of
degree equal to the degree of the minimum polynomial ofα over k.

We shall call
(

k(α) : k
)

the degree ofα over k

5) If α is algebraic over k then for any L, k ⊂ L ⊂ K, α is algebraic over
L.

For, the ideal ofα over k (which is , (0) sinceα is algebraic) is
contained in the ideal ofα in L[X] ⊃ k[x].

Therefore
(

k(α) : k
)

≥ (L(α) : L)

Note that the converse is not true. For letz be transcendental overk7

and consider the fieldk(z) of rational functions ofz.
(

k(z) : k
)

is not

finite. But
(

k(z) : k(z2)
)

is finite asz is a root ofx2 − z2 overk(z2).

6) If α1, . . . , αn in K are algebraic over k then k(α1, . . . , αn) is algebraic
over k.

For, putKo = k, Ki = k(α1, . . . , αi),

Kn = k(α1, . . . , αn)

ThenKi/Ki−1 is algebraic and is a finite extension. Now

(Kn : k) = πi(Ki : Ki−1)

which is also finite. HenceKn is algebraic overk.

We deduce immediately
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7) K/T algebraic, T/k algebraic=⇒ K/k algebraic.

For if α ∈ K, α is a root ofϕ(x) = Xn
+ a1xn+1

+ · · · + an in T[x].
Thusα is algebraic overk(a1 . . . , an). Hence

(

k(a1, a2, . . . an, α) : k(a1, a2, . . . , an)
)

< ∞.
(

k(a1, a2, . . . , an) : k
)

< ∞
(

k(a1, a2, . . . , an, α) : k
)

< ∞

which proves the contention.
If follows that if K/k is any extension, then the setL of elementsα

of K algebraic overk is a fieldL which is algebraic overk. L is called
thealgebraic closure of k in K

We shall now show how it is possible to construct algebraic exten-
sions of a field.

If k is a field andϕ(x) a polynomial ink[x], an elementα of an
extension fieldK is said to beroot of ϕ(x) if ϕ(α) = o. It then follows
thatϕ(x), has inK at mostn roots,n being degree ofϕ(x). 8

Let f (x) be an irreducible polynomial ink[x]
The ideal generated byf (x) in k[x] is a maximal ideal sincef (x) is

irreducible. Therefore the residue class ringK of k[x]/( f (x)) is a field.
Letσ denote the natural homomorphism ofk[x] onto K. σ then mapsk
onto a subfield ofK. We shall identify this subfield withk itself (note
thatk[x] and (f (x)) are vector spaces overk). Let ξ in K be the element
into which x goes byσ

ξ = σx

ThenK = k(ξ). In the first placek(ξ) ⊂ K. Any element inK is the
image, byσ, of an element sayϕ(x) in k[x]. But

ϕ(x) = h(x) f (x) + ψ(x)

Soϕ(ξ) ∈ K andϕ(ξ) = ψ(ξ). But ψ(x) above has degree≤ degree
of f . Thus

k(ξ) ⊂ K ⊂ k[ξ] ⊂ k(ξ)

This shows thatK = k(ξ) and that (K : k) is equal to the degree
of f (x). Also ξ in K satisfiesf (ξ) = o. We have thus proved that for
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every irreducible polynomialf (x) in k[x] there exists an extension field
in which f (x) has a root.

Let nowg(x) be any polynomial ink[x] and f (x) an irreducible fac-
tor of g(x) in k[x]. Let K be an extension ofk in which f (x) has a root
ξ. Let in K

g(x) = (x− ξ)λψ(x).

Thenψ(x) ∈ k[x]. We again take an irreducible factor ofψ(x) and
constructK′ in which ψ(x) has a root. After finite number of steps we
arrive at a fieldL which is an extension ofk and in whichg(x) splits
completely into linear factors. Letα1, . . . , αn be the distinct roots of9

g(x) in L. We callk(α1, . . . , αn) the splitting field of g(x) in L.
Obviously (k(α1, . . . , αn) : k) ≤ n!
We have therefore the important

Theorem 3. If k is a field and f(x) ∈ k[x] then f(x) has a splitting field
K and(K : k) ≤ n!, n being degree of f(x).

It must be noted however that a polynomial might have severalsplit-
ting fields. For instance ifD is the quaternion algebra over the rational
number fieldΓ, generated by 1, i, j, k thenΓ(i), Γ( j), Γ( f ), Γ(k) are all
splitting fields ofx2

+ 1 in Γ[x]. These splitting fields are all distinct.
Supposek andk′ are two fields which are isomorphic by means of

an isomorphismσ. Thenσ can be extended into an isomorphism ¯σ of
k[x] on k′[x] by the following prescription

σ̄(
∑

ai x
i) =

∑

(σai)x
i ai ∈ k σai ∈ k′

Let now f (x) be a polynomial ink[x] which is irreducible. Denote
by f σ̄(x), its image ink′[x] by means of the isomorphism ¯σ. Then f σ̄(x)
is again irreducible ink′[x]; for if not one can by means of ¯σ−1 obtain a
nontrivial factorization off (x) in k[x].

Let nowα be a root of f (x) over k andβ a root of f σ̄(x) over k′.
Then

k(α) ≃ k[x]/( f (x)), k′(β) ≃ k′[x]/( f σ̄(x))

Let τ be the natural homomorphism ofk′[x] on k′[x]/( fσ(x)). Con-
sider the mappingτ · σ on k[x]. Sinceσ is an isomorphism, it follows
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thatτ ·σ is a homomorphism ofk[x] on k′[x]/(Fσ(x)). The kernel of the
homomorphism is the set ofϕ(x) in k[x] such that

ϕσ(x) ∈
(

fσ(x)
)

.

10

This set is precisely (f (x)). Thus

k[x]/( f (x)) ≃ k′[x]/( f σ̄(x))

By our identification, the above fields containk andk′ respectively
as subfields so that there is an isomorphismµ of k(α) on k′(β) and the
restriction ofµ to k isσ.

In particular ifk = k′, thenk(α) andk(β) arek− isomorphic i.e., they
are isomorphic by means of an isomorphism which is identity on k. We
have therefore

Theorem 4. If f (x) ∈ k[x] is irreducible andα andβ are two roots of
it (either in the same extension field of k or in different extension fields),
k(α) and k(β) are k− isomorphic.

Note that the above theorem is false iff (x) is not irreducible ink[x].

4 Algebraic Closure

We have proved that every polynomial overk has a splitting field. For a
given polynomial this field might very well coincide withk itself. Sup-
posek has the property that every polynomial ink has a root ink. Then
it follows that the only irreducible polynomials overk are linear poly-
nomials. We make now the

Definition. A fieldΩ is algebraically closed if the only irreducible poly-
nomials inΩ[x] are linear polynomials.

We had already defined the algebraic closure of a fieldk contained
in a fieldK. Let us now make the

Definition. A fieldΩ/k is said to be an algebraic closure of k if
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1) Ω is algebraically closed

2) Ω/k is algebraic. 11

We now prove the important

Theorem 5. Every field k admits, upto k-isomorphism, one and only
one algebraic closure.

Proof. 1) Existence.Let M be the family of algebraic extensionsKα

of k. Partially orderM by inclusion. Let{Kα} be a totally ordered
subfamily ofM. PutK =

⋃

α
Kα for Kα in this totally ordered family.

Now K is a field; forβ1 ∈ K, β2 ∈ K meansβ1 ∈ Kα for someα and
β2 ∈ Kβ for someβ. Thereforeβ1, β2 in Kα or Kβ whichever is larger
so thatβ1 + β2 ∈ K. Similarly β1β

−1
2 ∈ K. Now K/k is algebraic

since everyλ ∈ K is in someKα and so algebraic overk. Thus
K ∈ M and so we can apply Zorn’s lemma. This proves thatM has a
maximal elementΩ.Ω is algebraically closed; for if not letf (x) be an
irreducible polynomial inΩ[x] andρ a root of f (x) in an extension
Ω(ρ) of Ω. Then sinceΩ/k is algebraic.Ω(ρ) is an element ofM.
This contradicts maximality ofΩ. ThusΩ is an algebraic closure of
k.

2) Uniqueness. Let k and k′ be two fields which are isomorphic by
means of an isomorphismσ. Consider the familyM of triplets
{(K,K′, σ)α} with the property 1)Kα is an algebraic extension of
k,K′α of k′, 2) σα is an isomorphism ofKα on K′α extendingσ. By
theorem 4,M is not empty. We partially orderM in the following
manner

�

(K,K′, σ)α < (K,K′, σ)β

If 1) Kα ⊂ Kβ, K′α ⊂ K′
β
, 2)σβ is an extension ofσα. Let {K,K′, σ)α}

be a simply ordered subfamily. PutK =
⋃

α
Kα,K′ =

⋃

α
K′α,

These are then algebraic overk andk′ respectively.
Defineσ̄ on K by12
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σ̄x = σαx

wherex ∈ Kα. (Note that everyx ∈ K is in someKα in the simply
ordered subfamily). It is easy to see that ¯σ is well - defined. Suppose
x ∈ Kβ andKβ ⊂ Kα thenσα is an extension ofσρ and soσαx = σβx.
This proves that ¯σ is an isomorphism ofK on K′ and extendsσ. Thus
the triplet (K,K′, σ̄) is in M and is an upper bound of the subfamily.
By Zorn’s lemma there exists a maximal triplet (Ω,Ω′, τ). We assert
thatΩ is algebraically closed; for if not letρ be a root of an irreducible
polynomial f (x) ∈ Ω[x]. Then f ζ(x) ∈ Ω′[x] is also irreducible. Letρ′

be a root off τ(x). Thenτ can be extended to an isomorphism ¯τ of Ω(ρ)
onΩ′(ρ). Now (Ω(ρ), τ̄ is in M and hence leads to a contradiction. Thus
Ω is an algebraic closure ofk, Ω′ of k′ andτ an isomorphism ofΩ on
Ω
′ extendingσ.

In particular ifk = k′ andσ the identity isomorphism, thenΩ and
Ω
′ are two algebraic closures ofk andτ is then a k-isomorphism.

Out theorem is completely demonstrated.
Let f (X) be a polynomial ink[x] and K = k(α1, . . . , αn, a splitting

field of f (x), so thatα1, . . . , αn are the distinct roots off (x) in K. Let K′

be any other splitting field andβ1, . . . βm the distinct roots off (x) in K′.
LetΩ be an algebraic closure ofK andΩ′ of K′. ThenΩ andΩ′ are two
algebraic closures ofk. There exists therefore an isomorphismσ of Ω
onΩ′ which is identity onk. LetσK = K1. ThenK1 = k(σα1, . . . , σαn).
Sinceα1, . . . αn are distinctσα1 . . . , σαn are distinct and are roots of
f (x). ThusK1 is a splitting field off (x) in Ω′. This proves that 13

K′ = K1.

β1, . . . , βm are distinct and are roots off (x) in Ω′. We havem = n
andβi = σα2 in some order. Therefore the restriction ofσ to K is an
isomorphism ofK on K′. We have

Theorem 6. Any two splitting fields K, K′ of a polynomial f(x) in k[x]
are k− isomorphic.

Let K be a finite field ofq elements. Thenq = Pn wheren is an
integer≥ 1 andp is the characteristic ofK. Also n = (K : Γ), Γ being
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the prime field. LetK∗ denote the abelian group of non-zero elements
of K. ThenK∗ being a finite group of orderq− 1,

αq−1
= 1

for all α ∈ K∗. ThusK is the splitting field of the polynomial

xq − x

in Γ[x]. It therefore follows

Theorem 7. Any two finite fields with the same number of elements are
isomorphic.

A finite field cannot be algebraically closed; for ifK is a finite field
of q elements and a∈ K∗ the polynomial

f (x) = x
∏

b∈K∗
(X − b) + a

is in K[x] and has no root inK.

5 Transcendental extensions

We had already defined a transcendental extension as one which con-
tains at least on transcendental element.

Let K/k be a transcendental extension andZ1, . . . ,Zn anyn elements
of K. Consider the ringR = k[x1, . . . xn] of polynomials overk in n
variables. LetY be the subset ofR consisting of those polynomials14

f (x1, . . . xn) for which
f (Z1, . . .Zn) = 0.

Y is obviously an ideal ofR. If Y = (o) we say thatZ1, . . .Zn are
algebraically independentover k. If Y , (o), they are said to be
algebraically dependent. Any element ofK which is algebraic over
k(Z1, . . . ,Zn) is therefore algebraically dependent onZ1, . . .Zn.

We now define a subsetS of K to be algebraically independent over
k if every finite subset ofS is algebraically independent overk. If K/k
is transcendental there is at least one such non empty setS.
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Let K/k be a transcendental extension and letS, S′ be two subset of
K with the properties

i) S algebraically independent overk

ii) S′ algebraically independent overk(s)

ThenS andS′ are disjoint subsets ofK andS US′ are algebraically
independent overk. ThatS andS′ are disjoint is trivially seen. Let now
Z1, . . .Zm ∈ S andZ′1, . . .Z

′
n ∈ S′ be algebraically dependent. This will

mean that there is a polynomialf ,

f = f (x1, . . . , xm+n)

in m+ n variables with coefficients ink, such that

f (Z1, . . . ,Zm,Z
′
1, . . .Z

′
n) = 0.

Now f can be regarded as a polynomial inxm+1, . . . , xm+n with coef-
ficients ink(x1, . . . , xm). If all these coefficients are zero thenZ1, . . .Zm,
Z′1, . . .Z

′
n are algebraically independent overk. If some coefficient is

, 0, then f (Z1, . . .Zm, xm+1, . . . , xm+n) is a non zero polynomial over
k(S) which vanishes forxm+1 = Z′1, . . . xm+n = Z′n which contradicts the
fact thatS′ is algebraically independent overk(S). Thus f = o identi-
cally and our contention is proved. 15

The converse of the above statement is easily proved.
An extension fieldK/k is said to be generated by a subsetM of K if

K/k(M) is algebraic. ObviouslyK itself is a set of generators.A subset
B of K is said to be atranscendence baseof K if

1) B is a set of generators ofK/k

2) B algebraically independent overk.

If K/k is transcendental, then, it contains algebraically independent
elements. We shall prove thatK has a transcendence base. Actually
much more can be proved as in
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Theorem 8. Let K/k be a transcendental extension generated by S and
A a set of algebraically independent elements contained in S. Then
there is a transcendence base B of K with

A ⊂ B ⊂ S

Proof. SinceS is a set of generators ofK, K/k(S) is algebraic. LetM
be the family of subsetsAα of K with

1) A ⊂ Aα ⊂ S

2) Aα algebraically independent overk.

�

The setM is not empty sinceA is in M. Partially orderM by in-
clusion. Let{Aα} be a totally ordered subfamily. PutB0 =

⋃

α
Aα. Then

Bo ⊂ S. Any finite subset ofBo will be in someAα for largeα and so
Bo satisfies 2) also. Thus using Zorn’s lemma there exists a maximal
elementB in M. Every elementx of S depends algebraically onB for
otherwiseBUx will be in M and will be larger thanB. Thusk(S)/k(B)
is algebraic. SinceK/k(S) is algebraic, it follows thatB satisfies the
conditions of the theorem.

The importance of the theorem is two fold; firstly that every set of16

elements algebraically independent can be completed into atranscen-
dence base ofK and further more every set of generators contains a
base.

We make the following simple observation. LetK/k be an extension,
Z1, . . .Zm,melements ofK which have the property thatK/k(Z1, . . .Zm)
is algebraic, i.e., thatZ1, . . . ,Zm is a set of generators. IfZ ∈ K thenZ
depends algebraically onZ1, . . . ,Zm i.e., k(Z,Z1, . . . ,Zm)/k(Z1, . . . ,Zm)
is algebraic. We may also remark that if in the algebraic relation con-
nectingZ,Z1, . . .Zm,Z1 occurs then we can say that

k(Z,Z1, . . .Zm)/k(Z,Z2, . . . ,Zm)

is algebraic which means thatZ,Z2, . . .Zm is again a set of generators.
We now prove the
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Theorem 9. If K/k has a transcendence base consisting of a finite num-
ber n of elements, every transcendence base has n elements.

Proof. Let Z1, . . . ,Zn andZ′1, . . . ,Z
′
m be two transcendence bases con-

sisting ofn and m elements respectively. Ifn , m let n < m. Now
K/k(Z1, . . . ,Zn) is algebraic.Z′1 is transcendental overk and depends al-
gebraically onZ1, . . . ,Zn so that ifZ1 appears in the algebraic relation,
by the remark above,Z′1,Z2, . . . ,Zn is again a set of generators,Z′2 de-
pends algebraically onZ′1, . . . ,Zn. In this algebraic relation at least one
of Z2, . . . ,Zn has to appear sinceZ′1,Z

′
2, are algebraically independent.

If Z2 appears thenZ′2,Z
′
1,Z3, . . . ,Z′n is a set of generators. We repeat this

processn times, and find, thatZ′1,Z
′
2,Z
′
3, . . . ,Z

′
n is a set of generators

which means thatZ′n+1, . . . ,Z
′
m depend algebraically onZ′1, . . . ,Z

′
n. This 17

is a contradiction. Son ≥ m. We interchangen andm and repeat the
argument and getn ≤ m. This proves thatn = m.

The unique integer nwill be called thedimensionof K/k.

n = dimk K

�

It is also called thetranscendence degree.
A similar theorem is true even ifK has infinite transcendence base

but we don’t prove it.
Let k ⊂ L ⊂ K be a tower of extensions and letB1 be a transcen-

dence base ofL/k and B2 that overK/L. We assert thatB1UB2 is a
transcendence base ofK/k. In the first placeB1UB2 is algebraically in-
dependent overk. Now k(B1UB2) is a subfield ofL(B2). Every element
in L(B2) is a ratio of two polynomials inB2 with coefficients inL. The
elements ofL are algebraic overK(B1). ThusL(B2) is algebraic over
k(B1UB2). But K/L(B2) is algebraic. ThusK/k(B1UB2) is algebraic.
This proves our assertion. In particular it proves

Theorem 10. If k ⊂ L ⊂ K then

dimk K = dimk L + dimL K.
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A transcendental extensionK/k is said to bepurely transcendental
if there exists a baseB with K = k(B). Note that this does not mean that
every base has this property. For instance ifk(x) is the field of rational
functions ofx thenx2 is also transcendental overx but k(x2) is a proper
subfield ofk(x).

Let K = k(x1, . . . xn) andK′ = k(x′1, . . . x
′
n) be two purely transcen-

dental extensions of dimensionn. Consider the homomorphismσ de-18

fined by
σ f (x1, . . . xn) = f (x′1, . . . , x

′
n)

Where f (x1, . . . , xn) ∈ k[x1, . . . , xn]. It is then easy to see that this is
an isomorphism ofK on K′. This proves

Theorem 11. Two purely transcendental extensions of the same dimen-
sion n over k k-isomorphic.

This theorem is true even if the dimension is infinite.



Chapter 2

Algebraic extension fields

1 Conjugate elements

Let Ω be an algebraic closure ofk andK an intermediary field. LetΩ′ 19

be an algebraic closure ofK and so ofk. Then there is an isomorphism
τ of Ω′ onΩ which is trivial onk. The restriction of this isomorphism to
K gives a fieldτK in Ωwhich isk-isomorphic toK. Conversely suppose
K andK′ are two subfields ofΩ which arek-isomorphic. SinceΩ is a
common algebraic closure ofK andK′, there exists an automorphism
of Ω which extends thek-isomorphism ofK andK′. Thus

1) Two subfields K,K′ ofΩ/k are k-isomorphic if and only if there exists
a k-automorphismσ ofΩ such thatσK = K′.

We call two such fieldsK andK′ conjugate fields over k.

We define two elementsω,ω′ of Ω/k, to beconjugateoverk if there
exists ak-automorphismσ of Ω such that

σω = ω′

The automorphisms ofΩ which are trivial onk form a group and so
the above relation of conjugacy is an equivalence relation.We can
therefore put elements ofΩ into classes of conjugate elements over
k. We then have

17
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2) Each class of conjugate elements over k contains only a finitenumber
of elements.

Proof. Let C be a class of conjugate elements andω ∈ C. Let f (x)20

be the minimum polynomial ofω in k[x]. Let σ be an automorphism
of Ω/k. Thenσω ∈ C. But σω is a root of fσ(x) = f (x). Also if
ω′ ∈ C thenω′ = σω for some automorphismσ of Ω/k. In that case
σω = ω′ is again a root off (x). Thus the elements inC are all roots of
the irreducible polynomialf (x). Our contention follows. �

Notice that ifα, β are any two roots, lying inΩ, of the irreducible
polynomial f (x), then k(α) and k(β) are k-isomorphic. This isomor-
phism can be extended into an automorphism ofΩ. Thus

Theorem 1. To each class of conjugate elements ofΩ there is associ-
ated an irreducible polynomial in k[x] whose distinct roots are all the
elements of this class.

If α ∈ Ω we shall denote byCα the class ofα. Cα is a finite set.

2 Normal extensions

SupposeK is a subfield ofΩ/k andσ an automorphism ofΩ/k. Let
σK ⊂ K. We assert thatσK = K. For letα ∈ K and denote bȳCα the
set

Cα ∩ K

SinceσK ⊂ K we haveσα ∈ K soσα ∈ C̄α. Thus

σC̄α ⊂α

C̄α is a finite set andσ is an isomorphism ofK into itself.
Thus

σC̄α = C̄α

which meansα ∈ σK. ThusK = σK.21

We shall now study a class of fieldsK ⊂ Ω/k which have the prop-
erty

σK ⊂ K,
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for all automorphismsσ of Ω/k. We shall call such fields,normal ex-
tensionsof k in Ω.

Let K/k be a normal extension ofk andΩ algebraic closure ofk
containingK. Letα ∈ K andCα the class ofα. We assert thatCα ⊂ K.
For if β is an element ofCα, there is an automorphismσ of Ω/k for
whichβ = σα. SinceσK ⊂ K, it follows thatβ ∈ K. Now any elementα
in K is a root of an irreducible polynomial ink[x]. Since all the elements
of Cα are roots of this polynomial, it follows that iff (x) is an irreducible
polynomial with one root inK, then all roots off (x) lie in K.

Conversely letK be a subfield ofΩ/k with this property. Letσ be
an automorphism ofΩ/k andα/K. Let σ be an automorphism ofΩ/k
andα ∈ K. Let Cα be the class ofα. SinceCα ⊂ K, σα ∈ K. But α is
arbitrary inK. Therefore

σK ⊂ K

andK is normal. Thus the

Theorem 2. Let k⊂ K ⊂ Ω. ThenσK = K for all automorphismsσ of
Ω/k ⇐⇒ every irreducible polynomial f(x) ∈ k[x] which has one root
in K has all roots in K.

Let f (x) be a polynomial ink[x] and K its splitting field. LetΩ be
an algebraic closure ofK. Letα1, . . . , αn be the distinct roots off (x) in 22

Ω. Then
K = k(α1, . . . , αn)

Let σ be an automorphism ofΩ/k. σα j = α j for some j. Thusσ
takes the setα1, . . . , αn onto itself. Since every element ofK is a rational
function ofα1, . . . , αn, it follows thatσK ⊂ K. Thus

i) The splitting field of a polynomial in k[x] is a normal extension of
k.

Let {Kα} be a family of normal subfields ofΩ/k. Then
⋂

α
Kα is

trivially normal. Considerk(
⋃

α
Kα). This again is normal since for

any automorphismσ of Ω/k.

σk















⋃

α

Kα















⊂ k















⋃

α

σKα















⊂ k















⋃

α

Kα














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Let now{ fα(x)} be a set of polynomials ink[x] andKα their splitting
fields, thenK(

⋃

α
Kα) is normal. Also it is easy to see that

L = k















⋃

α

Kα















is the intersection of all subfields ofΩ/k in which every one of the
polynomials fα(x) splits completely. Thus

ii) if { fα(x)} is a set of polynomials in k[x], the subfield ofΩ generated
by all the roots of{ fα(x)} is normal.

We also have

iii) If K/k is normal and k⊂ L ⊂ K then K/L is also normal.

For if σ is anL- automorphism ofΩ, thenσ is also ak-automor-23

phism ofΩ and soσK ⊂ K.

Thek−automorphisms ofΩ form a groupG(Ω/k). From what we
have seen above, it follows that a subfieldK ofΩ/k is normal if and
only if σK = K for everyσ ∈ G(Ω/k). Now ak− automorphism
of K can be be extended into an automorphism ofΩ/k, because
every such automorphism is an isomorphism ofK inΩ. It therefore
follows

iv) K/k is normal if and only if every isomorphism of K inΩ/k is an
automorphism of K over k.

As an example, letΓ be the field of rational numbers andf (x) =
x3 − 2. Then f (x) is irreducible inΓ[x]. Let α =

3√
2 be one of its roots.

Γ(α) is of degree 3 overΓ and is not normal since it does not contain

ρ whereρ = −1+
√
−3

2 . However the fieldΓ(α, ρ) of degree 6 overΓ is
normal and is the splitting field ofx3 − 2.

If K is the field of complex numbers, considerK(z) the field of ratio-
nal function of 2 overK. Consider the polynomialx3−z in K(z)[x]. This
is irreducible. Letω = z

1
3 be a root of this polynomial. ThenK(z)(ω) is

of degree 3K(z) and is the splitting field of the polynomialx3 − z.
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3 Isomorphisms of fields

Let K/k be an algebraic extension ofk andW anyextension ofK and so
of k. A mappingσ of K into W is said to bek− linear if for α, β ∈ K 24

σ(α + β) = σα + σβ

σα ∈W and ifλ ∈ k, σ(λα) = λσα. If σ is ak−linear map ofK into
W we defineασ for α in W by

(ασ)β = ασβ

for β ∈ K. This again is ak−linear map and so thek−linear maps ofK
into W form a vector spaceV overW.

A k−isomorphismσ of K into W is obviously ak−linear map and
soσ ∈ V. We shall say, two isomorphismsσ, τ of K into W (trivial on
k) aredistinct if there exists at least oneω ∈ K, ω , 0 such that

σω , τω

Let S be the set of mutually distinct isomorphisms ofK into W. We
then have

Theorem 3. S is a set of linearly independent elements of V over W.

Proof. We have naturally to show that every finite subset ofS is linearly
independent overW. Let on the contraryσ1, . . . , σn be a finite subset of
S satisfying a non trivial linear relation

∑

i

αiσi = 0

αi ∈ W. We may clearly assume that no proper subset ofσ1, . . . , σn

is linearly dependent. Then in the above expression allαi are different
from zero. Letω be any element ofK. Then

∑

i

αiσiω = 0

�
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If we replaceω byωω′ we get, sinceσi
′sare isomorphisms, 25

∑

i

αiσiω
′.σiω = o

for everyω ∈ K. This means thatσi , . . . , σn satisfy another linear rela-
tion

∑

i

αiσiω
′.σiω = o

Since the isomorphisms are mutually distinct, we can chooseω′ in
K in such a way that

σ1ω
′
, σnω

′

We then get from the two linear relations, the expression

n−1
∑

i=1

(

αi

αn
−
σiω

′αi

σnω′αi

)

σi = o.

This relation is non trivial since the coefficient of σ1 is different
from zero. This leads to a contradiction and our theorem is proved.

Suppose dimV < ∞ then it would mean thatS is a finite set. But
the converse is false. We have however the

Theorem 4. If (K : k) < ∞, then dim V= (K : k)

Proof. Let (K : k) = n andω1, . . . , ωn a basis ofK/k. �

Consider thek-linear mappingsσ1, . . . , σn defined by














σi(ω j) = o i , j

= 1 i , j

Thenσ1, . . . , σn are linearly independent elements ofV over W.
For, let

∑

i
αiσi = o, αi ∈W. Then

(

∑

i

αiσi

)

ωi = o

for j = 1, . . . , n. This proves thatα j = o. Now letσ be anyk-linear26
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mapping. It is uniquely determined by its effects onω1, . . . , ωn. Put
αi = σωi and letτ be given by

τ = σ −
∑

i

αiσi

Thenτ(ω j) = σω j
∑

i αiσi(ω j) = o so thatτ = o. Our contention is
established.

From this we obtain the very important

Corollary . If (K : k) < ∞ then K has inΩ/k at most(K : k) distinct
k-isomorphisms.

Let α ∈ Ω. Consider the fieldk(α)/k. Let α(1)(= α), . . . , α(n) be the
distinct conjugates ofα over k. An isomorphismσ of k(α)/k is deter-
mined completely by its effect onα. Since every isomorphism comes
from an automorphism ofΩ/k, it follows thatk(α(i)) are all the distinct
isomorphic images ofk(α). Thus

1) Number of distinct k-isomorphisms of k(α) in Ω is equal to the
number of distinct roots inΩ of the minimum polynomial ofα.

Let K/k be an algebraic extension andΩ an algebraic closure ofk
containingK. Let K have the property thatK/k has only finitely many
distinct k-isomorphisms inΩ. Let K(1)(= K),K(2), . . . ,K(n) be the dis-
tinct isomorphic fields. Letα ∈ Ω and letα have overK exactly m
distinct conjugatesα(1)(= α), . . . , α(m). This means that iff (x) is the
minimum polynomial ofα overK, then f (x) has inΩ, m distinct roots.
We claim thatK(α) has overk exactlymndistinct isomorphisms inΩ. 27

For, letσi(i = 1, . . . , n) be thek-isomorphisms defined by

σiK
(1)
= K(i)

Let fσi (x) be the image of the polynomialf (x) in K[x] by means
of the above isomorphism. Let the roots offσi (x) by α(i1), . . . , α(in)

these being the distinct ones. There exists then an isomorphismσi j ( j =
1, . . . ,m) extendingσi of K(1)(α(1)) on K(i)(α(i j )). Sincei hasn values,
it follows that there are at leastmndistinct isomorphisms ofK(α) over
k.
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Let nowσ be any automorphism ofΩ/k. Let σK = K(i). Then it
takesα(1) into a rootα(i j ) of fσ(x) = fσi (x) whereσi is the isomor-
phism which coincides withσ on K. Thus since every isomorphism
of K(α) overk comes from an automorphism ofΩ/k, our contention is
established.

Let now K = k(ω1, . . . , ωn) andKi = k(ω1, . . . , ωi) so thatKo = k
and Kn = K. Let Ki have overKi−1 exactly Pi distinct Ki−1-isomor-
phisms. ThenK/k has exactlyp1 · · · pn distinct k-isomorphisms inΩ.
Hence

2) If K ⊃ L ⊃ k be a tower of finite extensions and K has ever L,
n distinct L-isomorphisms inΩ and L has over k, m distinct k-isomor-
phisms then K has over k precisely mn distinct k-isomorphisms.

In particular let (K : k) < ∞ and letK have inΩ exactly (K : k)28

distinct isomorphisms. LetL be any intermediary field. Leta be the
number of distinctL-isomorphisms ofK andb the number of distinct
k-isomorphisms ofL.

Then
(K : k) = ab≤ (K : L)(L : k) = (K : k)

But a ≤ (K : L), b ≤ (L : k). Thusa = (K : L) andb = (L : k).

4 Separability

LetΩ be an algebraic closure ofk andω ∈ Ω. Letφ(x) be the minimum
polynomial ofω in k. Supposek(ω)/k has exactly (k(ω) : k) distinct
k-isomorphisms inΩ. Then from the last article it follows that all the
roots ofφ(x) are distinct. Conversely let the irreducible polynomialφ(x)
be of degreen and all itsn roots distinct. Thenk(ω)/k hasn distinct
k-isomorphismsω being a root ofφ(x). But it can have no more.

Let us therefore make the

Definition. An elementω ∈ Ω is said to be separably algebraic or sepa-
rable over k if its minimum polynomial has all roots distinct. Otherwise
it is said to be inseparable.

1) Let W/k be any extension field andω ∈ W separable over k. Let L
be an intermediary field. Thenω is separable over L.
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For, the minimum polynomial ofω overL divides that overk.

2) ω ∈ Ω separable over k⇔ k(ω)/k has inΩ(k(ω) : k) distinct k- 29

isomorphisms.

Let nowK = k(ω1, . . . , ωn) and letω1, . . . ωn be all separable overk.
PutKi = k(ω1, . . . , ω) so thatKo = k andKn = K. Now Ki−1(ωi) and
ωi is separable overKi−1 so thatKi overKi−1 has exactly (Ki : Ki−1)
distinctKi−1- isomorphisms. This proves thatK has overk

(Kn : Kn−1) . . . (K1 : Ko) = (Kn : Ko) = (K : k)

distinct k-isomorphisms. If thereforeω ∈ K, Then by previous ar-
ticle k(ω) has exactly (k(ω) : k) distinct isomorphisms and henceω
is separable overk. Conversely ifK/k is finite and every element
of K is separable overk, then K/k has exactly (K : k) distinct k-
isomorphisms. Hence

3) (K : k) < ∞, K/k has (K : k) distinct k-isomorphisms⇔ every
element of K is separable over k.

Let us now make the

Definition. A subfield K ofΩ/k is said to be separable over k if every
element of K is separable over k.

From 3) and the definition, it follows that

4) K/k is separable⇔ for every subfield L of K with(L : K) < ∞, L
has exactly(L : K) distinct isomorphisms over k.

5) K/L, L/k separably algebraic⇔ K/k separable.

For, letω ∈ K. Thenω is separable overL. Let ω1, . . . , ωn be
the coefficients in the irreducible polynomial satisfied byω over L. 30

Thenω has overK1 = k(ω1, . . . , ωn) exactly (K1(ω) : K1) distinct
K1-isomorphisms. AlsoK1/k is finite separable. ThusK1(ω) has
overk exactly (K1(ω) : k) distinct isomorphisms which proves that
ω is separable overk. The converse follows from 2).
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6) If {Kα} is a family of separable subfields ofΩ then

2)
⋂

α
Kα and b)k(

⋃

α
Kα) are separable.

a) follows easily because every element ofKα is separable overk.
b) follows since every element ofk(

⋃

α
Kα) is a rational function of a

finite number of elements and as each of these is separable theresult
follows from 3).

7) Let K/k be any extension-not necessarily algebraic.The set L of
elements of k separably algebraic over K is a field.

This is evident. We callL theseparable closureof k in K.

We had already defined an algebraic elementω to be inseparable if
its minimum polynomial has repeated roots. Let us study the nature
of irreducible polynomials.

Let f (x) = ao+a1x+ · · ·+anxn be an irreducible polynomial ink[x].
If it has a rootω ∈ Ω which is repeated, thenω is a root of

f 1(x) = a1 + 2a2x+ · · · + nanxn−1.

Thus f (x)| f 1(x) which can happen only if

iai = o, i = 1, . . . , n.

Let k have characteristic zero. Theniai = o⇒ ai = 0 that is f (x) is31

a constant polynomial. Thus

8) Over a field of characteristic zero, every non constant irreducible
polynomial has all roots distinct.

Let nowk have characteristicp , o. if pχi then iai = o ⇒ ai = o.
Thus for f 1(x) to be identically zero we must haveai = o for pχi. In
this case

f (x) = ao + apxp
+ · · ·

or that f (x) ∈ k[xp]. Let e be the largest integer such thatf (x) ∈
k[xp] but not ink[xpe+1

]. Consider the polynomialφ(y) with φ(xpe
) =
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f (x). Thenφ(y) is irreducible ink[y] andφ(y) hasno repeated roots.
Let β1, . . . , βt be the roots ofφ(y) in Ω. Then

f (x) = (xpe
− β1) · · · (xpe

− βt).

Thusn = t · pe. The polynomialxPe − βi has inΩ all roots identical
to one of them sayαi . Then

xPe
− βi = xPe

− ∆αpe

i = (x− αi)
pe

Thus
f (x) = {(x− α1) · · · (x− αt)}p

e

Moreover sinceβ1 . . . βt are distinct,α1, . . . , αt are also distinct.
Hence

9) Over a field of characteristic p, o, the roots of an irreducible poly-
nomial are repeated equally often, the multiplicity of aroot beingpe,
e≥ o.

It is important to notethat (x− α1) . . . (x− αt) is not a polynomial in 32

k[x] and t is not necessarily prime top.

We call t the reduced degreeof f (x) (or of any of its roots ) andpe,
its degree of inseparability. Thus

Degree of: Reduced degreeX-degree of inseparability

If ω ∈ Ω then we had seen earlier thatk(ω)/k has as many distinct
isomorphisms inΩ as there are distinct roots inΩ of the minimum

polynomial ofω overk. If we call the reduced degree of
k(ω)

k
as the

reduced degree ofω we have

10) Reduced degree ofω = Number of distinct roots of the minimum
polynomial ofω over k.

We may now call a polynomialseparableif and only if every root of
it in Ω is separable. In particular iff (x) ∈ k[x] is irreducible then
f (x) is separable if one root of it is separable.
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Let ω ∈ Ω and f (x) the minimum polynomial ofω in k[x]. If t =
reduced degree ofω, then

f (x) = {(x− ω1) . . . (x− ωt)}p
e

n = t − pe. Letω1 = ω. Considerωpe

1 = β1. Then

f (x) = (xpe
− β1) · · · (xpe

− βt)

andβ1, . . . βt are separable overk. Consider the fieldk(β1) which is
a subfield ofk(ω).β being of degreet over k, (k(β1) : k) = t. This
means that

(k(ω) : k(β)) = pe.

But the interesting fact to note is thatk(ω) has overk(β) only the
identity isomorphism or thatk(ω) is fixed by everyk(β)-automor-
phism ofΩ/k(β).33

Also since every element ofk(ω) is a rational function ofω overk(β),
it follows that

λpe ∈ k(β)

for everyλ ∈ k(ω). Thus the integerehas the property that for every
λ ∈ k(ω), λpe ∈ k(β) and there is at least oneλ (for instanceω) for
whichλpe

< k(β). eis called theexponentof ω, equivalently ofk(ω).
We define the exponent of an algebraic elementα over k to be the
integere≥ o such thatαpe

is separable but notαpe−1
. Hence

11) Exponent ofα is zero⇔ α is separable over k.

We shall now extend this notion of exponent and reduced degree to
any finite extension.

Let K/k be finite so thatK = k(ω1, . . . , ωn). Put as beforeKo = k,
Ki = k(ω1, . . . , ωi) so thatKn = K. Let ωi have reduced degreedi and
exponentei overKi−1. Then

(Ki : Ki−1) = di p
ei
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From the definition ofdi , it follows that the number of distinctk-
isomorphisms ofK/k is d1 . . . dn. We put

d = d1 · · ·dn

and call it thereduced degreeof K/k. Then

(K : k) = d. . . . pf

where f = e1 + · · · + en. We call pf the degree ofinseparabilityof K/k.
In order to be able to give another interpretation to the integerd we 34

make the following considerations.
LetΩ ⊃ K ⊃ k and letK/k have the property that everyk automor-

phism ofΩ/k acts like identity onK. Thus ifσ ∈ G(Ω/k) andω ∈ K,
then

σω = ω

All elements ofk have this property. Letω ∈ K, ω < k. Then by
definition,ω has inΩ only one conjugate. The irreducible polynomial
of ω has all roots equal. Thus the minimum polynomial ofω is

xpm
− a

where a∈ k. i.e.,ωpm ∈ k. On the other hand letK be an extension ofk
in Ω with the property that for everyω ∈ K

ωpm ∈ k

for some integerm ≥ o. Let σ be an automorphism ofΩ/k. Then
σωpm

= ωpm
. But

o = σωpm
− ωpm

= (σω − ω)pm

which shows thatσω = ω. ω being arbitrary inK, it follows that every
element ofG(Ω/k) is identity onK.

Hence forω ∈ Ω the following three statements are equivalent

1) σω = ω for all σ ∈ G(Ω/k)
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2) ωpm ∈ k for somem≥ o depending onω

3) The irreducible polynomial ofω overk is of the formxpm − a, a ∈ k.

We call an elementω ∈ Ω which satisfies any one of the above35

conditions, apurely inseparable algebraic element over k.
Let us make the

Definition . A subfield K/k of Ω/k is said to be purely inseparable if
elementω of K is purely inseparable.

From what we have seen above, it follows thatK/k is purely insepa-
rable is equivalent to the fact that everyk-automorphism ofΩ is identity
on K.

Let K/k be an algebraic extension andL the maximal separable sub-
field of K/k. For everyω ∈ K, ωpe

is separable for somee ≥ o which
means thatωpe ∈ L. ThusK/L is a purely inseparable extension field.
This means that everyk-isomorphism ofL/k can be extended uniquely
to ak-isomorphism ofK/k.

Let, in particular,K/k be a finite extension andL the maximal sep-
arable subfield ofK. ThenK/L is purely inseparable andK/L has no
L-isomorphism other than the identity. Thus the number of distinct iso-
morphism other than the identity. Thus the number of distinct isomor-
phisms ofK/k equals (L : k). But from what has gone before

(K : L) = pf , (L : k) = d.

For this reason we shall calld also thedegree of separabilityof K/k
and denote it by [K : k]. We shall denote the degree of inseparability,
pf , by

{

K : k
}

. Then

(K : k) = [K : k]
{

K : k
}

.

Note. In casek has characteristic zero, every algebraic element overk is
separable.

If Ω is the algebraic closure ofk andL the maximal separable sub-36

field of Ω thenΩ/L is purely inseparable.Ω coincides withL in casek
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has characteristic zero. But it can happen thatL is a proper subfield of
Ω.

Let K/k be an algebraic extension andL the maximal separable sub-
field. Consider the exponents of all elements inK. Let e be the maxi-
mum of these if it exists. we calle theexponentof the extensionK/k. It
can happen thate is finite butK/L is infinite.

If K/k is a finite extension thenK/L has degreepf so that the maxi-
mume of the exponents of elements ofK exists. Ife is the exponent of
K/k then

e≤ f

It can happen thate< f . For instance letk have characteristicp , 0
and letα ∈ k be not apth power ink. Thenk(α1/p) is of degreep over
k. Let β in k be not apth power ink. Thenk(α1/p, β1/p) is of degreep2

overk, β < k(α1/p) and for everyλ ∈ k(α1/p, β1/p), λp ∈ k.
We may for instance takek(x, y) to be the field of rational functions

of two variables andK = k(x1/p, y1/p). Then (K : k(x, y)) = p2 and
λp ∈ k(x, y) for everyλ ∈ K.

5 Perfect fields

Let k be a field of characteristicp > 0. LetΩ be its algebraic closure.
Let ω ∈ k. Then there is only one elementω′ ∈ Ω such thatω′p = ω.
We can therefore writeω1/p without any ambiguity. Letkp−1

be the field
generated inΩ/k by the pth roots of all elements ofk. Similarly from 37

kp−2
, . . . Let

K =
⋃

n≥0

kp−n

ObviouslyK is a field; for ifα, β ∈ K, α, β ∈ kp−n
for some largen.

We denoteK by kp−∞

We shall studykp−∞ in relation tok andΩ . kp−∞ is called the root
field of k.

Let ω ∈ kp−∞ . Thenω ∈ kp−∞ for somen so thatωp∞ ∈ k or ω is
purely inseparable. On the other hand letω ∈ Ω be purely inseparable.
Thenωpn ∈ k for somen i.e.,ω ∈ kp−∞ ⊂ kp−∞ . Thus
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1) kp−∞ is the largest purely inseparable subfield ofΩ/k.

Therefore every automorphism ofΩ/k is identity onkp−∞ . The set
of elements ofΩ which are fixed under all thek− automorphisms of
Ω/k form a field called the fixed ofG(Ω/k). Since every such ele-
mentω, fixed underG(Ω/k) is purely inseparable,Ω ∈ kp−∞ . Hence

2) kp−∞ is the fixed field of the group of k− automorphism ofΩ/k.

Let f (x) be an irreducible polynomial inkp−∞ [x]. We assert that this
is separable. For if notf (x) ∈ kp−∞ [xp]. Thus f (x) = ao + a1xp

+

· · · + anxnp. Sinceai ∈ kp−∞[Xp], it is in somekp−t
and soai = bp

i for
bi ∈ kp−∞. Hence

f (x) = (bo + b1x+ · · · + bnxn)p

which is contradicts the fact thatf (x) is irreducible. Hence

3) Ω/kp−∞ is a separable extension.38

We now make the

Definition. A field k is said to be perfect if every algebraic extension
of k is separable.

It follows from the definition that

1) An algebraically closed field is perfect

2) A field of characteristic zero is perfect.

We shall now prove

3) A field k of characteristic p> 0 is perfect if and only if k= kp−∞ .

Let k have no inseparable extension. Then fora ∈ k, a1/p ∈ k
also; for, otherwisek(a1/p) is inseparable overk. Thusk = kp−1

=

· · · = kp−∞ . The converse has already been proved.

We deduce immediately

4) A finite field is perfect.

For if k is a finite field of characteristicp > r thena→ ap is an
automorphism ofk.
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5) Any algebraic extension of a perfect field is perfect.

For letK/k be algebraic andk be perfect. Ifα is inseparable over
K, then it is already so overk.

An example of an imperfect field is the field of rational functions
of one variablex over a finite fieldk. For if k has characteristic
p, thenx1/p

< k(x) andk(x1/p) is a purely inseparable extension
overk(x).

Note 1. If α ∈ Ω is inseparable overk, it is not true that it is inseparable
over every intermediary field, whereas this is true ifα is separable. 39

Note 2. If K/k is algebraic andK∩kp−∞ containsk properly thenK is an
inseparable extension. But the converse of this is not true,that is, ifK/k
is an inseparable extension, it can happen that there are no elements in
K which are purely inseparable overk. We give to this end the following
example due to Bourbaki.

Let k be a field of characteristicp > 2 and letf (x) by in irreducible
polynomial

f (x) = xn
+ a1xn−1

+ · · · + an

in k[x]. If α1, . . . , αt are the distinct roots off (x) in Ω then

f (x) =
{

(x− α1) . . . (x− αt)
}pe

e≥ 1.

wheren = t. · pe. Putφ(x) = f (xp). Then

φ(x) =
{

(xp − α1) . . . (xp − αt)}p
e

If βi = α
1/p
i then

φ(x) =
{

(x− β1) . . . (x− βt)
}pe+1

and β, . . . , βt are distinct sinceα1 . . . αt are distinct. Supposeφ(x) is
reducible ink[x] and letψ(x) be an irreducible factor ofφ(x) in k[x].
Then

ψ(x) =
{

(x− β1) · · · (x− βt)
}pµ
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for µ ≥ 0 andℓ ≤ t. (This is because roots ofψ(x) occur with the same
multiplicity). We can write

ψ(x) =
{

(xp − α1) . . . (xp − αℓ)
}pµ−1

(µ has to be≥ 1) since otherwise, it will mean that (x−α1) · · · (x−αt) ∈
k[x]). Now this will mean thatφ(x) = ψ(x). W(x) in k[xp] so thatℓ = t.
Hence

ψ(x) = {(x− β1) · · · (x− βt)}p
µ

, µ ≥ 1.

40

Sinceψ(x) is irreducible and

ψ(x) = {(xp − α1) . . . (xp − αt)}p
µ−1

we see thatµ − 1 = e or µ = e+ 1. Thus

φ(x) = f (xp) = {ψ(x)}p

Thus if f (xp) is reducible, it is thepth power of an irreducible poly-
nomial. In this caseai = bp

i , bi ∈ k, i = 1, . . . n.
Conversely ifai = bp

i , bi ∈ k, i = 1, . . . n. then f (xp) is reducible.
Hencef (xp) is reduciblef (x) ∈ kp[x].

Let k now be a field of characteristicp > 2 given byk = Γ(x, y), the
field of rational functions in two variablesx, y over the prime fieldΓ if
p elements. Consider the polynomial

f (z) = z2p
+ xzp

+ y,

in k[z]. Sincex1/p, y1/p do not lie ink, f (z) is irreducible ink. Let ϑ be
a root of f (z). Then (k(ϑ) : k) = 2p. Let β be ink(ϑ) and not ink such
that βp ∈ k. Thenk(ϑ) ⊃ k(β) ⊃ k. Also (k(β) : k) = p. In k(β)[x]
the polynomialf (z) cannot be irreducible, since

(

k(ϑ) : k(β)
)

= 2. It is
reducible and sok(β) will contain x1/p andy1/p. But thenk(x1/p, y1/p) ⊃
k(β).

Thus

p2
=

(

k(x1/p, y1/p) : k
)

≤
(

k(β) : k
)

≤
(

ϑ) : k
)

= 2p

but this is impossible. Thus there is no elementβ in k(ϑ) with βp ∈ k.
All the samek(ϑ) is inseparable.
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6) If k is not perfect then kp
−∞

is an infinite extension of k.

For, if kp−∞/k is finite then, sincekp−∞
=

⋃

n
kp−n

we havekp−n
=

kp−(n+1) for somen,
Applying the mappinga→ aapn

we findk = kp−1
. But this is false. 41

Thus
(

kp−(n+1)
: kp−n

)

> 1

which proves our contention.

6 Simple extensions

An algebraic extensionK/k is said to besimpleif there is anω ∈ K such
thatK = k(ω). Obviously (K : k) is finite. We callω aprimitive element
of K. The primitive element is not unique for,ω + λ, λ ∈ k also is
primitive. We now wish to find conditions when an algebraic extension
would be simple. We first prove

Lemma. Let kbe an infinite field andα, β elements in an algebraic clo-
sureΩ of k such thatα is separable overk. Then k(α, β) is a simple
extension ofk.

Proof. Let f (x) andφ(x) be the irreducible polynomials ofα andβ re-
spectively ink[x], so that

f (x) = (x− α1) · · · (x− αn)

φ(x) = (x− β1) · · · (x− βm).

�

Sinceα is separable,α1, . . . αn are all distinct. We shall putα = α1,
andβ = β1. Construct the linear polynomials

βi + Xα j(i = 1, . . . ,m; j = 1, . . . , n)

Thesemnpolynomials are inΩ, the algebraic closure ofk and since
k is infinite, there exists an elementλ ∈ k such that

βi + λα j , βi ,+λα j , α , J′
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Put
γ = β1 + λα1 = β + λα

Obviouslyλ can be chosen so thatγ , 042

Now k(γ) ⊂ k(α, β). We shall will now show thatα ∈ k(γ). From
definition ofγ, β also will be ink(γ) and that will mean

k(γ) ⊂ k(α, β) ⊂ k(γ).

In order to do this consider the polynomialφ(γ−λ.x)in k(γ)[x]. Also
it vanishes forx = α. Furthermore by our choice ofλ, φ(γ − λαi) , 0
for i > 1. In the algebraic closureΩ, therefore,f (x) andφ(γ − λx) have
just x − α as a factor. Butf (x) andφ(γ − λx) are both polynomials in
k(γ)[x]. So x− α is the greatest common divisor ofφ(γ − λx) and f (x)
in k(γ)[x]. Thusα ∈ k(γ). Our lemma is demonstrated.

We have therefore

Corollary . If α1, . . . , αn are separably algebraic andβ ∈ Ω then
k(β, α, . . . αn) is a simple extension.

We deduce immediately

Corollary. A finite separable extension is simple.

Let Γ be the field of rational numbers andΓ(ω, ρ) the splitting field
of the polynomialx3 − 2 in Γ[x]. ThenΓ(ω, ρ) is simple. A primitive
elementγ is given byω + ρ = γ. ThenΓ(γ) is of degree 6 overΓ. It is
easy to see thatγ has overΓ the minimum polynomial

(x3 − 3x− 3)2 + 3x(x+ 1)(x3 − 3x− 3)+ 9x2(x+ 1)2

Let now K/k be a finite extension andL the maximal separable
subfield ofK/k. Then (K : L) = pf the degree of inseparability and
(L : k) = d the reduced degree. If we consider the exponents of ele-
ments ofK, these have a maximumeand

e≤ f .

We had given an example ofe< f . We shall now prove the43
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Theorem 5. If e is the exponent and pf the degree of inseparability of
finite extension K of k, then e= f ⇐⇒ K/k is simple.

Proof. Let K = k(ω). Let Ko be the maximal separable subfield ofK/k.
Now (K : Ko) = pf . But pf is degree ofω. Thuse= f �

Let nowK/k be a finite extension ande = f . There exists then aω
in K such thatωpe

is separable and inKo but for no,t < e ωpt
is in Ko.

ThusK = Ko(ω). Ko being a finite separable extension by our lemma,
Ko = k(β) for β separable. Thus

K = k(ω, β).

Using the lemma again, our contention follows.
We now investigate the number of intermediary fields betweenK

andk whereK is an algebraic extension ofk. Let us first consider a
simple extensionK = k(ω). Let φ(x) be the minimum polynomial ofω
in k[x]. Let L be any intermediary field. Letf (x) be the minimum poly-
nomial ofω over L. Then f (x) dividesφ(x). Let f (x) have coefficients
a0, . . . an in L. Put L f the fieldk(a0, . . . , an). Then f (x) is minimum
polynomial ofω overL f . Thus

(K : L) = (K : L f )

But L f ⊂ L. This proves thatL = L f , and so for every intermediary
field there is a unique divisor ofφ(x). Sinceφ(x) has inΩ only finitely
many factors,K/k has only a finite number of intermediary fields.

We will now prove that the converse is also true. We shall assumek 44

is infinite.
Let nowK/k be an algebraic extension having only a finite number

of intermediary fields. Letα, β ∈ K. Consider the elementsα + λβ for
λ ∈ k. Sincek is infinite, the fieldsk(α + λβ) are infinite in number and
cannot be all distinct. Let forλ = λ1, λ2 λ1 , λ2

k(α + λ1β) = k(α + λ2β) = k(γ).

Thenα + λ1β, α + λ2β are ink(γ). Thus (λ1 − λ2) ∈ k(γ). Hence
β ∈ k(γ) becauseλ1 − λ2 ∈ k. This means thatα ∈ k(γ).
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Therefore
k(α, β) ⊂ k(γ) ⊂ k(α, β).

Hence every subfield ofK, generated by 2 and hence by a finite num-
ber of elements is simple. LetK be a maximal subfield ofK/k which
is simple. (This exists sinceK/k has only finitely many intermediary
fields). LetK0 = k(ω). Let β ∈ K andβ < K0. Thenk(γ) = k(ω, β) ⊂ K
andK0 ⊂ k(γ) contradicting maximality ofK0. Thusβ(γ) = K. We have
proved

Theorem 6. K/k is simple⇐⇒ K/k has only finitely many intermediary
fields.

We deduce

Corollary. If K/k is simple, then every intermediary field is simple.

Note 1.We have the fact that ifK/k is infinite there exist infinitely many
intermediary fields.

Note 2.Theorem 6 has been proved on the assumption thatk is an in-
finite field. If k is finite the theorem is still true and we give a proof45

later.

7 Galois extensions

Let K/k be an algebraic extension andG the group of automorphism of
K which are trivial onk. Let L be the subset of all elements ofK which
are fixed byG. L is then a subfield ofK and is called thefixed fieldof
G. We shall now consider the class of algebraic extensionsK/k which
are such that the groupG(K/k) of automorphisms ofK which are trivial
on k, hask as the fixed field. We call such extensionsgalois extensions,
the groupG(K/k) itself being called thegalois groupof K/k.

We now prove the

Theorem 7. k is the fixed field of the group of k automorphisms of
K ⇐⇒ K/k is a normal and separable extension.
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Proof. Let k be the fixed field of the groupG(K/k) of k-automorphisms
of K. Letω ∈ K. Letω1(= ω), . . . ωn be all the distinct conjugates ofω
that lie inK. Consider the polynomial

f (x) = (x− ω1) · · · (x− ωn)

If σ is an element ofG(K/k), σ permutesω1, . . . , ωn so thatσ leaves
the polynomial f (x) unaltered. The coefficients of this polynomial are
fixed under all elements ofG and hence sincek is the fixed fieldG, f (x) ∈
k[x]. Hence the minimum polynomial roots of the minimum polyno-
mial of ω, sinceω1, . . . ωn are conjugates. Thusf (x)/φ(x). Therefore
K splitting field ofφ(x), φ(x) has all roots distinct. ThusK/k is normal
and separable. �

Suppose nowK/k is normal and separable. Consider the group46

G(K/k) of k-automorphisms ofK. Let α ∈ K. SinceK/k is separable,
all conjugates ofα are distinct. Also sinceK/k is normalK contains all
the conjugates. Ifα is fixed under allσ ∈ G(K/k), thenα is a purely
inseparable element ofK and hence is ink.

Our theorem is thus proved.
We thus see that galois extensions are identical with extension fields

which are both normal and separable.
Examples of Galois extensions are the splitting fields of polynomials

over perfect fields.
Let k be a field of characteristic, 2 and letK = k(

√
α) for α ∈ k

and
√
α < k.(

√
α)2
= α ∈ k. Every element ofK is uniquely of the form

a+
√
α · b, a, b ∈ k. If σ is an automorphism ofK which is trivial onk,

then its effect onK is determined by its effect on
√
α. Now

α = σ
{

(
√
α)2

}

= σ(
√
α).σ(

√
α)

or thatσ(
√
α)/
√
α = λ is such thatλ2

= 1. Sinceλ ∈ K, λ = ±1. Thus
σ is either th identity or the automorphism

σ(
√
α) = −

√
α

ThusG(K/k) is a group of order 2.K/k is normal and separable.
We shall obtain some important properties of galois extensions.
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1) If K/k is a galois extension and k⊂ L ⊂ K, then K/L is a galois
extension also.

For, K/L is clearly separable. We had already seen that it is normal.47

If we denote byG(K/L) the galois group ofK over L, thanG(K/L)
is a subgroup ofG(K/k).

2) If k ⊂ L1 ⊂ L2 ⊂ K thenG(K/L2) is a subgroup of G(K/L1). This
is trivial.

3) If {Kα} is a family of galois extensions of k contained inΩ then
⋂

α
Kα

andk(
⋃

α
Kα) are galois.

This follows from the fact that this is already true for normal and
also for separable extensions.

4) If K/k is galois and Land L′ are two intermediary fields of K/k
which are conjugate over k, thenG(G/L) andG(K/L′) are conjugate
subgroups of G(K/k) and conversely.

Proof. SinceL andL′ are conjugate overk letσ be an automorphism of
K/k so thatσL = L′. Let τ ∈ G(K/σL). Then for everyω ∈ σL

τω = ω

Butω = σω′ for ω′ ∈ L. Thus

σ−1τσω′ = ω′

Since this is true for everyω′ ∈ L, it follows that

σ−1G(K/σL)σ ⊂ G(K/L)

In a similar manner one proves thatσG(K/L)σ−1 ⊂ G(K/σL) which
proves our contention. �

Conversely suppose thatL andL′ are two subfields such thatG(K/L)
andG(K/L′) are conjugate subgroups ofG(K/k). Let G(K/L′) = σ−1

G(K/L)σ. Letω ∈ L′ andτ ∈ G(K/L). Thenσ−1τσ ∈ G(K/L′) and so48
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σ−1τσω = ω

or τ(σω) = σω. This being true for allτ, it follows thatσω ∈ L for all
ω in L′. ThusσL′ ⊂ L′. We can similarly prove thatσ−1L ⊂ L′ which
proves our statement.

In particular letL/k be a normal extension ofk which is contained
in K. ThenσL = L for all σ ∈ G(K/k). This means thatG(K/L) is a
normal subgroup ofG(K/k). On the other hand ifL is any subfield such
thatG(K/L) is a normal subgroup ofG(K/k) then by aboveσL = L for
all σ ∈ G(K/k) which proves thatL/k is normal. Thus

5) Let k ⊂ L ⊂ K. ThenL/k is normal⇐⇒ G(K/L) is a normal
subgroup of G(K/k)

6) If L/k is normal, thenG(K/k) ≃ G(L/k)/G(K/L).

Let σ ∈ G(K/k) andσ̄ the restriction ofσ to L. Thenσ̄ is an auto-
morphism ofL/k so thatσ̄ ∈ G(L/k). Nowσ→ σ̄ is a homomorphism
fo G(K/k) into G(L/k). For

στω = στω = σ(τω) = σ̄τ̄ω for all ω ∈ L. Thusσ̄τ̄ = στ
The homomorphism isontosince every automorphism ofL/k can be 49

extended into an automorphism ofK/k. Now σ̄ is identity if and only if

σ̄ω = ω

for all ω ∈ L. Thusσ ∈ G(K/L). Also everyσ ∈ G(K/L) has this
property so that the kernel of the homomorphism isG(K/L).

Let K/k be a finite galois extension. Every isomorphism ofK/k in
Ω is an an automorphism. AlsoK/k being separable,K/k has exactly
(K : k) district isomorphisms. This shows that

(K : k) = order ofG.

We shall now prove the converse

7) If G is a finite group of automorphisms of K/k having k as the
fixed field then (K: k) = order of G.
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Proof. Letσ1, . . . , σn be then elements ofG andω1, . . . ωn+1 anyn+ 1
elements ofK. Denote byVK the vector space overK of n dimensions
formed by n- tuples (α1, . . . , αn). Definen+ 1 vectorsΩ1, . . . ,Ωn+1 by

Ωi = (σi(ωi), . . . , σn(ωi))i = 1, . . . , n+ 1

Among these vectors there existsm≤ n vectors linearly independent
overK. LetΩ1, . . . ,Ωm be independent. Then

Ωm+1 =

m
∑

n=1

aiΩi ai ∈ K

This equation gives, for the components of theΩ′s,

σℓ(ωm+1) =
m

∑

1=i

aiσℓ(ωi)α = 1, . . . , n.

�

Sinceσ1, . . . , σn form a group thenσnσ1, . . . , σnσn are again the
elementsσ1, . . . , σn in some order. Thus50

σhσℓ(ωm+1) =
m

∑

i=1

σh(ai |σhσℓ(ωi)

which means

σℓ(ωm+1) =
m

∑

i=1

σh(ai)σℓ(ωi) i = 1, . . . , n

subtracting we have

m
∑

i=1

(σh(ai) − aiσℓ(ωi) = 0

which means that
m

∑

i=1

(

σh(ai ) − ai
)

Ωi = 0



7. Galois extensions 43

From linear independence, it follows thatσh(ai) = ai for all i. But
h is arbitrary. Thusai ∈ k. We therefore have by takingσ1 to be the
identity element ofG

ωm+1 =

m
∑

i=1

aiωi

ai are ink, not all zero. Hence

(K : k) ≤ n.

But every element ofG is an isomorphism ofK/k. Thus

(K : k) ≥ order ofG = n.

Our assertion is established.
SupposeK/k is a galois extension. For every subfieldL of K/k, the

extensionK/L is galois. We denote its galois group byG(L) and this
is a subgroup ofG(K/k). Supposeg is any subgroup ofG(K/k) and let
F(g) be its fixed field. ThenF(g) is a subfield ofK. The galois group
G(F(g)) of K/F(g) contains g.In general one has only 51

g ⊂ G(F(g))

Let now K/k be afinite galois extension. Letg be a subgroup of
G(K/k) = G andF(g), the fixed field ofg. Then by above

(

K : F(g)
)

= order ofg.

and so
g = G

(

K/F(g)
)

If g1 andg2 are two subgroups ofG with g1 ⊂ g2 thenF(g1) and
F(g2) are distinct. For ifF(g1) andF(g2) are identical, then by above
g1 = G(K/F(g2)) = g2. We thus have the

Main Theorem(of finite galois theory).Let K/k be a finite galois ex-
tension with galois group G. Let M denote the class of all subgroups
of G and N the class all subfield of K/k. Letφ be the mapping which
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assigns to every subgroup g∈ M, the fixed field F(g) of g in N. Thenφ
is a mapping of M onto N which is biunivocal.

In order to restore this property even for infinite extensions, we de-
velop a method due originally to Krull.

Let K/k be a galois extension with galois groupG(K/k). For every
ω ∈ K, we denote byGω the galois groupG(K/k(ω)). This then is
a subgroup ofG(K/k). We makeG(K/k) into a topological group by
prescribing the{Gω} as a fundamental system of neighbourhoods of the
identity elemente ∈ G(K/k). Obviously

⋂

α
Gα = (e). Forσ ∈

⋂

α Gα ⇒
σα = α for all α ∈ K so thatσ = e. It is easy to verify that{Gα} satisfy
the axioms for a fundamental system of open sets containing the identity52

elementse.
Any open set inG is therefore a union of sets of type{σGα} or a

finite intersection of such. Also sinceGα are open subgroups they are
closed; for,σGα is open for allσ and hence

⋃

σ,e

σGα

is also open. ThereforeGα is closed. This proves that the topology on
G makes ittotally disconnected. We call the topology onG the Krull
topology.

If g is a subgroup ofG, ḡ the closure ofg is also a subgroup. We
now prove the

Lemma. Let g be a subgroup of G a and L its fixed field. Then

G(K/L) = ḡ (the closure of g).

Proof. Let ω be an element inK and f (x) its minimum polynomial in
k. Considerf (x) as a polynomial overL and letL′ be its splitting field
over L. ThenL′/L is a galois extension. The restriction of elements of
g to L′ are automorphisms ofL′ with L as fixed field (by definition of
L). By finite galois theory these are all the elements of the galois group
of L′/L. This means that every automorphism ofL′/L comes from an
elements ofg. �
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Let σ ∈ G(K/L). Let ω be any element inK and G the group
G(K/k(ω)). The restriction ofσ to L′ is an automorphism ofL′ with
L as fixed field. There is thus an elementτ ∈ g, which has onL′ the
same effect asσ. Henceτ−1σ is identity onL′ and sinceω ∈ L′ we get

τ−1σω = ω

This means thatτ−1σ ∈ Gω by definition ofGω. Henceσ−1τ ∈ Gω 53

or τ ∈ σGω. But σGω is an open set containingσ. Therefore since
{σGω} for all Gω form a fundamental system of neighbourhoods ofσ

we conclude that
σ ∈ ḡ.

ThusG(K/L) ⊂ ḡ
Let nowσ ∈ ḡ. ThenσGω is a neighbourhood ofσ and so intersects

g in a non empty set. Letω ∈ L. Let τ ∈ σGω ∩ g. Letσ′ in Gω such
that

σσ′ = τ

By definition ofτ, τω = ω. But τω = σσ′ω = ω. Thereforeσσ′ ∈ Gω.
Butσ′ is already is inGω. Thereforeσω = ω. Alsoω being arbitrary

σL = L

which means thatσ ∈ G(K/L). Thus

ḡ ⊂ G(K/L)

and our contention is established.
From the lemma, it follows that ifL is an intermediary field, the

galois groupG(K/L) is a closed subgroup ofG(K/k). On the other hand
if g is a closed subgroup ofG andF(g) its fixed field then

G
(

K/F(g)
)

= ḡ = g.

we have hence the fundamental

Theorem 8. Let K/k be a galois extension and G(K/k) the galois group
with the Krull - topology. Let M denote the set of closed subgroups of
G and N the set of intermediary fields of K/k. Letφ be the mapping
which assigns to every g∈ M, the fixed field F(g) of g in N. Thenφ is a 54

biunivocal mapping of M on N.
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Suppose now thatK/k is a galois extension andL is an intermediary
field. Let G(K/k) andG(K/L) be the galois groups. OnG(K/L) there
are two topologies, one that is induced by the topology onG(K/k) and
the other the topology thatG(K/L) possesses as a galois extension. If55

L′ is a subfield ofK/L so thatL′/L is finite, thenG(K/L′) is an open set
in the inherent topology onG(K/L). On the other handL′ = L(ω) since
L′/L is a separable extension.

Thus
G(K/L′) ⊂ Gω ∩G(K/L)

which proves that the two topologies are equivalent. Here wehave used
the fact that a finite separable extension ofL is simple. We gave already
seen the truth of this statement ifL is infinite. In caseL is finite it is
proved in the next section. ‘ In a similar manner ifK/k is galois andL is
a normal extension ofk in K, then onG(L/k) there are two topologies,
one the inherent one and the other the topology of the quotient group
G(K/k)/G(K/L). One can prove that the two topologies are equivalent.

We call an extensionK/k abelianor solvableaccording asG(K/k)
is abelian or a solvable group. IfK/k is a galois extension andG(K/k)
its galois group with the Krull topology letH denote the closure of the
algebraic commutator subgroup ofG(K/k). H is called the topological
commutator subgroup. IfL is its fixed field, then sinceH is normal,L/k
is a galois extension. Its galois group is isomorphic toG/H which is
abelian. From the property of the commutator subgroup, it follows that
L is themaximal abelian subfield ofK/k.

8 Finite fields

Let K be a finite field ofq elements,q = pn wherep is the characteristic
of K. LetΓ be the prime field ofp elements. Then

(K : Γ) = n

K∗ the group of non-zero elements ofK is an abelian group of order
q− 1. Forα ∈ K∗ we have

αq−1
= 1
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1 being the unit element ofK. Theq − 1 elements ofK∗ are roots of
xq−1 − 1. Also

xq−1 − 1 =
∏

α∈K∗
(x− α).

Let α ∈ K∗. Let d be its order as an element of the finite groupK∗.
Thenαd

= 1. Consider the polynomialxd − 1. It has inK∗ at most d
roots. Alsod/q− 1. But

xq−1 − 1 = (xd − 1)(xq−1−d
+ · · · )

Sincexd − 1 andxq−1−d
+ · · · both have respectively at mostd and

q− 1− d roots inK∗ and they togetherq− 1 roots inK∗ it follows that
for every divisord of q−1, xd−1 has exactlyd roots inK∗. These roots
from a group of order d. If it is cyclic then there is an element of order
d and there are exactlyφ(d) elements of order d. Also

∑

d/q−1

φ(d) = q− 1

which proves that for every divisord of q−1 there areφ(d) ≥ 1 elements 56

of order d. Thus

1) The multiplicative group of a finite field is cyclic.

Let k be a finite ofq elements andK a finite extension ofk of degree
n. ThenK hasqn elements. SinceK∗ is cyclic, letρ be a generator
of K∗. Then

K = k(ρ)

which proves

2) Every finite extension of a finite field is simple.

For a finite field of characteristicp, a→ ape
is an automorphism of

K. Sincek hasq elements we have

aq
= a

for everya ∈ k.
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Now a→ aq is an automorphism ofK/k which fixes elements ofk.
Call this automorphismσ. σ is determined uniquely by its effect on
a generatorρ of K∗. Consider the automorphisms

1, σ, σ2, . . . , σn−1

These are distinct. For,

σiρ = σi−1(σρ) = σi−1(ρq) = ρqi

Henceρq
= 1⇐⇒ qi ≡ o( mod qn) or i = o (Sincei < n). But K/k

being of degreen cannot have more thann automorphisms. We have

3) The galois group of a finite extension of a finite field is cyclic.

The generatorσ of this cyclic group, defined by

σa = aq

is called theFrobenius automorphism. It is defined without any ref-
erence to a generator ofK∗.57

Let L be an intermediary field ofK/k. Then (L : k) is a divisor of
(K : k) = n. If d = (L : k) thenL hasqd elements. Also sinceK/k
has a cyclic galois group, there is one and only one subgroup of a
given order d. Hence

4) The number of intermediary fields ofK/k is equal to the number of
divisors ofn.



Chapter 3

Algebraic function fields

1 F.K. Schmidt’s theorem

Let K/k be an extension field andx1, . . . , xn+1 any n + 1 elements of 58

K. Let R = k[z1, . . . , zn+1] be the ring of polynomials inn+ 1 variables
overk. Let Y be the ideal inR of polynomials f (z1, . . . , zn+1) with the
property

f (x1, . . . , xn+1) = 0.

Then clearlyY is a prime ideal ofR. Also sinceR is a Noetheeian
ring, Y is finitely generated. Note thatY = (o) if and only if x1, . . . ,

xn+1 are algebraically independent overk. Y is called theideal of the
setx1, . . . , xn+1.

We shall consider the case where the setx1, . . . , xn+1 has dimension
n overk, that is thatk(x1, . . . , xn+1) is of transcendence degreen overk.
We prove

Theorem 1. Y is a principal ideal generated by an irreducible polyno-
mial.

Proof. Without loss in generality we may assume thatx1, . . . , xn are al-
gebraically independent overk and that xn+1 is algebraic over
k(x1, . . . , xn), so thatY , (o). �

49
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Consider the degrees of the polynomialsf (z1, . . . , zn+1) (in Y ) in
the variablezn+1. These degrees have a minimum greater than zero since
Y , (o), andx1, . . . , xn are algebraically independent overk. Let ϕ be
a polynomial inY of smallest degree inzn+1. Put

ϕ = Aozλn+1 + A1zλ−1
n + . . . + Aλ

where A0,A1, . . . ,Aλ are polynomials inz1, . . . zn with coefficients in59

k. We may assume thatA0,A1, . . . ,Aλ have no common factor in
k[z1, . . . , zn]. For if A(z1, . . . , zn) is a common factor ofA0, . . . ,Aλ then

ϕ(z1, . . . , zn+1) = A(z1, . . . , zn)ϕ1(z1, . . . , zn+1)

and so, sincex1, . . . , xn are algebraically independent,

ϕ1(x1, . . . , xn+1) = o

andϕ1 will serve our purpose. So we can takeϕ to be a primitive poly-
nomial inzn+1 overR′ = k[z1, . . . , zn].

Clearlyϕ is irreducible inR′. For, if

ϕ = g1(z1, . . . , zn+1) g2(z1, . . . , zn+1)

thengi(x1, . . . , xn+1) = 0 for i = 1 or 2, so that eitherg1 or g2 is in Y .
Both cannot have a term inzn+1 with non zero coefficient. For then the
degrees inzn+1 of g1 of g2 will both be less that ofϕ in zn+1 contradicting
the definition ofφ. So oneg1, g2 sayg1 is independent ofzn+1. But this
means thatϕ is not a primitive polynomial.

Thus we have chosen inY a polynomialϕ which os irreducible, of
the smallest degree inzn+1 and primitive inR′[zn+1].

Let ψ(z1, . . . , zn+1) be any other polynomial inY .
SinceF = k(z1, . . . , zn) is a field,F[zn+1] is a Euclidean ring so that

in F[zn+1] we have

ψ(z1, . . . , zn+1) = A(z1, . . . , zn+1) ϕ(z1, . . . , zn+1) + L(z1, . . . , zn+1)

whereA and L are polynomials inzn+1over F. Here eitherL = o or60

degree ofL in zn+1 is less than that ofϕ. If L , o, then we may multiply
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both sides of the above equation by a suitable polynomial inz1, . . . , zn

overk so that

B(z1, . . . , zn)ψ = C(z1, . . . , zn+1)ϕ(z1, . . . , zn+1) + L1(z1, . . . , zn+1)

L1 having in zn+1 the same degree asL. Sinceϕ andψ are inY , it
follows thatL1 ∈ Y . Because of degree ofL1, it follows that

L1 = L = 0.

Thus

B(z1, . . . , zn)ψ = A(z1, . . . , zn+1)ϕ(z1, . . . , zn+1)

Sinceϕ is a primitive polynomial, it follows thatϕ dividesψ and our
theorem is proved.

We callϕ the irreducible polynomial of x1, . . . xn+1 over k.
Note that sincex1, . . . xn are algebraically independent overk, the

polynomial
ϕ1(zn+1) = ϕ(x1, . . . , xn, zn+1)

overk(x1, . . . , xn) is irreducible inzn+1.
Let x1, . . . , xn+1be of dimensionn overk andϕ the irreducible poly-

nomial of x1, . . . , xn+1 overk. Let ϕ be a polynomial inz1, . . . , zi+1 but
not in zi+2, . . . , zn+1, that is it does not involvezi+2, . . . , zn+1 in its ex-
pression. Consider the fieldL = k(x1, . . . , xi+1). becausex1, . . . , xi+1 are
algebraically dependent (ϕ(x1, . . . , xi+1) = 0), 61

dimk L ≤ i.

But k(x1, . . . , xn+1) = L(xi+2, . . . , xn+1) so that

dimL k(x1, . . . , xn+1) ≤ n− i.

Since dimensions are additive, we have

n = dimk L + dimL k(x1, . . . , xn+1) ≤ i + n− i = n.

Thus L has overk the dimensioni. Sinceϕ is a polynomial in
z1, . . . , zi+1 every one of these variables occurring, with non zero co-
efficients, we get the
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Corollary. If x1, . . . , xn+1 be n+ 1 elements of K/k and have dimension
n, there exist among them i+ 1 elements, i≤ n, say x1, . . . , xi+1 (in some
order) such that k(x1, . . . xi+1) has dimension i over k and every i of them
are algebraically independent.

Let K/k be a transcendental extension with a transcendence baseB
over k. ThenK/k(B) is algebraic. We callK/k an algebraic function
field if

(1) B is a finite set

(2) K/k(B) is finite algebraic.

Let dimk K = n. There existx1, . . . , xn in K which form a tran-
scendence base ofK/k. If K is an algebraic function field thenK/k(x1,

. . . , xn) is finite algebraic. HenceK = k(x1, . . . , xm),m ≥ n, is finitely
generated. This shows that algebraic function fields are identical with
finitely generated extensions.

An algebraic function fieldK/k is said to beseparably generated62

if there exists a transcendence basex1, . . . , xn of K/k such that
K/k(x1, . . . , xn) is a separable algebraic extension of finite degree.
x1, . . . , xn is then said to be aseparating base. Clearly every purely tran-
scendental extension is separably generated. Also, ifk has characteristic
zero andK is an algebraic function field, it is separably generated. In
this case every transcendence base is a separating base. This is no longer
true if k has characteristicp , o.

For example, letK = k(x, y) be a function field of transcendence
degree one and let

x2 − yp
= o.

Let k have characteristicp , 2. Obviouslyx andy are both transcen-
dental overk. But K/k(x) is a simple extension generated byy which is
a root of

zp − x2

overk(x)[z] and sincek has characteristicp, K/k(x) is purely insepara-
ble. On the other handK/k(y) is separable sincex satisfies overk(y) the
polynomial

x2 − yp.
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Thusy is separating but notx.
An algebraic function field which is not separably generatedis said

to be inseparably generated. This means that for every baseB of K/k.
K/k(B) is inseparably algebraic.

In algebraic geometry and in algebraic function theory, it is of im- 63

portance to know when an algebraic function field is separably gener-
ated. An important theorem in this regard is theorem 2 due to F.K.
Schmidt. We shall first prove a

Lemma . Let k be a perfect field of characteristic p, o and K =
k(x1, . . . , xn+1) an extension field of dimension n. Then K is separably
generated.

Proof. Let ϕ be the irreducible polynomial ofx1, . . . , xn+1 and let it be
a polynomial inz1, . . . , zi+1 but in zi+2, . . . , zn+1. Then

ϕ(x1, . . . , zt, . . . , xi+1)

is irreducible overk(x1, . . . , xt−1, xt+1, . . . , xi+1) for everyt, 1 ≤ t ≤ i+1.
At least for onet, ϕ(z1, . . . , zt, . . . , zi+1) is a separable polynomial inzt

overk(z1, . . . , zt−1, . . . , zi+1). For, if it is inseparable in everyzt, then

ϕ(z1, . . . , zi+1) ∈ k[zp
1, . . . , z

p
i+1]

and sincek is perfect, this will mean thatϕ(z1, . . . , zi+1) is thepthpower
of a polynomial ink[z1, . . . , zi+1] which contradicts irreducibility ofϕ.
So, for somezt, sayz1, we haveϕ(z1, x2, . . . , xi+1) is a separable poly-
nomial. Hencex1 is separable overk(x2, . . . , xi+1) and so overk(x2,

. . . , xn+1). But x2, . . . , xn+1 has dimensionn and our lemma is proved.
�

Corollary . Under the conditions of the lemma, a separating base of n
elements may be chosen from among x1, . . . , xn+1.

We are now ready to prove the theorem ofF.K.Schmidt. 64

Theorem 2. Every algebraic function field K over a perfect field k is
separably generated.
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Proof. Obviously, the theorem is true ifk has characteristic zero. So
let k have characteristicp , o. Let K = k(x1, . . . , xm) and letn be the
dimension ofK/k. Thenm ≥ n. If m = n there is nothing to prove.
Let m = n + q. If q = 1 then lemma 1 proves the theorem. So let us
assume theorem proved forq − 1 instead ofq > 1. We may assume,
without loss in generality thatx1, . . . , xn is a transcendence base ofK/k.
Consider the fieldsL = k(x1, . . . , xn, xn+1). It satisfies the conditions
of the lemma. Hence there existn elements amongx1, . . . , xn+1 say
x1, . . . , xt−1, xt+1, . . . xn+1 which from a separating base ofL/k. Thusxt

is separable overk(x1, . . . , xt−1, . . . , xn+1) and hence over

M = k(x1, . . . , xt−1, xt+1, xt+2, . . . , xm)

M/k now satisfies the induction hypothesis and so is separably gen-
erated. SinceK/M is separable, it follows thatK is separably gener-
ated. �

We could prove even more if we assume as induction hypothesisthe
fact that amongx1, . . . , xm there exists a separating base.

2 Derivations

Let R be a commutative ring with unit element e. A mappingD of R
into itself is said to be aderivationof R if

(1) D(a+ b) = Da+ Db65

(2) D(ab) = aDb+ bDa

for a, b ∈ R. It is said to be a derivationover a subringR′ if for every
a ∈ R′, Da = o. It then follows that fora ∈ R′ andx ∈ R

Dax= aDx

The setRo of a ∈ R with Da = o is a subring ofR and contains e.
For,

De= De2
= De. e+ e. De= 2De;
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soDe= o. If Da = o, Db = o, then

D(a+ b) =Da+ Db = o

D(ab) = aDb+ bDa= o

ThusRo is a subring. We callRo thering of constants of the deriva-
tion D.

If R is a field, thenRo also is a field. For, ifx ∈ Ro andx , o, then

o = De= Dx.x−1
= Dx.x−1

+ x.Dx−1

Thus
Dx−1

= o

so thatx−1 ∈ Ro.
D is said to be anon-trivial derivation ofR if there is anx ∈ R with

Dx , o. It follows from above that

Theorem 3. A prime field has no non-trivial derivations.

A Derivation D̄ of R is said to be anextensionof a derivationD of a
subringR′ of R if D̄a = Da for a ∈ R′. We now prove the 66

Theorem 4. If K is the quotient field of an integrity domain R, then a
derivation D of R can be uniquely extended to K.

Proof. Every elementc in K can be expressed in the formc =
a
b

, a,

b ∈ R. If an extensionD̄ of D exists, then

D̄a = Da

But a = bcso that

Da = D̄a = D̄bc= bD̄c+ cDb

Therefore

D̄c =
Da− cDb

b
=

bDa− aDb

b2
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If c is expressed in the form
a′

b′
, a′, b′ ∈ R thenab′ = ba′and so

Da.b′ + a.Db′ = Db.a′ + bDa′

or that
Da′ − cDb′

b′
=

Da− cDb
b

which proves thatD̄c does not depend on the wayc is expressed as
the ratio of two elements fromR. We have therefore only to prove the

existence ofD̄. In order to prove this, put forc =
a
b

D̄c =
bDa− aDb

b2
;

we should verify that it is a derivation, is independent of the wayc is
expressed as ratio of elements inR and that it coincides withD on R.
These are very simple. �

Let D1, D2 be two deviations ofR. DefineD = D1 + D2 by Da =67

D1a + D2a for a ∈ R. Then it is easy to verify thatD is a derivation of
R. Furthermore ifa ∈ RdefineaD by

(aD)x = a.Dx

By this means, the derivations ofR from an R module, Suppose
D1, . . . ,Dr from a basis of the module of derivations ofR.

Then every derivationD of R is of the form

D =
∑

i

aiDi , ai ∈ R.

Let R be an integrity domain and̄D1, . . . , D̄r the unique extensions
of D1, . . . ,Dr respectively toK, the quotient, field ofR. ThenD̄1, . . . , D̄r

are linearly independent overK. For, if
∑

i

1i D̄i = o, 1i ∈ K
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then write 1i =
ai

bi
, ai , bi ∈ R. We get

∑

i

ai
bi

D̄i = o.

Multiplying throughout byb1, . . . , br which is not zero, we get
(
∑

i
λD̄i)t = o for every t ∈ R. Therefore

∑

i
λiDi = o which implies

thatλi = o or ai = o.
Also, since every derivationD of K is an extension of a derivation

of R, it follows that the derivations ofK from anr-dimensional vector
space overK.

Let us now consider the case whereR = k[x1, . . . , xn] is the ring of
polynomials inn variablesx1, . . . , xn. Then mappings

Di : a→ ∂a
∂xi

, i = 1, . . . , n

are clearly derivations ofR overk. They form a base of derivations of68

Rwhich are trivial onk. For, if
∑

i

aiDi = o, ai ∈ R

then, sinceDi(x j) = δi j , we get

o = (
∑

i

aiDi)x j = a j , j = 1, . . . , n.

Also, if D is any derivation ofRwhich is trivial onk, then letDxi =

ai . Put
D̄ = D −

∑

i

aiDi .

Then
D̄x j = Dx j − (

∑

i

aiDi)x j = o

which shows that sincex1, . . . , xn generateR, D̄ = o.
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SupposeD is any derivation ofk and letD̄ be an extension ofD to R.
Let D̄xi = ai . Let Do be another extension ofD which has the property
Doxi = ai , i = 1, . . . , n.

ThenD − Do is a derivation ofRwhich is trivial onk. But since

(D − Do)xi = o, i = 1, . . . , n

it follows thatD = Do. This gives us the

Theorem 5. The derivations of K= k(x1, . . . , xn), the field of rational
functions of n variables over k which are trivial on k from a vector space
of dimension n over K. A basis of this space of derivations is given by
the n partial derivations

Di =
∂

∂xi
, i = 1, . . . , n.

Furthermore if D is any derivation of k, there exists only oneextension69

D̄ of D to K for which

D̄xi = ai , i = 1, . . . , n

where a1, . . . , an are any n quantities of K arbitrarily given.

We now consider derivations of algebraic function fields.
Let K = k(x1, . . . , xm) be a finitely generated extension ofk. Put

T = k[x1, . . . , xm]. In order to determine all the derivations ofK, it is
enough to determine the derivations ofT sinceK is the quotient field of
T. Let D be a derivation ofk; we wish to find extensions̄D of D to K.

Let Rdenote the ring of polynomialsk[z1, . . . , zm] in m independent

variables. For any polynomialf (x1, . . . , xm) in T, denote by
∂ f
∂xi

the

polynomial obtained by substitutingzi = xi , i = 1, . . . ,m in
∂ f̄
∂zi

where

f̄ = f (z1, . . . , zm) is in R.
If

f =
∑

λ

aλ1, . . . , λmxλ1
1 · · · x

λm
m
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aλ1, . . . , λm ∈ k, put

f D
=

∑

λ

(Daλ1, . . . , λm)xλ1
1 · x

λm
m .

Obviously f D is a polynomial inT. If D̄ is an extension of the
derivationD, then clearly

D̄ f = f D
+

m
∑

i=1

∂ f
∂xi

D̄xi

for any f ∈ T. Also D̄ is determined uniquely by its values onx1, . . . , xm 70

which generateT. Now D̄xi cannot be arbitrary elements ofT. For, let
Y be the ideal inRof the setx1, . . . , xm.

Then for f (z1, . . . , zm) in Y ,

f (x1, . . . , xm) = o.

Therefore, sincēDo = 0, theD̄xi would have to satisfy the infinity
of equations

0 = f D
+

m
∑

i=1

∂ f
∂xi

D̄xi

for every f in Y .
Conversely, supposeu1, . . .um arem elements inT satisfying

f D
+

m
∑

i=1

∂ f
∂xi

ui = 0

for every f in Y . For anyϕ in T defineD̄ by

D̄ϕ = ϕD
+ f D

+

m
∑

i=1

∂ϕ

∂xi
D̄xi

whereD̄xi = ui . Then clearlyD̄ is a derivation ofT and it coincides
with D onk. FurthermoreD̄ does not depend on the wayϕ is expressed
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as a polynomial inx1, . . . , xm. For, if ϕ = a(x1, . . . , xm) = b(x1, . . . , xm)
then, sincea− b ∈ Y have

aD − bD
+

∑

i

( ∂a
∂xi

ui −
∂b
∂xi

ui

)

= o

which proves our contention. Hence

Theorem 6. Let K = k(x1, . . . , xm) and D a derivation of k. LetY71

be ideal in k[z1, . . . , zm] of the set x1, . . . , xm. Let u1, . . . , um be any
elements of K. There exists a derivation̄D and only one satisfying

D̄xi = ui , i = 1, . . . ,m

and extending the derivation D in k, if and only if, for every f∈ Y

f D
+

m
∑

i=1

∂ f
∂xi

ui = o.

and then for everyϕ in K,

D̄ϕ = ϕD
+

m
∑

i=1

∂ϕ

∂xi
ui .

The infinite number of conditions above can be reduced to a finite
number in the following manner. SinceR= k[z1, . . . , zm] is a noetherian
ring, the idealY has a finite setf1, . . . , fs of generators so thatf ∈ Y

may be written

f =
s

∑

i=1

Ai fi , Ai ∈ R

Supposef1, . . . , fs satisfy the above conditions, then since

f D(x) =
∑

i

AD
i fi +

∑

i

f D
i Ai

∂ f
∂xi
=

∑

j

A j
∂ f j

∂xi
+

∑

j

f j
∂A j

∂xi
,
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we get

f D(x) +
m

∑

i=1

∂ f
∂xi

ui = o.

We may therefore replace the above by the finitely many conditions

f D
i +

m
∑

j=1

∂ f
∂x j

u j = o, i = 1, . . . , s.

We now consider a few special cases. 72

Let K = k(x) be a simple extension ofk. Let D be a derivation ofk.
We will study extensions̄D of D into K.

(1) First letx be transcendental overk. The ideal ofx in k[z] is zero.
This means that we can prescribēDx arbitrarily. Thus for every
u ∈ K there exists one and only extension̄D with

D̄x = u

(2) Let now x be algebraic overk. Supposex is inseparable over
k. Let f (z) be the minimum polynomial ofx in k[z]. Then f (z)
generates the ideal ofx in k[z]. But xbeing inseparable,f ′(x) = o.
This means thatD has to satisfy

f D
= o.

Also, D̄ is uniquely fixed as soon as we assign a valueu to D̄x.
This can be done arbitrarily as can be easily seen. Thus thereexist
an infinity of extensions̄D.

(3) Finally, letX be separable. Thenf (z), the irreducible polynomial
of x overk is such that

f ′(x) , o.

Since f (z) generatesY we must have

f D(x) + f ′(x)D̄x = o,
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or thatD̄x is uniquely fixed byD.

−D̄x =
f D(x)
f ′(x)

(*)

There is thus only one extension ofD to K and it is given by (∗).
In particular,K has no derivations, except the trivial one, overk.73

We shall now prove

Theorem 7. In order that a finitely generated extension K= k(x1,

. . . , xn) be separably algebraic over k, it is necessary and sufficient that
K have no non-trivial derivations over k.

Proof. If K/k is algebraically separable, then sinceK is finitely gener-
ated overk, it follows thatK = k(x) for somex and the last of the con-
siderations above shows thatK has no nontrivial derivations overk. �

Suppose nowK/k has no-trivial derivations. In casen = 1, our
considerations above show thatK/k is separable. Let nown > 1 and
assume that theorem is proved forn− 1 instead ofn.

Put
K = K1(xn) K1 = k(x1, . . . , xn−1).

Then xn is separably algebraic overK1. For, if not, let x1 be in-
separable overK1 or transcendental overK1. In both cases the zero
derivation inK1 can be extended into a non-trivial deri-vation ofK con-
tradictions hypothesis overK.

Thusxn is separable overK1. This implies, sinceK has no deriva-
tions overk thatK1 and our theorem is proved.

Note that in the theorem above, the fact thatK/k is finitely generated
is essential. For instance, ifk is an imperfect field andK = kp−∞ then
K/k is infinite. Also if a ∈ k thena = bp for someb ∈ K. If D is a74

derivation ofK, then

Da = Dbp
= pbp−1Db = o

This proves, in particular, that a perfect field of characteristic p , o,
has only the trivial derivation.
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If we takeK to be the algebraic closure of the rational number filed
thenK has only the trivial derivation.

Let K = k(x, y) be an algebraic function field of one variable. Let us
assume thatx is a separating variable andϕ(X,Y) the irreducible poly-
nomial ofx, y overk. Then ifD is a derivation ofK overk,

∂ϕ

∂x
Dx+

∂ϕ

∂y
Dy = o

so that if we assume thaty is separable overk(x), then
∂ϕ

∂y
, o and hence

Dy =
−∂ϕ
∂x
∂ϕ

∂y

Dx

This shows that the ratioDy/Dx is independent ofD.
Also, for any rational functionψ(x, y) of x, y

Dψ =
∂ψ

∂x
Dx+

∂ψ

∂y
Dy

which gives,ifDx , o

Dψ
Dx
=
∂ψ

∂x
− ∂ψ
∂y

( ∂ϕ

∂x
∂ϕ

∂y

)

which is a well known formula in elementary calculus.
We shall now obtain a generalisation of theorem 7 to algebraic func-

tion fields.
Let K = k(x1, . . . , xm) be an algebraic function field of dimension

n, so thato ≤ n ≤ m. Let f1, . . . , fs be a system of generators of the75

idealY of polynomials f (z1, . . . , zm) in k[x1, . . . , xm] which vanish for

x1, . . . , xm. Let
∂ f
∂xi

for f in k[z1, . . . , zm] have the same meaning as

before.
Denote byM the matrix

M =

(

∂ f
∂xi

)

i = 1, . . . ,m
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j = 1, . . . , s

wherei is the row index andj the column index. We denote by tthe
rank of the matrixM which is a matrix overK.

Let VK(D) denote the vector space of derivations ofK which are
trivial on k. This is a vector space overK. Denote byl the dimension of
VK(D) overK. We then have

Theorem 8. l+ t =m.

Proof. For any integerp, denote byWp the vector space overK of di-
mensionp, generated by p-tuples (β1, . . . , βp), βi ∈ K. �

Letσ denote the mapping

σD = (Dx1, . . . ,Dxm)

of Vk(D) into Wm. This is clearly a homomorphism ofVk(D) into Wm.
The kernel of the homomorphism is the set ofD for which Dxi = o; i =
1, . . . ,m. But sinceK is generated byx1, . . . , xm, this implies thatD = o.
ThusVk(D) is isomorphic to the subspace ofWm formed the vectors

(Dx1, . . . ,Dxm).

Consider now the vector spaceWs and let τ be the mapping
(τ(α1, . . . , αm) = (α1, . . . , αm)M of Wm into Ws. Put76

β j =

m
∑

j=1

α j
∂ fi
∂x j

; i = 1, . . . , s

so that
(β1, . . . , βs) = (α1, . . . , αm)M.

The rank of the mappingτ is clearly y equal to the rankt of the
matrix M. It is the dimension of the image byτ of Wm into Ws. The
kernel of the mappingτ is the set of (α1, . . . , αm)with

βi = o; i = 1, . . . , s.
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which, by theorem 6 is clearly isomorphic to the subspace ofWm formed
by vectors (Dx1, . . . ,Dxm), D ∈ VK(D). This, by previous considera-
tions, proves the theorem.

We shall now prove the

Theorem 9. With the same notations as before, there existℓ elements,
say x1, . . . , x1 of dimension n over k such that K/k(x1, . . . , x1) is a sepa-
rably algebraic extension.

Proof. Since the matrixM has rankt, there exists a submatrix ofM of
t rows and which is non-singular. Choose notation in such a way, that
this matrix is

P =

(

∂ f j

∂xi

)

,
i = m− t + 1, . . . ,m

j = s− t + 1, . . . , s

Note that t ≤ Min (s,m). Let L = k(x1, . . . , x1). Then
K = L(x1+p, . . . , xm). Let D be a derivation ofK over L. Then since
f j(x1, . . . , xm) = o, we must have, by theorem 6

m
∑

i=1

∂ f j

∂xi
Dxi = o.

But sinceD is zero onL, 77

Dxi = o, i = 1, . . . , l.

Thus
m

∑

i=l+1

∂ f j

∂xi
Dxi = o.

This means that

P

























Dxl+1
...

Dxm

























=

























o
...

o

























But since|P| , o, it follows that Dxl+1 = o . . . ,Dxm = o which
shows thatD = o
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But K = L(xl+1, . . . , xm) is finitely generated overL. Using theo-
rem 7, it follows thatK/L is algebraic and separable. We get inciden-
tally

n ≤ 1.

We now prove the important �

Theorem 10. Let K = k(x1, . . . , xm) be of dimension n. Then K is
separably generated over k, if and only ifdimVK(D) = n. In that case
there exists, among x1, . . . , xm, a separating base of n elements.

Proof. If VK(D) has dimensionn then theorem 9 shows that there existn
elementsx1, . . . , xn amongx1, . . . , xm suchK/k(x1, . . . , xn) is separably
algebraic. �

Suppose now thatK/k is separably generated. Lety1, . . . , yn be
a separating base so thatK/k(y1, . . . , yn) is separably algebraic.k(y1,

. . . , yn) hasn linearly independent derivationsD1, . . . ,Dn overk defined
by

Diy j =















o, if i , j

1, if i = j
78

Since K/k(y1, . . . , yn) is separably algebraic and finite, it follows
that each ofD1, . . . ,Dn has a unique extension̄D1, . . . , D̄n to K. Now
D̄1, . . . , D̄n are linearly independent overK. For, if

∑

i

ai D̄i = o, ai ∈ K,

then
∑

i

ai D̄i(y j) = o for all j.

Hencea j = o for j = 1, . . . , n. Let nowD be a derivation ofK/k and
let Dyi = ai . Put

D̄ = D −
∑

i

ai D̄i .
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ThenD̄yi = o for all i. Therefore sinceK/k(y1, . . . , yn) is separable,
D̄ = o.This proves that

dimVK(D) = n.

and our theorem is completely established.
Let K = k(x1, . . . , xn, y) wherek is of characteristicp , o andk is

an imperfect field. Lety be algebraic overk and be a root of

zp − t

t ∈ k. ThenK/k is an inseparably generated extension and

dimVK(D) = n+ 1

wheren is the dimension ofK/k.

3 Rational function fields
79

Let us now consider the fieldK = k(x) of rational functions of one

variable. Lety be any element ofK. Hencey =
f (x)
g(x)

where f andg are

polynomials inx overk. Also K is the quotient field of the ringL = k[x]
of polynomials inx.

Assume that (f (x), g(x)) = 1, that is that they have no factor in
common. Letn be defined by

n = max(degf (x), degg(x)).

If n = o, then clearlyf ∈ k, g ∈ k and soy ∈ k. Let us assume that
n , o so that at least at least one off andg is a non-constant polynomial.
n is called the degree ofy.

Let F = k(y) be the field generated overk by y.
Thenx satisfies overF the polynomial

ϕ(z) = f (z) − yg(z).
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ϕ(z) is not a constant polynomial overk(y). For, let

f (z) =
1

∑

i=o

aiz
i

g(z) =
m

∑

i=o

biz
i











































ai , bi ∈ k.

Thenn = max(1,m). The coefficient ofzn in ϕ(z) is



























a1 if 1 > m

a1 − yb1 if 1 = m

−ybm if 1 < m

In every case, it follows that sincey is not ink, ϕ(z) is a non-constant
polynomial. Sinceϕ(z) has degreen in z, it follows that

(K : F) ≤ n.

We assert thatϕ(z) is irreducible overF. For, if it is reducible over80

F[z], then sinceF = k(y), it will be reducible overk[y, z]. So letϕ(z) =
ψ1(y, z) ψ2(y, z) in k[y, z]. Sinceϕ(z) is linear iny it follows that one of
ψ1or ψ2 has to be independent ofy. But then since (f (z), g(z)) = 1, ϕ(z)
is a primitive polynomial iny over k[z]. Thereforeϕ(z) is irreducible.
This means that

(K : F) = n

It proves, in particular thaty is transcendental overk. Hence

Theorem 11. k is algebraically closed in k(x).

We can extend it to the case whereK = k(x1, . . . , xn) is a purely
transcendental extension of dimension n. We use induction on n. Theo-
rem 11 proves thatn = 1, k is algebraically closed ink(x). Let, forn− 1
instead ofn, instead ofn, it be proved thatk is algebraically closed in the
purely transcendental extensionk(x1, . . . , xn−1). Let K = k(x1, . . . , xn)
be of dimension n.
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Let z in K be algebraic overk. Then z ∈ K = K1(xn), K1 =

k(x1, . . . , xn−1). Therefore by theorem 11 sincez is algebraic overK1,
z∈ K1. By induction hypothesis,z ∈ k.

Thus

Corollary. If K = k(x1, . . . , xn) has dimension n over k, then k is alge-
braically closed in K

It is easy to extend this to the case whereK is a purely transcendental
extension of any transcendence degree.

SinceK = k(x), we call x a generatorof K overk. Let y also be a 81

generator so thatK = k(y). Then

(k(x) : k(y)) = 1

which shows by our considerations leading to theorem 11 that

y =
a(x)
b(x)

wherea(x) and b(x) are coprime and have at most the degree 1 inx.
Thus

y =
λx+ µ
νx+ ρ

whereλ, µ, ν, ρ are ink and sincey is transcendental overk,

λρ − µν , 0.

An automorphism ofK which is identity onk, is uniquely fixed by
its effect onx. If it takes x into y then x andy are related as above. If
x andy are related as above, then the mapping which assigns tox the
elementy is an automorphism.

If we consider the group of two rowed non-singular matrices,with
elements ink, then each matrix gives rise to an automorphism ofK/k.
Obviously two matricesσ andτ give rise to the same automorphism if
and only ifσ = λτ for someλ , o in k. Hence

Theorem 12. The group of automorphisms of K= k(x) over k is iso-
morphic to the factor group of the group of two rowed matricesover k
modulo the group of matricesλE, λ , 0 ∈ k and E is the unit matrix of
order 2.
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We shall call this groupP2.
From theorem 11, it follows that ifL is an intermediary field be-82

tweenK andk thenL is transcendental overk. But much more is true as
in shown by the following theorem of Luroth.

Theorem 13. If K = k(x) is a simple transcendental extension of k and
k ⊂ L ⊂ K, L = K(ω) for someω ∈ K.

Proof. We shall assume thatL , k so thatL is transcendental overk
and contains an elementt, transcendental overk andy by considerations
leading to theorem 11, we haveK/k(t) is finite algebraic. SinceL ⊃ k(t),
it follows that

(K : L) < ∞

Let x satisfy overL the irreducible polynomial

f (z) = zn
+ a1zn−1

+ · · · + an

wherea1, . . . , an ∈ L andn = (K : L). At least oneai is not ink sincex
is transcendental overk. Thea′i sare rational functions ofx. So we may
write

b0(x) f (z) = f (x, z) = b0(x)zn
+ b1(x)zn−1

+ · · · + bn(x) where
b0(x), . . . , bn(x) are polynomials inx and f (x, z) is a primitive polyno-
mial in z over k[x]. Let m be the maximum of the degrees ofb0(x),
. . . bn(x). Let ai be not ink. Then

ai =
bi(x)
b0(x)

so that degreeai ≤ m. Sinceai ∈ L andL ⊃ k(ai), it follows that

n ≤ m

Let us writew instead ofai . Thenw =
bi(x)
b0(x)

. �

Let w = h(x)/g(x) where (h(x), g(x)) = 1. ThenL ⊃ k(w).83

Also x satisfies overk(w) the polynomial

h(z) − wg(z)
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so that sincef (z) is irreducible, it follows thatf (z) dividesh(z) −wg(z),
which is a polynomial of degree≤ m in z. Let us therefore write

h(z) − wg(z) =
f (x, z)
bo(x)

ϕ(x, z)c1(x)
co(x)

whereϕ(x, z) is a primitive polynomial inz overk[x]. We therefore get

on substituting thew =
h(x)
g(x)

,

h(z)g(x) − g(z)h(x) =
g(x)c1(x)
bo(x)co(x)

. f (x, z)ϕ(x, z).

The left hand side being a polynomial inx and z, f andϕ being
primitive polynomials inzoverk[x], it follows that

h(z)g(x) − g(z)h(x) = f (x, z)ϕ1(x, z)

whereϕ1(x, z) ∈ k[x, z]. We now compare degrees inx andz on both
sides of the above identity. On the right hand side the degreein x is≥ m
since one ofbo(x), . . . , bn(x) has degreem. Therefore the left side has
degree inx ≥ m. But the degree inx equals degree ofw ≤ m. Thus
degree ofw = m. Since the left side is symmetrical inz andx,it follows
that it has degreem in z. Thereforeϕ1 has to be independent ofx.

Henceh(z) − wg(z) = f (z)ϕ(z), ϕ(z) being independent ofx. This
can happen only ifϕ(z) is a constant. This proves that

n = m.

Now (K : k(w)) = m= (K : L) andL ⊃ k(w). Thus 84

L = k(w)

and our theorem is proved.
The analogue of Luroth’s theorem forK = k(x1, . . . , xn) is not known

for n > 1.
Let K = k(x) and letG be a finite granite group of automorphism of

K/k. If L is the fixed field ofG, thenK/L is a finite extension of degree
equal to order ofG. By Luroth’s theoremL = k(y) for somey. Thus

degreey = order ofG.
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For instance, letG be the finite group of automorphisms ofK = k(x)
defined by

x→ x, x→ 1− x, x→
1
x
, x→ 1−

1
x
, x→

1
1− x

, x→
x

x− 1

This is a group of order 6 and the fixed field will bek(y) wherek(y)
consists of all rational functionsf (x) of x with

f (x) = f (1− x) = f (
1
x

) = f (1−
1
x
) = f (

1
1− x

) = f (
x

1− x
).

We have only to find a rational function of degree 6 which satisfies
the above conditions. The function

f (x) =
(x2 − x+ 1)3

x2(x− 1)2

satisfies the above conditions and soy = f (x).

Theorem 14. If G is any finite subgroup of P2 of linear transformations

x→ ax+ b
cx+ d

a, b, c, d ∈ k, ad− bc, 0 then there exists a rational function f(x) such85

that every functionϕ(x) which is invariant under G is a rational function
of f(x). f (x) is uniquely determined up to a linear transformation

λ f (x) + µ
V f(x) + ρ

λ, µ, νρ ∈ k, λρ − µν , 0.

We now consider the case of a rational function fieldK = k(x1,

. . . xn) of n variables. LetG be a finite group of automorphisms ofK
which are trivial onk and letL be the fixed field ofG. Clearly L has
transcendence degreen overk. It is not known, except in simple cases,
whetherL is a purely transcendental extension ofk or not. We shall,
however, consider the the case whereG is the symmetric group onn
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symbols. SoG ≃ Sn. Let G operate onK in the following manner. Ifσ
is an element ofSn, thenσ is a permutation

σ =

(

1, 2, 3, . . . , n
σ1, σ2, σ3, . . . , σn

)

.

We defineσ on K by

σxi = xσi ; 1, . . . , n.

We then obtain a faithful representation ofSn on K and we denote
this group again bySn. An element ofk which is fixed underSn and
which therefore is inL is called asymmetric functionof x1, . . . , xn. Ob-
viously

(K : L) = n!

and the galois group ofK/L is Sn. 86

Consider the polynomial

f (z) = (z− x1) . . . (z− xn).

Since every permutation inSn leavesf (z) fixed, it follows thatf (z) ∈
L[z]. Let us write

f (z) = zn − s1zn−1
+ s2zn−2 − · · · + (1)nsn

where
si =

∑

1≤t1<t2<...<ti≤n

xt1 · · · xti .

The quantitiess1, . . . , sn are called theelementary symmetric func-
tionsof x1, . . . xn. PutL1 = k(s1, . . . , sn). ThenL1 ⊂ L. Also f (z) is a
polynomial inL1{z} and is irreducible over it.f (z) is separable andK is
the splitting field of f (z) overL1. ThusK/L1 is galois. Sincef (z) is of
degreen

(K : L1) ≤ n!

SinceL ⊃ L1, it follows thatL = L1 and

L = k(s1, . . . , sn).

We have therefore the
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Theorem 15. Every rational symmetric function of x1, . . . , xn is a ratio-
nal function over k of the elementary symmetric functions s1, . . . , sn.

Incidentally sinceL/k has dimensionn, the elementary symmetric
functionss1, . . . , sn are algebraically independent overk.



Chapter 4

Norm and Trace

1 Norm and trace
87

Let K/k be a finite extension and letω1, . . . , ωn be a base ofK/k so that
everyω ∈ K may be written

ω =
∑

i

aiωi

ai ∈ k. By means of the regular representation

ω→ Aω

whereAω = (ai j ) is ann− rowed square matrix with

ωωi =

∑

j

ai jω j i = 1, . . . , n

the fieldK becomes isomorphic to the subalgebra formed byAω in the
algebramn(k) of n rowed matrices overk. We denote byNK/kω, SK/Kω

thenormandtracerespectively ofω ∈ K overk and they are defined by

NK/kω = |Aω|
SK/kω = traceAω.

75
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Defined as such, it follows that

NK/kωω
′
= NK/kω . NK/kω

′

SK/k(ω + ω
′) = SK/kω + SK/kω

′

for ω, ω′ ∈ K. Obviouslyω → NK/kω is a homomorphism ofK∗ into
K∗ and similarlyω → SK/kω is a homomorphism ofK+, the additive
group, intok+.

Letω′1, . . . , ω
′
n be any other basis ofK/k. Then

























ω′1
...

ω′n

























= P

























ω1
...

ωn

























whereP is a non-singular matrix inmn(k). Since88

ω

























ω1
...

ωn

























= Aω

























ω1
...

ωn

























it follows that

ω

























ω′1
...

ω′n

























= PA′ωP−1

























ω′1
...

ω′n

























which shows that by means of the new basis the matrix associated toω
is Bω where

Bω = PAωP− 1

and then we have

| Bω | = |Aω|
TraceBω = TraceAω.

This shows thatNK/kω andSK/kω are invariantly defined and do not
depend on a basis ofK/k.
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We write
fK/k(x) =| xE− Aω |

and call it thecharacteristic polynomialof ω. Obviously fK/k(0) =
(−1)n | Aω | so that

NK/kω = (−1)n fK/k(0) = (−1)nan. (1)

We also see easily that

SK/kω = −a1 (2)

where
fK/k(x) = xn

+ a1xn−1
+ · · · + an

a1, . . . , an ∈ k.
Let k ⊂ L ⊂ K be a tower of finite extensions. Let (K : L) = m

and letΩ1, . . . ,Ωm be a basis ofK/L. Similarly let (L : k) = n and let 89

ω1, . . . , ωn be a base ofL/k. Then (ω1Ω1, . . . , ωnΩm) is a base ofK/k.
Letω ∈ L and consider the matrix ofω by the regular representation of
K/k in terms of the base (ω1Ω1, . . . , ωnΩm). Call it Āω.

Then it is trivial to see that

Āω =































Aω 0
· · · · · · · · ·
· · · · · · · · ·
0 Aω































a matrix of mn rows and columns. Therefore

NK/kω =| Āω | (NK/kω)(K:L)

SK/kω = (K : L)SK/kω

Also the characteristic polynomials ofω as belonging toL and toK
respectively arefL/k(x) and fK/k(x) and they are related by

fK/k(x) = ( fL/k(x))(K:L), (3)

In particular letL = k(ω). Then fL/k(x) is the minimum polynomial
of ω. We, therefore, have the
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Theorem 1. If K/k is a finite extension andω ∈ K, ϕ(x) its minimum
polynomial over k and f(x) its characteristic polynomial, then

f (x) = (ϕ(x))r

where r= (K : k(ω)).

From our formulae above, it follows that we can compute the norm
and trace ofω in K from a knowledge of its minimum polynomial.

Let now K/k be a finite extension andω an element ofK. Let90

[K : k(ω)] = m′, [k(ω) : k] = n′ be the degrees of separability of
K over k(ω) andk(ω) over k respectively. ThenK/k hasm′n′ distinct
k-isomorphisms in an algebraic closureΩ of k. Let

{

σi j

}

, i=1,...,n′

j=1,...,m′ , be
these isomorphisms and let notation be so chosen thatσi1, . . . , σim, have
the same the same effect onk(ω). Then we may takeσ11, σ12, . . . , σn′1

as a complete system of distinct isomorphisms ofk(ω)/k in Ω.
By our considerations abovefk(ω)/k(x) is the polynomial ofω as

well as the characteristic polynomial ofω in k(ω)/k. If fK/k(x) is the
characteristic polynomial ofω in k, then

fK/k(x) = ( fk(ω)/k(x))(K:k(ω)) (4)

Now, because of the properties of the isomorphismsσi j

n′
∏

i=1

m′
∏

j=1

(x− σi jω) =
n′
∏

i=1

(x− σi1ω)m
′
. (5)

But since fk(ω)/k(x) is the minimum polynomial ofω, we have

fk(ω)/k(x) =















n′
∏

i=1

(x− σi1ω)















{k(ω):k}

where{k(ω) : k}, as usual, denotes the degree of inseparability ofk(ω)
overk. Using (5) we get



















∏

i, j

(x− σi j (ω)



















{k:k}

=















n′
∏

i=1

(x− σi1ω)















m
′{K:k}

.
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But {K : k} = {K : k(ω)} · {k(ω) : k} so that



















∏

i, j

(x− σi jω)



















{K:k}

=
{

fk(ω)/k(x)
}m′{K:k(ω)}

which proves that 91

fK/k(x) =

{

∏

σ
((x− σω)

}{K:k}
(6)

whereσ runs through all the distinct isomorphisms ofk(ω) in Ω. Using
(1) and (2) we get

NK/kω =















∏

σ

ωσ















{K:k}

(7)

ωσ is a conjugate ofω. Similarly

SK/kω = {K : k}
∑

σ

ωσ. (8)

If K/k is inseparable, then{K : k} = pt, t ≥ 1 so that for everyω ∈ K

SK/kω = o.

On the other hand, supposeK/k is finite and separable. Letσ1,

. . . , σn be all the distinct isomorphisms ofK/k inΩ, an algebraic closure
of K. Thenn = (K : k) and sinceσ1, . . . , σn are independentk-linear
functions ofK/k in Ω, it follows that

σ = σ1 + · · · + σn

is a non - trivialk−linear function ofK/k in Ω. Therefore there exists a
ω ∈ K such thatσω , 0. But by formula (8),

σω = ωσ1 + . . . + ωσn = SK/kω

so that we have the
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Theorem 2. A finite extension K/k is separable, if and only if there exist
in K an element whose trace over k in not zero.

In casek has characteristic zero, ork has characteristicp ∤ n = (K : 92

k), the unit element 1 ink has trace, o. In order to obtain an elementω
in K with SK/kω , 0, in every case we proceed thus:

Let K/k be separable andK = k(α) for an elementα. Letϕ(x) be its
irreducible polynomial overk and

ϕ(x) = (x− α1) · · · (x− αn).

It follows then that

xn−1

ϕ(x)
=

∑

i

αn−1
i

ϕ′(αi)
1

x− αi
.

Comparing coefficients ofxn−1 on both sides we get

∑

i

αn−1
i

ϕ′(αi)
= 1.

If we putω =
αn−1

ϕ′(α)
and observe thatϕ′(α) ∈ K, we get

SK/Kω = 1.

Using formula (6), it follows that ifk ⊂ L ⊂ K is a tower of finite
extensions andω ∈ K, then

NK/kω = NL/k(NK/Lω)

SK/kω = SL/k(SK/Lω)

We now give a simple application of formula (7) to finite fields.
Letk be a finite field ofq = pa elements so thatp is the characteristic

of k. Let K be a finite extension ofk so that (K : k) = n. ThenK has
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qn elements. The galois group ofK/k is cyclic of order n. Letσ be the
Frobenius automorphism. Then forω ∈ K,

ωσ = ωq.

93

The norm ofω is

NK/kω = ω · ωσ · ωσ
2
· · ·ωσ

n−1

= ω

qn − 1
q− 1 .

SinceK∗ hasqn − 1 elements,

αqn−1
= 1

for all α ∈ K∗. SinceK∗ is a cyclic group, the number of elements inK∗

with

α

qn − 1
q− 1 = 1

is preciselyqn − 1/q− 1, sinceq− 1 dividesqn − 1.
Now ω → NK/kω is a homomorphism ofK∗ into k∗ and the kernel

of the homomorphism is the set ofω in K∗ with

1 = NK/kω = ω

qn − 1
q− 1 .

By the first homomorphism theorem we have, sincek∗ has onlyq−1
elements, the

Theorem 3. If K/k is finite and k is a finite field, then every non-zero
element of k is the norm of exactly(K∗ : k∗) elements of K.

It is clear that this theorem is not in general true ifk is an infinite
field.
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2 Discriminant

Let K/k be a finite extension andω1, . . . , ωn a basis ofK/k. Supposeσ 94

is ak-linear map ofK into k, that is

σ(ω) ∈ k

σ(ω + ω′) = σω + σω′

σ(λ) = λσ(ω)

whereω, ω′ ∈ K, λ ∈ K. Let Mσ denote the matrix

Mσ
= (σ(ωiω j))

of n rows and columns. We denote byDK/kσ(ω1, . . . , ωn) its determi-
nant and call it theσ- discriminant of the basisω1, . . . , ωn of K/k. If
ω′1, . . . , ω

′
n is another basis, then

























ω′1
...

ω′n

























= P

























ω1
...

ωn

























whereP is ann rowed non-singular matrix with elements ink.
If P = (pi j ) then

ω′i =
∑

j

pi j ω j

so that

σ(ω′aω
′
b) =

∑

i, j

pai pb jσ(ωiω j)

which proves that

Dσ
K/k(ω

′
1, . . . , ω

′
n) = |P|2Dσ

K/k(ω1, . . . , ωn).

ThereforeDσ
K/k = 0 if it is zero for some basis.

We now prove
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Theorem 4. If ω1, . . . , ωn is a basis of K/k andσ a k-linear map of K
into k, then

Dσ
K/k(ω1, . . . , ωn) = 0

if and only ifσ is the zero linear mapping.95

Proof. If σ is the zero linear map, that is, one that assigns to every
elementω in K, the zero element, thenDσ

K/K = 0. Now letDσ
K/k = 0.

This means that the matrixMσ with elements ink has determinant zero.
Therefore there exista1, . . . , an in k, not all zero, such that

Mσ

























a1
...

an

























=

























0
...

0

























.

This means that
n

∑

j=1

σ(ωiω j)a j = 0; 1= 1, . . . , n.

If we put z=
∑

j
a jω j. then we have

σ(ωiz) = 0, i = 1, . . . , n.

�

Let ω be any element inK. Sincea1, . . . , an are not all zero,z , 0
and so put

ω

z
= b1ω1 + · · · + bnωn, bi ∈ k.

Thenσ(ω) = σ
(

ω

z
· z

)

=
∑

i
biσ(ωiz) = o. This proves thatσ is the

trivial map.
The mappingω → SK/Kω is also ak-linear map ofK into k. For a

basisω1, . . . , ωn of K/k we call

DK/k(ω1, . . . ωn) = |(Sk/K(ωiω j))|

thediscriminant of the basisω1, . . . ωn. Using theorem 2 and theorem 4,
we get
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Theorem 5. Discriminant of a base of K/k is not zero if and only if K/k
is separable.

Let K/k be finite separable. Letσ1, . . . , σn be the distinctk-isomor-96

phisms ofK overk in Ω. Then

SK/kω =
∑

i

ωσi .

Therefore

DK/k(ω1, . . . , ωn) =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ω
σ1
1 , ω

σ2
1 , . . . , ω

σn
1

...

ω
σ1
1 , . . . . . . , ω

σn
1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

. (9)

SinceK/k is finite separable,K = k(ω) for someω. Also 1, ω, ω2,

. . . , ωn−1 form a base ofK/k and we have

D(1, ω, . . . , ωn−1) =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

1, . . . , 1
ωσ1, . . . , ωσ1

. . . . . . . . . . . . . . . . . . . . . . . . .

(ωn−1)σ1, . . . , (ωn−1)σn

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

.

Also, D(1, ω, . . . , ωn−1)
/

D(ω1, . . . , ωn) is the square of an element
of k. The determinant

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

1, . . . , 1
ωσ1, . . . , ωσn

. . . . . . . . . . . . . . . . . . . . . . . . .

(ωn−1)σn, . . . , (ωn−1)σn

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

is the called Van-der-Monde determinant. We callD(1, ω, . . . , ωn−1) is
thediscriminantof ω and denote it byDK/k(ω).

Let f (x) be the minimum polynomial ofω. Then f (x) = (x −
ωσ1) . . . (x− ωσn). Since f ′(ω) , 0 , we have

f ′(ω) = (ωσ1 − ωσ2)(ωσ1 − ωσ3). . . . .(ωσ1 − ωσn)

and is an element ofK. We call it thedifferentofω and denote itdK/k(ω).
Also the Vander - monde determinant shows that



2. Discriminant 85

DK/k(ω) = (−1)n(n−1)2NK/k(dK/kω)

SupposeK/k is a finite galois extension. Letσ1, . . . , σn be the dis-97

tinct automorphisms ofK/k. We shall now prove

Theorem 6. If k contains sufficiently many elements, then there exists
in K an elementω such thatωσ1, . . . , ωσn form a basis of K over k.

Proof. It ω ∈ K such that

D(ωσ1, . . . , ωσn) , o

thenωσ1, . . . , ωσn form a base ofK/k. For,if
∑

i

aiω
σi = o, a1, . . . , an ∈ k

not all zero, then sinceσ1, . . . , σn form a group
∑

i

aiω
σ jσi = o, j = 1, . . . , n.

Therefore from the expression (9) forDK/k(ωσ1, . . . , ωσn), it follows
that

(

SK/k(ω
σiωσ j )

)

























a1
...

an

























=

























o
...

o

























or thatD(ωσ1, . . . , ωσn) = o which is a contradiction. We have therefore
to find anω with this property. Put

ωσi = x1ω
σi
1 + · · · + xnω

σi
n , i = 1, 2, . . .

wherex1, . . . , xn are indeterminates andω1, . . . , ωn is a basis ofK/k �

Then

SK/k(ω
σiωσ j ) = ωσ1σiωσ1σ j ,+ · · · + ωσnσiωσnσ j

=

∑

a,b

SK/k(ω
σi
a ω

σ j

b )xaxb.
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Then DK/k(ωσ1, . . . , ωσn) defined as the determinant of the matrix98

(SK/k(ωσiωσ j )) is a polynomial inx1, . . . , xn with coefficients ink.
In order to prove thatDK/k(ωσ1, . . . , ωσn) is non-zero polynomial,

notice that by definition,

























ωσ1

...

ωσn

























=





















ω
σ1
1 , ω

σ1
2 , . . . , ω

σ1
n

. . . . . . . . . . . . . . . . . . . . . .

ω
σn
1 , ω

σn
2 , . . . , ω

σn
n













































x1
...

xn

























so that ifωσ1 = 1 andωσi = o for i > 1, thenx1, . . . , xn are not all
zero and for this set of values ofx1, . . . , xn, the polynomialDK/k(ωσ1,

. . . , ωσn) has a value, o, as can be see from the fact that

DK/k(ω
σ1, . . . , ωσn) =

∣

∣

∣

∣

∣

∣

∣

∣

∣

ωσ1, . . . , ωσn

. . . . . . . . . . . . . . . . . . . .

ωσnσi , . . . , ωσnσn

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

Therefore ifk has sufficiently many elements, there exist values ink
of x1, . . . , xn, not all zero, such thatDK/k(ωσ1, . . . , ωσn) , o.

This proves the theorem
In particular, ifk is an infinite field, there exists a base ofK/k con-

sisting of an element and its conjugates. Such a base is said to be a
normal base.

The theorem is also true ifk is a finite field.



Chapter 5

Composite extensions

1 Kronecker product of Vector spaces
99

Let V1 and V2 be two vector spaces over a fieldk and V1 × V2 their
cartesian product. IfW is any vector space overk, a bilinear function
f (x, y) on V1 × V2 is, by definition, a function onV1 × V2 into W such
that for everyx ∈ V1 the mappingλx : y → f (x, y) is a linear function
on V2 into W and for everyy ∈ V2 the functionµy : x → f (x, y) is a
linear function onV1 to W.

A Vector spaceT overk is said to be aKronecker productor tensor
product ofV1 andV2 overk, if there exists a bilinear functionθ onV1×V2

into T such that

1) T is generated byθ(V1 × V2)

2) if V3 is any vector space overk, then for every bilinear functionϕ on
V1×V2 into V3 there exists a linear functionσ onT into V3 such that
σθ = ϕ.

This is shown by the commutative diagram

V1 × V2
ϕ

//

θ &&MMM
MMM

MM
V3

T
σ

;;vvvvvv

We shall now prove the

87
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Theorem 1. For any two vector spaces V1 and V2 over k there exists
one and upto k-isomorphism only one Kronecker product T of V1 and
V2 over k.

Proof. The uniqueness is easy to establish. For, letT1 andT2 be two100

vector spaces satisfying the conditions 1) and 2). LetT1 be generated
by θ1(V1 × V2) andT2 by θ2(V1 × V2). Let σ be the linear map ofT1

into T2 such thatσ · θ1 = θ2 andτ the linear map ofT2 into T1 such that
τ · θ2 = θ1. Sinceθ1(V1 × V2) generatesT1 we see thatτ · σ is identity
on T1. Similarlyσ · τ is identity onT2. Thusσ andτ are isomorphisms
onto. �

We now prove the existence of the spaceT.
Let V be the vector space formed by finite linear combinations

∑

axy(x, y)

axy ∈ k and (x, y) ∈ V1×V2. Every bilinear functionf onV1×V2 into V3

can be extended into a linear function̄f of V into V3 by the prescription

f̄
(
∑

axy(x, y)
)

=

∑

ax,y f (x, y)

Let W be the subspace ofV generated by elements of the type

(x+ x1, y) − (x, y) − (x1, y)

(x, y+ y1) − (x, y) − (x, y1)

(ax, y) − a(x, y)

(x, by) − b(x, y)

wherex, x1 ∈ V1; y, y1 ∈ V2 anda, b ∈ k. W is independent ofV3.
Also if f is a bilinear function onV1×V2, its extensionf̄ onV vanishes
on W. Furthermore if f is any linear function onV vanishing onW,
its restriction toV1 × V2 is a bilinear function. It is then clear that the101

space of bilinear functions onV1×V2 is isomorphic to the space of linear
functions onV which vanish onW. If σ is any linear function onV/W
into V3 andθ the natural homomorphism ofV on V/W thenσ · θ is a
linear function onV vanishing onW. Alsoσ→ σ · θ is an isomorphism
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of the space of linear functions onV/W into V3 on the space of linear
functions onV vanishing onW. θ is clearly a bilinear function onV1×V2

into T = V/W and furthermore, by definition ofV, V/W is generated by
θ(V1 × V2). ThusT is the required space.

By takingk itself as a vector space overk, we have

Theorem 2. The space of bilinear functions on V1×V2 into k is isomor-
phic to the dual of the Kronecker product T.

We denote byV1 x©kV2 the kronecker product space. When there is
no doubt about the field over which the kronecker product is taken we
will simply write V1 x©V2.

If T = V1 x©V2 we denote byx x©y the element inT which corre-
sponds to (x, y) by the bilinear functionθ on V1 × V2 into T. Since
θ(V1 × V2) generatesT, every element ofT is of the form

∑

ax,y(x x©y) axy ∈ k.

Clearly






















































x x©o = o x©y = o x©o

(x+ x1) x©y = x x©y+ x1 x©y

x x©(y+ y1) = x x©y+ x x©y1

axx©y = a(x x©y)

x x© by = b(x x©y)

with obvious notations. 102

From our considerations it follows that in order to define a linear
function onV1 x©V2 it is enough to define it on elements of the type
x x©y. Also for every such linear function, there is a bilinear function on
V1 × V2.

It is easy to see that the mappingx x©y→ y x©x of V1 x©V2 to V2 x©V1

is an isomorphism onto.
Suppose now thatV∗1 andV∗2 are duals ofV1 andV2 respectively over

k. If σ ∈ V∗1 andτ ∈ V∗2 and we define for (x, y) ∈ V1 × V2 the function

σ.τ(x, y) = σx.τy,

thenσ.τ is a bilinear function onV1×V2 into k. We shall now prove the
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Theorem 3. If {xα} is a base of V1 over k and{yβ} a base of V2 over k,
then{xα x©yβ} is a base of V1 x©V2 over k.

Proof. We first prove that{xα x©yβ} are linearly independent overk. For
all

∑

aαβ(xα x©yβ) = o for aαβ ∈ k, aαβ = o for all but a finite number of
α, β. By the method of constructing the tensor product, it follows that
∑

aαβ(xα, yβ) is an element ofW. Letσ andτ be elements ofV∗1 andV∗2
defined respectively by

σ(xα) = 1 if α = γ

= o otherwise

τ(yβ) = 1 if β = δ

= o otherwise

�103

Thenσ · τ is a bilinear function onV1 × V2 and hence vanishes on
W. Thus

σ.τ
(
∑

aαβ(xα x©yβ)
)

= o.

But the left side equalsaγδ. Thus all the coefficientsaαβ vanish.
Next any element ofV1 x©V2 is a linear combination of elements of

the typex x©y, x ∈ V1, y ∈ V2. But thenx =
∑

aαxα andy =
∑

bβyβ so
that

x x©y =
(
∑

aαxα
)

x©
(
∑

bβyβ
)

which equals
∑

aαbβ(xα x©yβ). Our theorem is proved.
We have incidentally the

Corollary. If V1 and V2 are finite dimensional over k then

dimV1 x©V2 = dimV1 · dimV2.

Also since the dual ofV∗1 is isomorphic in a natural manner withV1

when dim·V1 is finite, we get
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Corollary . If V1 and V2 are finite dimensional over k then V1 x©kV2 is
isomorphic to the dual of the space of bilinear functions on V1×V2 into
k.

Let now A1 andA2 be two associative algebras over a fieldk. We
can form the Kronecker productA = A1 x©kA2 of the vector spacesA1

andA2 overk. We shall now introduce a multiplication intoA so as to
make it into an associative algebra.

In order to do this, observe that the multiplication defined has to be 104

a bilinear function onA× A into A. SinceA is generated by elements of
the typex x©y, it is enough to define this bilinear function on elements of
the type (z, z1) in A× A wherez= x x©y andz1

= x1 x©y1. Put

f (z, z1) = z · z1
= x · x1 x©y · y1.

Now since (x, y) → xx1 x©yy1 is a bilinear function onA1 × A2 into
A, by our previous considerationsz→ z·z1 is a linear function onA into
A. Similarly z1 → z · z1 is a linear function onA. This proves thatf is
bilinear and that the multiplication so defined distributesaddition. That
the multiplication is associative is trivial to see.

A is called theKronecker product algebra.
We obtain some very simple consequences from the definition.
α) If e1 ande2 are respectively the unit elements of the algebrasA1

andA2 thene1 x©e2 is the unit element ofA1 x©A2.
For, sinceA = A1 x©A2 is generated by elementsx x©y, it is enough

to verify (x x©y)(e1 x©e2) = (e1 x©e2)(x x©y). But this is trivial.
β) If A1 hasx1, . . . , xm as a base overk andA2 hasy2, . . . , yn as a

base overk then (xi x©y j) is a base ofA1 x©A2 overk. Furthermore if the
multiplication tables for the bases are

xi x j =

∑

t

a(t)
i j xt

yiy j =

∑

t′
b(t′)

i j yt′

then 105

(xp x©yq)(xr x©ys) =
∑

λ,µ

a(λ)
pr b(µ)

qs (xλ x©yµ)
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γ) If A1 andA2 have unit elementse1 ande2 respectively then the
mappings

x→ x x©e2

y→ e1 x©y

are isomorphisms ofA1 and A2 into A. Thus A contains subalgebras
isomorphic toA1 andA2.

An important special case is the one where one of the algebrasis a
field. LetA be an algebra overk andK an extension field ofk. LetAhave
unit elemente1 andK the unit elemente2. Form the Kronecker product
A x©K overk. ThenA x©K contains subalgebrasA1 andK1 isomorphic to
A andK respectively. For anyx x©t in A x©K we have

x x©t = x x©e2.e1 x©t = e1 x©t.x x©e2

so thatA1 andK1 commute. Also every element ofA x©K is of the form
∑

aαβ(xα x©tβ) where{xα} is a base ofA overk and{tβ} a base ofK over
k. But this expression can be written

∑

α

(
∑

β

aαβ(e1 x©tβ)
)

(xα x©e2).

This shows thatA x©K is an algebra overK1 with the base{xα x©e2}.
If we identify A1 with A andK1 with K thenA x©K can be considered as
an algebra overK, a basis ofA over k serving as a base ofA x©K over
K. A x©K is then called thealgebra got from A by extending the ground
field k to K. We shall denote it byAK.106

It is clear thatAK is commutative if and only ifA is a commutative
algebra.

Note. Even ifA is a field overk,AK neednot be a field overK.
Let Γ be the rational number field andΓo = Γ(

√
d) the quadratic

field overΓ. Let Γ be the real number field and consider the Kronecker
productA = Γo x©Γ̄ overΓ. Let e1, e2 be a basis ofΓo overΓ with the
multiplication table,

e2
1 = e1, e1e2 = e2e1 = e2, e2

2 = de1.
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The elements ofΓo are of the formae1+be2, a, b in Γ. The elements
of A are of the formae1 + be2 with a, b ∈ Γ̄.

Let firstd > o. ThenΓo x©Γ̄ is not an integrity domain. For,

(
√

de1 + e2)(
√

de1 − e2) = o.

It can however be seen thatA is then the direct sum of the two fields
λΓ̄ andµΓ̄ where

λ =
1
2

(e1 +
e2√

d
), µ =

1
2

(e1 −
e2√

d
).

Let d < o. ThenA is a field. For ifae1 + be2 , o, thena2− db2
, o.

Put f =
a

a2 − db2
, g =

−b

a2 − db2
. Then

(ae1 + be2)( f e1 + ge2) = e1.

2 Composite fields

Let K1 and K2 be two extension fields ofk. SupposeK1 and K2 are
both contained in an extension fieldΩ of k. Then the composite ofK1

and K2 is the field generated overk by K1 and K2. In general, given 107

two fieldsK1 andK2 which are extensions ofk, there does not exist an
extension fieldΩ containing both. Suppose, however, there is a field
Ω/k which contains k-isomorphic imagesKσ

1 , Kτ2 of K1 and K2, then
a composite ofK1 and K2 is defined to be the fieldsk(Kσ

1 ∪ Kτ2). A
composite extensionof K1 andK2 is therefore given by a triplet (Ω, σ, τ)
consisting of 1) and extension fieldΩ of k and 2) isomorphismsσ, τ
of K1 andK2 respectively inΩ which are identity onk. The composite
extension is thenk(Kσ

1 ∪Kτ2). We wish to study these various composites
of K1 andK2.

If Ω′ is another extension ofk andσ′, τ′ two k-isomorphisms of
K1 and K2 respectively inΩ′ then k(Kσ′

1 ∪ Kτ
′

2 ) is another composite
extension. We say that these two composite extensions areequivalentif
there exists a k-isomorphismµ of k(Kσ

1 ∪ Kτ2) onk(Kσ′

1 ∪ Kτ
′

2 ) such that

µσ = σ′, µτ = τ′.
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Obviously this is an equivalence relation and we can talk of aclass
of composite extensions.

If k(Kσ
1 ∪ Kτ

2) is a composite extension we denote byR(Kσ
1 ∪ Kτ

2)
the ring generated overk by Kσ

1 andKτ
2 in Ω. This ring is, in general,

different fromk(Kσ
1 ∪ Kτ

2).
Let now K̄ = K1 x©K2 be the Kronecker product ofK1 andK2. K̄

contains subfields isomorphic toK1 and K2. We shall identify these
subfields withK1 andK2 respectively. Let nowk(Kσ

1 ∪ Kτ
2) be a com-

posite extension andR(Kσ
1 ∪ Kτ

2) the ring of the composite extension.108

Define the mappingϕ of K̄ into R(Kσ
1 ∪ Kτ

2) by

ϕ
(
∑

axy(x x©y)
)

=

∑

axyxσyτ,

whereaxy ∈ k. Thenϕ coincides withσ on K1 and with τ on K2.
Sinceσ andτ are isomorphisms, it follows thatϕ is ak-homomorphism
of K̄ on R(Kσ

1 ∪ Kτ
2). SinceΩ is a field, it follows that kernel of the

homomorphism is a prime idealY of K̄. Thus

K̄/G ≃ R(Kσ
1 ∪ Kτ

2).

If k(Kσ′

1 ∪ Kτ′

2 ) is another composite extension, thenµ defined ear-
lier, is an isomorphism ofR(Kσ

1 ∪ Kτ
2) on R(Kσ′

1 ∪ Kτ′

2 ). Consider the
homomorphismϕ defined above. Define ¯ϕ on K̄ by ϕ̄ = µ · ϕ. We have

ϕ̄(
∑

axy

(

x x©y)
)

= µ
(
∑

axyxσyτ
)

=

∑

axyxσ
′
yτ
′
.

Thenϕ̄ is a homomorphism of̄K onR(Kσ′

1 ∪Kτ′

2 ). But, sinceµ is an
isomorphism, it follows that ¯ϕ hasG as the kernel. Thus the prime ideal
G is the same for a class of composite extensions.

Conversely, if two composite extensions correspond to the same
prime ideal ofK̄, it can be seen that they are equivalent.

We have, now, only to prove the existence of a composite extension
associated with a prime ideal of̄K. Let G be a prime ideal ofK̄ and
G , K̄. SinceK̄ has a unit element, a prime idealG , K̄ always exists.
Let A be the integrity domain

A = K̄/G
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109

Let ϕ be the natural homomorphism of̄K on A. ThenKϕ

1 andKϕ

2
are subfields ofA. SinceK̄ is generated by elements of the typex x©y,
Kϕ

1 andKϕ

2 , are different from zero. ClearlyA = R(Kϕ

1 ∪ Kϕ

2 ). Hence
the quotient field ofA is a composite extension. Hence for every prime
idealG , K̄, there exists a composite extension. We have hence proved
the

Theorem 4. The classes of composite extensions of K1 and K2 stand
in (1,1) correspondence with the prime idealG , K̄ of the Kronecker
productK̄ of K1 and K2 over k.

Consider now the special case whereK2/k is algebraic. Let k(Kσ
1 ∪

Kτ
2) be a composite extension. Then

k(Kσ
1 ∪ Kτ

2) ⊃ R(Kσ
1 ∪ Kτ

2) ⊃ Kσ
1 .

Since every element ofK2 is algebraic overk, k(Kσ
1 ∪Kτ2) is algebraic

over Kσ
1 . This means thatR(Kσ

1 ∪ Kτ
2) is a field and so coincides with

k(Kσ
1 ∪ Kτ

2). Thus

Theorem 5. If K/k is algebraic, then every prime idealG , K̄ of K is
a maximal ideal.

Let K/k be an algebraic extension andL/k any extension. The Kro-
necker product̄K = K x©kL is the extended algebra (K)L of K by extend-
ing k to L. K̄ is thus an algebra (commutative) overL. If G is a prime
of K̄, then by above, it is a maximal ideal and̄K/G gives a compos-
ite extension. SincēK is an algebra overL we may regardK̄/G as an
extension field ofL.

Let nowG1, . . . ,Gm bemdistinct maximal ideals of̄K, none of them 110

equal toK̄. Let Li = K̄/Gi be a composite extension. Form the direct
sum algebra

∑

i

Li

as a commutative algebra overL. We shall now prove
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Theorem 6.
∑

i K̄/Gi ≃ K̄/
⋂

i
Gi

Proof. We shall construct a homomorphismϕ of K̄ on
∑

i Li and show
that the kernel is

⋂

i
Gi . �

In order to do this let us denote byσi the natural homomorphism of
K̄ on Li (this is identity onL), i = 1, . . . ,m. If x ∈ K̄, thenσi x ∈ Li .
Defineϕ on K̄ by

ϕ(x) =
∑

i

σi x.

That this is a homomorphism on̄K is easily seen; for, ifx, y ∈ K̄

ϕ(x+ y) =
∑

i

σi(x+ y) =
∑

i

σi x+
∑

i

σiy = ϕx+ ϕy.

ϕ(xy) =
∑

i

σi(xy) =
∑

i

(σi x)(σiy) = (
∑

i

σi x)(
∑

i

σiy) = ϕxϕy.

The kernel of the homomorphism is set ofx such thatϕx = o. Thus
σi x = o so thatx ∈ Gi for all i. Hencex ∈ ∩iGi . But everyy ∈ ∩iGi has
the propertyϕy = o. Thus the kernel is precisely

⋂

i
Gi .

We have only to prove that the homomorphism isonto.
To this end, notice that for eachi, i = 1, . . . ,m, there is abi ∈ K̄ with111

bi















∈ G j , j , i

< Gi

For, sinceGi andG j , j , i are distinct, there isa j ∈ G j which is
not in Gi . Putbi =

∏

i, j
a j . Thenbi satisfies above conditions sinceGi is

maximal.
Let now

∑

i
ci be an element in the direct sum,ci ∈ Li. By definition

of bi

σ jbi















= o if j , i

, o if j = i
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SinceLi is a field, there existsxi , o in Li such that

xiσibi = oi .

σi being a homomorphism of̄K on Li, let yi ∈ K̄ with σiyi = xi . Put

c =
∑

i

biyi

Then
ϕ(c) =

∑

i

∑

j

σ j(biyi) =
∑

i

ci

which proves the theorem completely.
Suppose in particularK/k is finite. ThenKL has overL the degree

(K : k). Since, for a maximal ideal,G , K̄, K̄/G has overL at most the
degree (K : k), we get

1 ≤ (K̄/Gi : L) ≤ (K : k) i = 1, . . . ,m.

This means that̄K has only finitely many maximal ideals and

K̄/⋂
G

G ≃
∑

G

K̄/G

the summations running through all maximal ideals ofK̄. 112

ThusK andL have overk only finitely many inequivalent composite
extensions.

3 Applications

Throughout this sectionΩ will denote an algebraically closed extension
of k andK andL will be two intermediary fields betweenΩ andk. A
composite ofK andL in Ω will be the field generated overk by K and
L. It will be denoted byKL.

Let K̄ be the Kronecker product overk of K andL. There is, then, a
homomorphismϕ of K̄ onR(K ∪ L) given by

ϕ
(
∑

axy(x x©y)
)

=

∑

axyx · y.
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Suppose that this homomorphism is an isomorphism ofK̄ ontoR(K∪
L). This means that

∑

axy(x x©y) = o⇐⇒
∑

axyx · y = o

or that every set of elements ofK which are linearly independent overk
are also so overL. Incidentally, this gives

K ∩ L = k.

Conversely, supposeK and L have the property that every set of
elements ofK which are linearly independent overk are also so over
L. Then the mappingϕ is an isomorphism of̄K on R(K ∪ L). For, if
∑

axyxy = o we expressx andy in terms of a base ofL/k and a base of
K/k giving

∑

bαβxαyβ = o

But this means allbαβ are zero. Thereforeϕ is an isomorphism.113

It shows that every set of elements ofL which are linearly indepen-
dent overk are also so overK.

We call two such fieldsL andK linearly disjoint over k. Note that
L ∩ K = k. We deduce immediately

1) If L and K are are linearly disjoint over k then any intermediary
field of K/k and any intermediary field of L/k are also linearly disjoint.

Suppose now thatK/k is algebraic. Then every prime ideals ofK̄ is
maximal. Let, in addition,K andL be linearly disjoint overk. SinceK̄
is isomorphic toR(K ∪ L), it follows that (o) is a maximal ideal. Hence
K̄ is a field. Thus

2) If K/k is algebraic and K and L are linearly disjoint over k, there
exists but one class of composite extensions of K and L over k.

Let K/k be a finite extension. Then, for some maximal idealG , K̄/G
is isomorphic toKL. SinceK̄/G may be considered as an extension field
of L, we get (K̄/G : L) ≤ (K : k), that is

(KL : L) ≤ (K : k)

Clearly if G = (o), equality exists, and thenK and L are linearly
disjoint overk. The converse is true, by above considerations. Hence,
in particular,
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3) If (K : k) = m and(L : k) = n, then

(KL : k) ≤ mn;

equality occurs if and only if K and L are linearly disjoint over k. 114

We now consider the important case,K/k galois. By the consid-
erations above, it follows thatKL/k is algebraic overL. SinceΩ is a
algebraically closed, it contains the algebraic closure ofKL. Let σ be
an isomorphism ofKL in Ω, which is identity onL. Its restriction toK
is an isomorphism ofK in Ω. But Ω contains the algebraic closure of
K and henceσK = K. SinceKL is generated byK andL, it follows
thatσKL ⊂ KL. HenceKL/L is a galois extension. (KL/L is already
separable since elements ofK are separable overk).

Ω

KL

rrrrrrr

LLLLLLL

K
MMMMMMM L

rrrrrrr

K ∩ L

k

We now prove the

Theorem 7. If K/k is a galois extension and L, any extension of k then

G(KL/L) ≃ G(K/K ∩ L)

Proof. In the first place, we shall prove thatK andL are linearly disjoint
overK ∩ L. For this, it is therefore enough to prove that every finite set
y1, . . . , ym of elements ofL which are linearly independent overK ∩ L,
are also so overK. �

If possible, lety1, . . . , ym be dependent overK so that
∑

xiyi = o,
xi ∈ K. Let us assume thaty1, . . . , ym are dependent overK but no
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proper subset of them is linearly dependent overK. Therefore, all thexi

are different from zero.
We may assumex1 = 1. Letσ be an element ofG(KL/L). Then 115

0 = σ(
∑

i

xiyi) =
∑

i

σxi · σyi

By subtraction we get, sinceσ1 = 1,

0 =
∑

i,1

(xi − σxi)yi

This means thatxi = σxi, i = 2, . . . ,m. But, sinceσ is arbitrary in
G(KL/L), it follows thatxi ∈ L. But xi ∈ K. Thusy1, . . . , ym are linearly
dependent onK∩L which is a contradiction. HenceK andL are linearly
disjoint overK ∩ L.

Therefore,KL is isomorphic to the Kronecker product ofK andL
overK ∩ L.

Supposeσ is any L-automorphism ofKL. Its restriction toK is
an automorphism ofK and leavesK ∩ L fixed. Consider the mapping
σ→ σ̄ of G(KL/L) into G(K/K ∩ L). This is clearly a homomorphism.
If σ̄ is identity element ofG(K/K∩L), thenσ is identity onK. Since it is
already identity onL, it is identity onKL. Thus,G(KL/L) is isomorphic
to a subgroup ofG(K/K ∩ L). To see that this isomorphism is onto
G(K/K ∩ L), let τεG(K/K ∩ L). Any element ofKL may be written
(sinceK andL are linearly disjoint) in the from,

∑

α

xαyα

wherexα are linearly independent elements ofK overK ∩ L andyα ∈ L.
This expression is unique. Extendτ to τ̄ in G(KL/L) by defining

τ̄















∑

α

xαyα















=

∑

α

yατ(xα).

This is well defined; for, if
∑

α yατ(xα) = 0, then, since{xα} are116

linearly independent overK ∩ L, {τ(xα)} are also linearly independent
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overK ∩ L and sinceK andL are linearly disjoint overK ∩ L, all yα are
zero. Thus ¯τ is an automorphism ofKL/L.

Our theorem is thus proved.
In particular, ifK andL are both galois extensions ofk andK∩L = k

then, by above,

G(KL/L) ≃ G(K/k)

G(KL/K) ≃ G(L/k)

Also, sinceKL/k is algebraic, letσ be an isomorphism (trivial on
k) of KL in Ω. Since its restrictions onK andL are auto morphisms, it
follows thatKL/k is a galois extension. We now prove

Theorem 8. G(KL/k) is isomorphic to the direct product of G(K/k) and
G(L/k).

Proof. G(K/k) andG(KL/L) are isomorphic and for every elementσ in
G(K/k), by the previous theorem, we have the extension ¯σ, an element
of G(KL/L) determined uniquely byσ. Similarly, if τ ∈ G(L/k), τ̄
denotes its unique extension into an element ofG(KL/k).

KL

tttttt

K

L

k

tttttttt

�

We now consider the mapping

(σ, τ)→ σ̄τ̄

of the direct productG(K/k) ·G(L/k) into G(KL/k).
Supposeλ is an element ofG(KL/k). Its restrictionλ to K is an 117

element ofG(K/k). Considerλ̄1. Now λ̄−1
1 λ is identity onK. By the
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isomorphism ofG(KL/k) andG(L/k), this defines a unique elementµ1

of G(L/k). Hence
λ = λ̄1µ̄1.

Thus the mapping above is a mapping of the direct productG(K/k) ·
G(L/k) ontoG(KL/k). We have only to prove that is a homomorphism
to obtain the theorem. It is clearly seen thatλ is identity if and only if
λ1 andµ1 are identity.

Letσ, σ′ be two elements ofG(K/k) andτ, τ′ in G(L/k). Let λ and
µ be the unique elements inG(KL/k) defined by

λ = σ̄τ̄, µ = σ̄′, τ̄′.

Consider to elementλµ. Its restriction toK isσσ′ and its restriction
to L is ττ′. Thus

λµ = σσ′ · ττ′

which proves that the mapping is a homomorphism.
The theorem is now completely proved.



Chapter 6

Special algebraic extensions

1 Roots of unity
118

Consider the polynomialxm − 1 in k[k], wherek is a field. Letk have
characteristicp. If p = o, thenxm − 1 is a separable polynomial over
k, whereas ifp , o, the derivative ofxm − 1 is mxm−1 which is zero,
if p divides m. If p ∤ m, then xm − 1 is a separable polynomial over
k. Therefore, letm > o be an arbitrary positive integer, ifk has charac-
teristic zero andm, an integer prime top, if k has characteristicp , 0.
Thenxm− 1 is a separable polynomial overk and it hasm roots inΩ, an
algebraic closure ofk. We call thesem roots, themth roots of unity.

If ρ and τ are mth roots of unity thenρm
= 1 = τm. Therefore

(ρτ)m
= ρmτm

= 1, (ρ−1)m
= (ρm)−1

= 1 which shows that themth roots
of unity from a group. This groupGm is abelian and of orderm.

Let nowd/m. Any root of xd − 1 inΩ is also a root ofxm− 1.If ρ is
anmth root of unity such thatρd

= 1, thenρ is a root ofxd − 1. Since
xd − 1 has exactlyd roots inΩ, it follows thatGm has the property that
for every divisord of m, the order ofGm, there exist exactlyd elements
of Gm whose orders divided. Such a groupGm is clearly a cyclic group.
Hence

The mth roots of unity form a cyclic group Gm of order m. 119

There exists, therefore, a generatorρ of Gm. ρ is called aprimitive
mth root of unity. Clearly, the number of primitivemth roots of unity is

103
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ϕ(m). All the primitive mth roots of unity are given byρa with 1 ≤ a <
m, (a,m) = 1, ρ a fixed primitivemth roots of unity.

Let Ω be an algebraically closed field. Letm andn be two positive
integers which are arbitrary, ifΩ has characteristic zero and, prime top,
if Ω has characteristicp , o. If ρ is anmth root of unity andτ annth
root of unity, then

(ρτ)mn
= ρmn · τmn

= 1,

so thatρτ is anmnth root of unity. This shows that the roots of unity in
Ω form a groupH(Ω). We now determine the structure ofH.

Theorem 1. If Ω has characteristic zero, then H is isomorphic to the
additive group of rational numbers mod1, whereas, ifΩ has character-
istic p , o,H is isomorphic to the additive group of rational numbers
a
b

, (a, b) = 1, p ∤ b, mod 1.

Proof. Let R denote the group (additive) of rational numbers andν1 <

ν2 < ν3 · · · the sequence of natural numbers, ifΩ has characteristic
zero, whereas, ifΩ has characteristicp , o, let R denotes the rational

numbers
a
b

, (b, a) = 1, p ∤ b and ν1 < ν2 < ν3 · · · the sequence of

natural numbers prime top. Put

µn = ν1 · · · νn.

120

Denote, byHn, the group ofµn the roots of unity inΩ. Since every
integerm(p ∤ m, if Ω has characteristicp) divides someµn, if follows
that

H =
⋃

n

Hn.

SinceHn is cyclic, we can choose a generatorρn of Hn is such a way
that

ρn = ρ
′νn+1
n+1 .

�
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Any x in R may be written as
a
µn

wherea is an integer. Define the

mappingσ as follows
σx = ρa

n,

so thatσ is a function onR with values inH. The mapping is well

defined: for ifx =
b
µm

, thenµma = µnb. Supposem> n; then

b = aνn+1 · · · νm

so thatρb
m = ρ

aνn+1···νm
m = ρa

n by choice ofρn. We now verify thatσ is a

homomorphism ofRon H. If x
a
µn

, y =
b
µm

are inRandm≥ n, then

σ(x+ y) = σ(
aνn+1 · · · νm+ b

µm
) = ρaνn+1···νm+b

m

which equalsρa
n · ρb

m = σx · σy. Also, since any root of unity is in some

Hn, it is of the formρa
n so that, forx =

a
µn

, σx = ρa
n. We have, therefore,

to determine the kernel of the homomorphism. It is the set ofx in Rsuch
that

σx = 1.

If x =
a
µn

, then 1= σx = ρa
n so that|µn|a and sox is an integer. The 121

converse being trivial, it follows that the kernel is precisely the additive
group of integers and our theorem is established.

2 Cyclotomic extensions

Let k be a field andxm− 1 a separable polynomial ink[x]. This implies,
in casek has characteristicp , o, that p does not dividem. Let ρ
be a primitivemth root of unity inΩ, an algebraic closure ofk. Then
K = k(ρ) is the splitting field ofxm − 1 in Ω. Therefore,K/k is a
separable, normal extension. LetG be its galois group. Ifσ ∈ G, σ is
determined by its effect onρ. Sinceρ is a primitivemth root of unity, so
isσρ. For,

(σρ)m
= σ(ρm) = 1;
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soσρ is a root of unity. Also, if (σρ)t
= 1, thenσ(ρt) = 1. Sinceσ is

an automorphism, it follows thatρt
= 1 or m/t. Thus

σρ = ρν, (ν,m) = 1.

If σ, τ are inG, let σρ = ρν, (ν,m) = 1 andτρ = ρµ (µ,m) = 1.
Then

στ(ρ) = σ(τρ) = σ(ρµ) = ρµν

which shows thatστ = τσ or thatG is abelian.
Consider now the mapping

g : σ→ ν

whereσρ = ρν, (ν,m) = 1. This is clearly a homomorphism ofG into
the multiplicative group prime residue classes modm. The kernel of
the mappingg is set ofσ with σρ = ρ.

But thenσt = t for all t ∈ K, so that by, galois theory,σ is the122

identity.
Let us call extensionK = k(ρ) acyclotomic extensionof k. We then

have proved the

Theorem 2. The Cyclotomic extension k(ρ)/k is an abelian extension
whose galois is isomorphic to a subgroup of the group of primeresidue
classes mod m whereρm

= 1 andρ is a primitive mth root of unity.

Let Γ be the prime field contained ink. ThenΓ(ρ) is a subfield of
k(ρ) = K. Let G be the galois groupK/k.

K = k(ρ)

qqqqqqqq

k

Γ(ρ)

pppppppp

Γ

Let σ be inG andσ̄ the restriction ofσ to Γ(ρ). Sinceσ is identity
on k andσρ is again a primitive root of unity, it follows that ¯σ is an
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automorphism ofΓ(ρ)/Γ. It is easy to see that the mappingσ→ σ̄ is an
isomorphism ofG into the galois group ofΓ(ρ)/Γ.

We shall therefore confine ourselves to studying the galois group of
Γ(ρ)/Γ.

First, letΓ be the rational number field andρ a primitivemthroot of
unity. LetΓ(ρ) be the cyclotomic extension. Letf (x) be the primitive
integral polynomial which is irreducible inΓ[x] an which ρ satisfies.
Then f (x) is a monic polynomial. For, sincef (x) dividesxm−1,

xm− 1 = f (x)ψ(x).

ψ(x) has rational coefficients and soψ(x) =
a
b
ψ1(x) whereψ1(x) is a 123

primitive integral polynomial anda and b are integers. From the the
theorem of Gauss on primitive polynomials it follows thatf (x) is monic.

Let p be a prime not dividingm. Let ϕ(x) be the minimum polyno-
mial (which is monic and integral) ofρp. We assert thatf (x) = ϕ(x).
For, if not, f (x) andϕ(x) are coprime and so

xm − 1 = f (x) · ϕ(x) · h(x).

for some monic integral polynomialsh(x).
Consider the polynomialϕ(xp). It hasϕ as a root and sof (x) divides

ϕ(xp). Hence
ϕ(xp) = f (x)g(x),

g(x), again, a monic and integral polynomial. Considering the above
mod p we get

f (x)g(x) ≡ ϕ(xp) ≡ (ϕ(x))p(mod p)

so that f (x) divides (ϕ(x))p( mod p). If t(x) is a common factor of
f (x) and (ϕ(p)( mod p) then (t(x))2 divides xm − 1 mod p, which is
impossible, sincep ∤ mandxm− 1 does not havex as a factor. Thus our
assumptionf (x) , ϕ(x) is false.

This means that, for every primep ∤ m, ρp is a root of f (x). If
(ν,m) = 1, thenν = p1p2 · · · p1 wherep1, . . . , p1 are primes not dividing
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m. By using the above fact successively, we see that, for everyν, (ν,m) =
1, ρν is a root of f (x). Therefore

ρm(x) =
∏

(ν,m)=1

(x− ρν) (1)

divides f (x). But ϕm(x) is fixed under all automorphisms ofΓ(ρ)/Γ so124

that f (x) = ϕm(x). We have proved the

Theorem 3. If Γ is the field of rational numbers andρ is a primitive mth
root of unity, then the galois group of the cyclotomic extension Γ(ρ)/Γ
is isomorphic to the group of prime residue classesmod m. The irre-
ducible polynomialϕm(x) of ρ is given by(1).

ϕm(x) is called thecyclotomic polynomialof orderm. Its degree is
ϕ(m). In order to be able to obtain an expression forϕm(x) in terms of
polynomials overΓ, we proceed thus.

We introduce the Mobius function defined as follows:
It is a functionµ(n) defined for all positive integersn such that

1) µ(1) = 1

2) µ(p1 · · · pt) = (−1)t wherep1, . . . , pt are distinct primes.

3) µ(m) = o if p2/m, p being a prime.

From this, one deduces easily

4) µ(m) · µ(n) = µ(mn) for (m, n) = 1.

For, one has to verify it only form = p1 · · · pt, n = q1 · · · q1 where
p′s andq′s are all distinct primes. Thenµ(m) = (−1)t, µ(n) = (−1)1

andµ(mn) = (−1)t+1.

We now prove the following simple formula

5)
∑

d|m
µ(d) = o if m> 1

= 1 if m= 1

the summation running through all divisorsd of m.125
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If m = 1, the formula reduces to (1). So, letm > 1. Let m =
pa1

1 · · · p
at
t be the prime factor decomposition ofm. Any divisor d of m

is of the formpb1
1 · · · p

bt
t whereo ≤ bi ≤ ai , i = 1, . . . , t. In view of (3),

it is enough to consider divisorsd of m for which o ≤ bi ≤ 1. In that
case,

∑

d|m
µ(d) =

t
∑

i=o

(t
i )(−1)i = o.

Let now f (n) be a function defined on positive integers, with values
in a multiplicative abelian group. Letg(n) also be such a function. We
then have the Möbius inversion formula,

∏

d|n
f (d) = g(n) ⇐⇒ f (n) =

∏

d|n
(g(d))µ( n

d )

Suppose
∏

d|n
f (d) = g(n). Then

∏

d|n
(g(d))µ( n

g )
=

∏

d|n

(

∏

di | nd

f (d1)
)µ(d)

.

Changing the order products, we get
∏

d1|n

(

f (d1)
)

∑

d| n
d1

µ(d);

using formula (5), we obtain the inversion formula. The converse fol-
lows in the same way.

Consider now the integers modm. Divide them into classes in the
following manner. Two integersa, b are in the same class if and only if

(a,m) = (b,m).

Let d/m andCd, the class of integers a ( modm) with (a,m) = d. 126

Thena is of the formdλ where (λ,
m
d

) = 1. ThusCd hasϕ(
m
d

) elements.

The classesCd, for d|m, exhaust the set of integers modm. If ρ is a
primitive mthroot of unity, then

xm − 1 =
m

∏

t=1

(x− ρt).
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In view of the above remarks, we can write

xm − 1 =
∏

d|m

(

∏

t∈Cd

(x− ρt)
)

.

But if t ∈ Cd, ρt
= ρdλ, (λ,

m
d

) = 1 and soρt is a primitive
m
d

th root

of unity. Using the definition ofϕm(x), if follows that

xm − 1 =
∏

d|m
ϕd(x)

By the inversion formula we get

ϕm(x) =
∏

d|m
(xd − 1)µ( m

d )

Comparison of degrees on both sides gives the formula

ϕ(m) =
∑

d|m
dµ(

m
d

) = m
∑

d|m

µ(d)
d

.

We may computeϕm(x) for a few special values ofm. Let m= p, a
prime number. Then

ϕp(x)
xp − 1
x− 1

= xp − 1+ · · · + x+ 1.

If m= pq, the product of two distinct primes, then

ϕpq(x) =
(xpq − 1)(x− 1)
(xp − 1)(xq − 1)

.

Let us now consider the case whenΓ is the prime filed ofp elements.
Obviously, Γ(ρ)/Γ is a cyclic extension. If we define the cyclotomic127

polynomial as before, it is no longer irreducible overΓ[x]. For instance,
let p = 5 andm= 12. Then

ϕ12(x) =
(x12− 1)(x2 − 1)

(x6 − 1)(x4 − 1)
= x4 − x2

+ 1.
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Also

x4 − x2
+ 1 = (x2 − 2x− 1)(x2

+ 2x− 1) (mod 5).

Therefore,Γ(ρ)/Γ has degree< ϕ(m). It is obvious sinceΓ(ρ)/Γ
is cyclic, that, forϕm(x) to be irreducible, the group of prime residue
classes modm should be cyclic. We shall prove

Theorem 4. If Γ is the prime filed of characteristic p, o and p∤ m,the
cyclotomic polynomialϕm(x) is irreducible, if and only if the group of
prime residue classes mod m is cyclic and p is a generator of this cyclic
group.

Proof. We already know thatΓ(ρ)/Γ is cyclic. If ϕm(x) is irreducible,
thenΓ(ρ)/Γ has orderϕ(m). Let σ be the Frobenius automorphism of
Γ(ρ)/Γ. Then

ρσ = ρp,

p being the number of elements inΓ. The ϕ(m) automorphisms
1, σ, σ2, . . . , σϕ(m)−1 are distinct. Hence

ρ, ρp, ρp2
, . . . , ρpϕ(m)−1

are all distinct, which means 1, p, p2, . . . , pϕ(m)−1 are distinct modm.
Therefore,p is a generator of the multiplicative group of prime residue
classes modm. �

The converse is trivial.
The theorem is true, if, instead ofΓ being the prime filed ofp ele- 128

ments,Γ is a finite filed ofq elements. Thenq has to be a generator of
the group of prime residue classes modm.

If Rm denotes the group of prime residue classes modm, thenRm

is cyclic, if and only if

m= 2a, a = 1, 2 or m= qb or 2qb,

whereq is a prime. Thusmhas necessarily to have one of these forms.
We now use the irreducibility ofϕm(x) over the rational number field

to prove a theorem ofWedderburn.
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Theorem 5. A division ring with a finite number of elements is a filed.

Proof. Let D be the division ring andk its centre. Thenk is a field. D
being finite, letk haveq elements. IfD is of rankn overk, thenD has
qn elements. We shall prove thatn = 1. �

Let D1 be a subalgebra ofD over k. Let D1 have rankm over k.
ThenD1 hasqm elements. ButD∗1 is a sub group ofD∗ so thatqm − 1
dividesqn − 1. This means thatm|n. For, if n = tm+ µ, o ≤ µ < m; then

qn − 1 = qµ(qtm − 1)+ (qµ − 1)

so thatqm − 1|qµ − 1 which cannot happen unlessµ = 0. Thus every
subalgebra ofD has rankd dividing n.

Let x ∈ D. Consider they ∈ D such thatxy = yx. They form a129

subalgebra overk. Therefore, the number ofy in D∗ which commute
with x form a group of orderqd − 1, for somed dividing n. This group
is the normaliser ofx. Hence, the number of distinct conjugates (in the
sense of group theory) ofx in D∗ is

qn − 1|qd − 1.

For the finite groupD∗, we have

D∗ = k∗ +
∑

x

D∗x,

whereD∗x is the set of all conjugates ofx. Comparing number of ele-
ments on both sides

qn − 1 = q− 1+
∑

d

qn − 1/qd − 1

for some divisorsd of n.
Sinceϕn(x)|xn − 1, we see thatϕn(q), which is an integer, divides

qn − 1. Alsoϕn(x) dividesxn − 1|xd − 1 for anyd|n, d , n. Therefore,
ϕn(q) dividesq− 1. But

ϕn(q) > (q− 1)ϕ(n)

which shows thatn ≯ 1.
This proof is due toErnst Witt.



3. Cohomology 113

3 Cohomology

Let G be a finite group andA an abelian group on whichG acts as a
group of left operators. LetA be a multiplicative group. We denote ele-
ments ofG by σ, τ, ρ, . . . , and elements ofA by a, b, c, . . .. We denotes
by aσ the effect ofσ on a. Then

(ab)σ = aσbσ

(aτ)σ = aστ

130

Let 1 be the unit element ofA. Denote byGn, n ≥ 1 the Cartesian
product ofG with itself n times.

A function onGn with values inA is said to be ann dimensional
Cochainor, simply, ann cochain. This functionf (x1, . . . , xn) has values
in A. We denote by aσ1, . . . , σn the element inA which is the value
taken by then cochain for valuesσ1, . . . , σn of its variables. We denote
the function also, byaσ1, . . . , σn. If aσ1, . . . , σn andbσ1, . . . , σn are
two functions, we define their product by

oσ1,...,σn = aσ1,...,σn · bσ1,...,σn.

Similarly
oσ1,...,σn = (aσ1,...,σn)

−1

is called the inverse ofaσ1,...,σn. With these definitions, then cochains
form a groupCn(G,A) or simplyCn.

We defineCo(G,A), the zero dimensional cochains, to be the group
of functions with constant values, that is functionsaσ onG such that

aσ = a

is the same for allσ ∈ G. It is then clear thatCo is isomorphic toA.
We now introduce a coboundary operator∂ in the following manner.

∂(= ∂n) is a homomorphism ofCn into Cn+1 defined by

aσ1,...,σn+1 = ∂aσ1,...,σn
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= aσ1
σ2,...,σn+1

n
∏

n=1

(aσ1,...,σi−1,σiσi+1,...,σn+1)
(−1)i (aσ1,...,σn)

(−1)n+1
.

131

For n ≥ o, we define the groupsZn(G,A) and Bn+1(G,A) in
the following manner. Zn(G,A) is the kernel of the homomorphism

Cn ∂n−→ Cn+1 andBn+1(G,A) is the homomorphic image. The elements
of Zn(G,A) are calledn dimensional cocyclesor n-cocycles and the
elements ofBn+1(G,A) are n + 1-dimensional coboundariesor n + 1
coboundaries. The homomorphism∂ has the property

∂∂ = identity (2)

which proves thatBn+1(G,A) is a subgroup ofZn+1(G,A) and we can
form for everyn > o the factor groupHn(G,A) the n-dimensional co-
homology group. We verify (2) only in casen = o and 1 which are the
ones of use in our work.

The coboundary of a zero cochain is a one cochain given by

∂a = aσ =
aσ

a
. (3)

Its coboundary, by definition is

∂∂a = aσ,τ =
aσ · aστ

aστ
.

Substituting from (3), we getaσ,τ = 1 which verifies (2) forn = o.
We define the zero coboundary, that is the elements inBo(G,A), to

be the function with value 1 on allσ ∈ G. ThusBo(G,A) consists only
of the identity. An element inZo(G,A) will be the constant function a
with

aσ = a

for all σ. Hence
Ho(G,A) is isomorphic with the set of a∈ A with the property aσ =132

a for all σ ∈ G.
A one dimensional cocycle is a functionaσ for which∂aσ = 1. But

∂aσ =
aσ · aστ

aστ
.
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Therefore, the elements inZ′(G,A) are functionsaσ with

aσaστ = aστ.

A one coboundary is, already, a functionaσ of the formaσ/a. It is,
certainly, a one cocycle.

For our purposes, we shall need also theadditive cohomology, in-
stead of the multiplicative cohomology above. We regard nowA+ as
an additive, instead of a multiplicative, group. ThenCn(G,A+) is an
additive abelian group. We define the coboundary operator as

aσ1,...,σn+1 = ∂aσ1,...,σn

= aσ1
σ2,...,σn+1

+

n
∑

i=1

(−1)iaσi ,...,σi−1,σi ,τσi+1,...,σn+1 + (−1)n+1aσi ,...,σn.

As before, a zero cochain is a constant function onG and its coboun-
daryaσ is

∂a = aσ = aσ − a.

A one cochainaσ is a cocycle if

∂aσ = 0

which is the same thing as

aσ + aστ = aστ.

Exactly as before, we see thatHo(G,A), the zero dimensional addi-
tive cohomology group is isomorphic to the set of elements ain A+ with 133

aσ = a for all σ.
We now consider the case whenG is a cyclic group. Letσ be a gen-

erator ofG so that 1, σ, σ2, . . . , σn−1 are all the elements ofG. Taking
multiplicative cohomology, ifaσ is a one cocycle, then

aτµ = aτa
τ
µ

or aτµ = aτµ/aτ. Substituting forτ successively 1, σ, . . . , σn−1 we get

a1+σ+···+σn−1

µ = 1.
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We denotea1+σ+···+σn−1

µ by Naµ and call it thenorm of aµ. Thus, if
aµ is a cocycle, then,

Naµ = 1.

Conversely, suppose ais an element inA with

Na= a1+σ+..+σn−1
=1
= 1.

We can define a cocycleaµ such thataσ = a. For letµ = σν, for
someν. Put

aµ = a1+σ+···+σν−1
.

Obviously,aσ = a. Also, aσ is a cocycle. For, ifτ = σν
′
.

aµa
µ
τ = a1+σ+···+σν−1

(a1+σ+···+σν′−1
)σ

ν

= a1+σ+···+σν−1
+σν+···+σν+ν′−1

= aµτ.

In a similar manner, for additive cohomology, we haveaτµ = aτ+aτµ
whereaµ is a cocycle. IfG is cyclic, on substituting 1, σ, . . . , σn−1 for134

τ, we get
S aµ = aµ + aσµ + · · · + aσ

n−1

µ = o.

We callS aµ thespur or traceof aµ. If a is any element ofA, with
traceS a= a+ aσ + · · · + aσ

n−1
= o, then the cocycle

aµ = a+ aσ + · · · + aσ
ν−1

whereµ = σν, has the property

aσ = a.

We now apply the considerations above, in the following situation.
K/k is a finite galois extension with galois groupG. ThenG acts on
K∗ and also the additive groupK+ as a group of operators. We might,
therefore, consider the cohomology groupsHo(G,K∗), H1(G,K∗), . . .
andHo(G,K+),H1(G,K+) . . . etc. As before,Ho(G,K∗) andHo(G,K+)
are isomorphic to subgroups ofK∗ andK+ with aσ = a for all σ. This,
by galois theory, shows
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Theorem 6. Ho(G,K∗) is isomorphic to k∗ and Ho(G,K+) is isomorphic
to k+.

But what we are interested in, is the following important theorem
due toArtin.

Theorem 7. The group H1(G,K∗) and H1(G,K+) are trivial.

Proof. Let us first consider multiplicative cohomology. Ifaσ is a cocy-
cle, we have to prove that it is a coboundary. The elementsσ, τ, . . . of
G are independentk-linear mappings ofK intoΩ, the algebraic closure.
Hence, if (aσ) are elements ofK∗,

∑

σ

aσ · σ

is a non-trivialk-linear map ofK intoΩ. Therefore, there exists aθ , o 135

in K such that
∑

σ

aσθ
σ
, o.

�

Putb−1
=

∑

σ
aσθσ =

∑

τ
aτθτ. Then

(b−1)σ =
∑

τ

aστ θ
στ.

Therefore
aσ
bσ
=

∑

τ

aσaστ θ
στ.

Since (aσ) is a cocycle, we get

aσ
bσ
=

∑

τ

aστθ
στ
=

∑

τ

aτθ
τ
= b−1.

Thus

aσ =
bσ

b
= bσ−1

which is a coboundary.
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Consider now the additive cohomology.K/k being finite and sepa-
rable, there existsaθ ∈ K such that

∑

σ

θσ = SK/kθ = 1.

Put now
−b =

∑

σ

aσθ
σ

aσ being an additive cocycle. Then

−bσ =
∑

τ

aστ θ
στ.

But aσ = aσ · 1 =
∑

τ aσ · θτ so that

aσ − bσ =
∑

τ

(aσ + aστ )θστ =
∑

τ

aστθ
στ
= −b

which proves thataσ = bσ − b is a coboundary.
Our theorem is completely proved.
We apply the theorem in the special case whereG is cyclic. Letσ136

be a generator ofG. If aσ is a cocycle then, in multiplicative theory

a1+σ+···+σn−1

σ = 1

or NK/kaσ = 1. Similarly in additive cohomology,

aσ + aσσ + · · · + aσ
n−1

σ = o

or SK/kaσ = o.
Using theorem 7, we obtain ’theorem 90’ ofHilbert.

Theorem 8. If K/k is a finite cyclic extension,σ, a generator of the
galois group of K/k and a and b two elements of K with NK/ka = 1 and
SK/kb = 0 respectively, then

a = c1−σ

b = dσ − d

for two elements c, d in K.
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4 Cyclic extensions

Let K/k be a cyclic extension of degreem. Putm= npa, (n, p) = 1 if p
is the characteristic ofk; otherwise, letm= n.

Let G be the galois group ofK/k. It has only one sub-group of order
pa. Let L be its fixed field. ThenK/L is cyclic of degreepa andL/k is
cyclic of degreen prime top. Let ρ be a primitiventh root of unity and
k(ρ) the cyclotomic extension. The compositeF = Lk(ρ) is cyclic over
k(ρ) and of degree prime top. We shall see thatK over L andF over
k(ρ) can be described in a simple manner.

We shall, therefore, consider the following case, first.
K/k is a cyclic extension of degreem andp ∤ m, if k has character- 137

istic p , o; otherwise,m is an arbitrary integer. Also,k contains all the
mthroots of unity. We then have the theorem ofLagrange.

Theorem 9. K = k(w) where wm ∈ k.

Proof. Let ρ be a primitivemthroot of unity.ρ is in k. �

Hence, sinceK/k has degreem,

NK/k ρ = ρ
m
= 1.

By Hilbert’s theorem, therefore, ifσ is a generator of the galois
group ofK/k, then there is anω ∈ K such that

ω1−σ
= ρ.

Sinceρ is a primitivemthroot of unity,ω,ωσ, ωσ
2
, . . . are all distinct

and are conjugates ofω. Hence our theorem.
ω satisfies a polynomialxm − a, a ∈ k. If K = k(ω′), whereω′ also

satisfies a polynomialxm − b, b ∈ k,then

ω′σ = ω′ · ρ+,

whereρt is a primitivemthroot of unity and so (t,m) = 1.
Now

(

ω′

ωt

)σ

=
ω′ · ρt

ωt · ρt =
ω′

ωt
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which shows that
ω′ = ωt · c, c ∈ k.

We shall callxm − a anormed polynomial. We have, then, the

Corollary . If k(ω) = K = k(ω′), whereω andω′ are roots of normed
polynomials, then

ω′ = ωt · c,

where(t,m) = 1 and c∈ k.138

We consider the special case,m = q, a prime number. LetK/k be a
cyclic extension of degreeq. Let K = k(α) and letα1 = (α), α2, . . . , αq

be the irreducible polynomial ofα overk. Supposeσ is a generator of
the galois group ofK/k.

Let notation be so chosen that

ασ1 = α2, α
σ
2 = α3, . . . , α

σ
q−1 = αq, α

σ
q = α1.

Sincek contains theqth roots of unity and everyqth root of unity
ρ , 1 is primitive, we construct theLagrange Resolvent.

ω = ω(α, ρ) = α1 + ρα2 + · · · + ρq−1αq.

Then
ωσ = α2 + ρα3 + · · · + ρq−2αq + ρ

q−1α1

which shows thatωσ = ρ−1ω. HenceK = k(ω). Also,

(ωq)σ = ωq

which proves thatωq ∈ k andω satisfies a normed polynomial.
In particular, ifk has characteristic, 2, andK/k has degree 2, then

K = k(
√

d)

for d ∈ k.
The polynomialxq−a for a ∈ k is, thus, either irreducible and, then,

a root of it generates a cyclic extension, or else,xq − a is a product of
linear factors ink.
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We study the corresponding situation whenK has characteristicp ,
o andK/k is a cyclic extension of degreept, t ≥ 1.

We first consider cyclic extensions of degreep.139

Let K/k be a cyclic extension of degreep andσ, a generator of the
galois group ofK/k. Let µ be a generic element of the prime fieldΓ
contained ink.

Introduce the operatorPx = xp − x. Then

P(x+ µ) =Px.

Also, the onlyα in k satisfyingPα = o are the elements ofΓ and
these are all the roots ofPx = o.

The element 1 ink has the property

SK/k 1 = o,

so that by Hilbert’s theorem, there is anω ∈ K such that

1 = ωσ − ω.

Therefore, sinceK/k has degreep,

K = k(ω).

In order to determine the polynomial of whichω is a root, consider
Pω.

(Pω)σ =Pωσ =P(ω + 1) =Pω

which shows thatPω ∈ k. If we put Pω = α, thenω is a root the
irreducible polynomial

xp − x− α

in k[x]. ω is a root of the polynomial andωσ = ω + 1. Sinceσ is a
generator of the galois group ofK/k, the roots ofxp − x− α areω,ω +
1, . . . , ω + p− 1.

A polynomial of the typexp − x − α, α ∈ k is called anormed
polynomial.

SupposeK = k(ω′) whereω′ also satisfies a normed polynomial.140
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Thenω′, ω′ + 1, . . . , ω′ + p− 1 are the roots of this normed polynomial.
So

ω′σ = ω′ + h, o < h ≤ p− 1.

Nowω′ − hω satisfies

(ω′ − hω)σ = ω′σ − hωσ = ω′ + h− hω − h = ω′ − hω

which shows thatω′ − hω ∈ k. We have, hence, the

Theorem 10. If K/k is cyclic of degree p andσ, a generator of the ga-
lois group of K/k, then K= k(ω) whereω satisfies a normed polynomial
xp − x− α in k[x] andωσ = ω + 1. If K = k(ω′) andω′ also satisfies a
normed polynomial, then

ω′ = µω + a,

µ ∈ Γ and a∈ k.

In order to be able to constructω, we proceed thus. Letα be an
element inK with

SK/kα = 1.

Letα1(= α), . . . , αp be the roots of the irreducible polynomial which
α satisfies overk. Construct the resolvent

−ω = α1 + 2α2 + · · · + (p− 1)αp−1 + pαp.

Let notation be so chosen that

ασ1 = α2, α
σ
2 = α3, . . . , α

σ
p−1 = αp, α

σ
p = α1.

Then
−ωσ = α2 + 2α3 + · · · + (p− 1)αp

and soωσ −ω = α1+ α2+ · · ·+ αp = 1. Thereforeωp−ω = t for some
t in k. This gives the normed polynomial.

It should be noticed that, here, we use additive cohomology whereas,141

in caseK/k has degreem prime to p, we used multiplicative cohomol-
ogy. Furthermore, in the second case, whenK/k is of degreep, the
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elements ofΓ serve the same purpose as the roots of unity in the first
case.

If k has characteristic 2 andK/k is a separable extension of degree
2, then

K = k(ω)

whereω2 − ω ∈ k.
Observe, also, that any polynomialxp − x − α, for α ∈ k, is either

irreducible overk and so generates a cyclic extension overk, or splits
completely into linear factors ink. For, ifω is a root ofxp − x− α then,
for µ ∈ Γ, ω + µ is also a root.

Just as we denote a root ofxm−α by m
√
α, we shall denote, forα ∈ k,

by
α

P
, a root ofxp − x− α. It is obvious that

α

P
is p valued and ifω is

one value of
α

P
, all the values are

ω,ω + 1, . . . , ω + p− 1.

We now study the case of cyclic extension of degreepn, n ≥ 1.
Let K/k be a cyclic extension of degreepn andσ, a generator of

the galois groupG of K/k. SinceG is cyclic of orderpn, it has only
one subgroup of orderp and hence, there exists a unique subfieldL of K
such thatK/L is cyclic of degreep andL/k is cyclic of degreepn−1

= m.
Let us assume thatn ≥ 2.

σm is of orderp and hence is a generator of the galois group ofK/L. 142

ThusK = L(ω) where
σmω = ω + 1

andω satisfiesPω = α ∈ L.
Putσω−ω = β. Thenσmβ = σ(σmω)−σmω = β which shows that

β ∈ L. Also,
SL/kβ = β + β

σ
+ · · · + βσ

m−1
.

Substituting the value ofβ, we get

SL/kβ = (σω − ω) + (σ2ω − σω) + · · · + (σmω − σm−1ω)

= σmω − ω = 1.
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Henceβ has the property

SL/kβ = 1.

It is easy to see thatα is notk. For,

Pβ = σ(Pω) −Pω = σα − α

andα in k would meanPβ = o or β ∈ Γ. This means thatSL/kβ = o.
We now proceed in the opposite direction. LetL be cyclic of degree

pn−1 > 1 overk. We shall construct an extensionK which is cyclicover
k and containsL as a proper subfield. Letσ be a generator of the galois
group ofL/k.

Let us chooseβ ∈ L, such that

SL/kβ = 1.

Now SL/k(Pβ) =P(SL/kβ) = o which shows that

Pβ = σα − α

for someα in L. Also,α is not ink. We claim that forλ ∈ k,143

xp − x− α − λ (4)

is irreducible overL[x]. For, if it is not irreducible, it is completely
reducible inL. Letω be a root ofxp − x− α − λ in L. Then

ωp − ω = α + λ.

This means that

P(σω − ω) = σ(Pω) −Pω = σα − α =Pβ.

Thus
P(σω − ω − β) = o

orσω−ω−β = µ. SinceSL/k(σω−ω) = o andSL/kµ = o, it follows that
SL/kβ = o, which is a contradiction. Thus forλ ∈ k, (4) is irreducible
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in L[x]. Let ω be a root of this irreducible polynomial for someλ. Then
K = L(ω)/L is cyclic of degreep.

Let σ̄ denote an extension ofσ to an isomorphism ofK/k in Ω, the
algebraic closure ofk. Thenσ̄ is not identity onL. SincePω = α + λ

andλ ∈ k, we get

σ̄(Pω) = σα + λ.

Now

P(σ̄ω − ω) = σ̄(Pω) −Pω = σα − α =Pβ

and, again, we have

P(σ̄ω − ω − β) = o

or thatσ̄ω = ω + β + µ which shows that ¯σ is an automorphism ofK/k.
If t is any integer,

σ̄tω = ω + β + βσ + · · · + βσ
t−1
+ tµ.

144

This shows that 1, ¯σ, σ̄2, . . . , σ̄pn−1
have all different effects onω,

so that they are distinct automorphisms ofK/k. But, sinceK/k has
degreepn, it follows that K/k is cyclic of degreepn. We have, hence,
the important

Theorem 11. If k is a field of characteristic p and admits a cyclic ex-
tension K of k containing L and of degree pm, m> n, for every m.

In fact, if k is an infinite field, we may veryλ over k and obtain
an infinity of extensionsK over k with the said property. It follows
theorem 10.

Corollary. If k is a field of characteristic p and admits a cyclic extension
of degree pn for some n≥ 1, then its algebraic closure is of infinite
degree over it.



126 6. Special algebraic extensions

5 Artin-Schreier theorem

We had obtained, in the previous section, a sufficient condition on a field
so that its algebraic closure may be of infinite degree over it. We would
like to know if there are fieldsK which are such that their algebraic
closures are finite over them. The complete answer to this question is
given by the following beautiful theorem due toArtin andSchreier.

Theorem 12. If Ω it an algebraically closed field and K is a subfield
such that

1 < (Ω : K) < ∞
then K has characteristic zero andΩ = K(i), where i is a root of x2 + 1.145

Proof. The proof is as follows:-

1) K is a perfect field. For if notKp−∞ ⊂ Ω and Kp−∞ is of infinite
degree overK. This shows thatΩ/K is a finite separable extension.
Since it is is trivially normal, it is galois extension. Letn be the order
of the galois groupG of Ω/K.

2) If p is the characteristic ofK, thenp ∤ n (if p , o). For, if p/n, then
G has a subgroup of orderp generated by an elementσ. Let L be
the fixed field of this subgroup. ThenΩ/L is a cyclic extension of
degreep. By corollary of theorem 11 it follows thatΩ/L has infinite
degree. This is a contradiction.

Therefore, the ordern of G is prime to the characteristic ofK, if
different from zero.

3) Letq be a prime dividingn. Thenq , p. Let L now be the fixed field
of a cyclic subgroup ofG, of orderq.

ThenΩ/L is cyclic, of orderq. Now L contains the primitive qth root
ρ of unity. For, if not sinceρ satisfies an irreducible polynomial of
degreeq− 1, it follows thatL(ρ)/L has degreeq− 1. But

(L(ρ) : L)|(Ω : L)

which means thatL(ρ) = L. By theorem 9, therefore

Ω = L(ω1)
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whereωq
1 = ω ∈ L.

4) Any irreducible polynomial overL is either linear or of degreeq. 146

For, if t is its degree andα, a root of it thent = (L(α) : L) divides
q. Thus, every polynomial inL[x] splits in L into product of linear
factors and of factors of degreeq.

Consider, in particular, the polynomialxq2 − ω. InΩ, we can write

xq2
− ω = πµ(x− µ q2√

ω) (5)

whereµ runs through allq2 th roots of unity. Since (Ω : L) > 1, the
polynomial xq2 − ω has, inL[x], an irreducible factor of degreeq.
Since this factor is formed byq of the linear factors on the right of
(5), this factor is of the form

xq
+ · · · + ε ε

√
ω,

ε being aq2th root of unity. We assert that this is a primitiveq2th
root of unity. For if not, it is either 1 or a primitive qth rootof unity.
Sinceε q

√
ω ∈ L, it would then follow that q

√
ω ∈ L. Therefore we get

Ω = L(ε).

5) Let Γ be the prime field contained inL. Consider the fieldΓ(ε).
Let Γ(ε) contain theqνth but notqν+1 roots of unity. This integer
certainly exists. For, ifL has characteristic zeroν = 2. If L has
characteristicp (and this is different fromq, from (2)), thenΓ(ε)
containspf elements wheref is the smallest positive integer with
pf ≡ 1( modq2). If qν is the largest power ofq dividing pf −1 then
Γ(ε) contains theqνth, but not theqν+1 the roots of unity. 147

Let ρ be a primitiveqv+1th root of unity. Thenρ satisfies a polyno-
mial of degreeq(irreducible) overL. ThusΓ(ρ) is of degreeq over
Γ(ρ) ∩ L. Now, ρ being a primitiveqν+1th root of unityρq is aqνth
root of unity and so is contained inΓ(ε). But all the roots ofxq − ρq

areqv+1th roots of unity. Thusxq − ρq is the irreducible polynomial
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of ρ overΓ(ε). Hence

Γ(ρ)

ssssss

OOOOOOO

Γ(ε)

LL
LL

LL
LL

Γ(ρ) ∩ L

ooooooooo

Γ

and (Γ(ρ) : Γ(ε)) = q = (Γ(ρ) : (Γ(ρ) ∩ L).

If Γ is a finite field, then (Γ(ρ)/Γ is cyclic and it cannot have two
distinct subfieldsΓ(ε) andΓ(ρ)∩L over which it has the same degree.
Sinceε < L, it follows thatΓ(ε) andΓ(ρ) ∩ L are distinct and so,Γ
has characteristic zero. In this case, ifq is odd,Γ(ρ)/Γ is cyclic and
the same thing holds. Thusq = 2. We know, then thatν = 2. If i
denotes a fourth root of unity, then

Ω = L(i).

6) Form above, it follows thatn = 2t for somet andK does not contain
the 4th root of unity. Nowt = 1, for if not, let t > 1. Let M be a
subfield ofL such that (L : M) = 2. Then (Ω : M(i)) = 2 and, by
above considerations,M(i) cannot contain 1 which is a contradiction.
So

K(i) = Ω.

We shall make use of this theorem in the next chapter. �148

6 Kummer extensions

We now study the structure of finite abelian extensions of a field k. We
use the following notation:-

k is a field of characteristicp, not necessarily> o.
n is a positive integer not divisible byp if p , o, otherwise arbitrary.
α, the group of non-zero elements ofk. A generic element ofα will

also be denoted, following Hasse and Witt, byα.
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αn is the group of nth powers of elements ofα.
ω, a subgroup ofα containingαn and such that

(ω : αn) < ∞. (6)

Let k contain the nth roots of unity. We shall establisha(1, 1) corre-
spondence between abelian extensions ofk of exponent dividingn and
subgroupsω of α satisfying (6).

Let K be an extension field obtained fromk by adjoining tok the nth
roots of all the elements ofω. We shall obtain some properties ofK.

Sinceω/αn is a finite group, letλ1, . . . , λt in ω, form a system of
generators ofω modαn. Then anyω ∈ ω is of the form

ω = λa1
1 , . . . , λ

ai
t α

n

wherea1, . . . , at are integers. PutΛi = λ
1/n
i , i = 1, . . . , t. ThenΛi is

uniquely determined up to multiplication by an nth root of unity, which
is already ink. This means that

K = k(Λ1, . . . ,Λt).

149

Therefore

1) K/k is a finite extension.

EachΛi is a root of a polynomial of the formxn − λi . This polyno-
mial, by the condition onn, is separable overk. Also, xn − λi splits
completely inK. Thus

2) K/k is a finite galois extension and is the splitting field of the poly-
nomial

f (x) =
t

∏

i=1

(xn − λi)

over k[x].

Let us denote byΛ the group generated byΛ1, . . . ,Λt andα. Let G
denote the galois group ofK/k. In the first place,
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3) Λ/α ≃ ω/αn. (These are isomorphic groups).

Consider the homomorphismΛ→ Λn of Λ into itself. It takesα into
αn. The kernels inΛ andα are both the same. SinceΛ is taken to
ω by this homomorphism, it follows thatΛ/α ≃ ω/αn. Incidentally,
therefore,Λ/α is a finite group.

We shall now prove the important property,

4) G is isomorphic toω/αn.

(This proves thatK/k is a finite abelian extension.)

In order to prove this, consider the ’pairing’, (τ,Λ) of G andΛ, given
by

(σ,Λ) = Λ1−σ, (7)

σ ∈ G, Λ ∈ Λ. Because of definition ofΛ,150

(σ,Λ)n
=
Λ

n

(Λn)σ
= 1.

Thus (σ,Λ) is an nth root of unity. Also,

(στ,Λ) =
Λ

Λστ
=
Λ

Λσ
=

(

Λ

Λτ

)σ

=
Λ

Λσ
·
Λ

Λτ
= (σ,Λ) · (τ,Λ).

Furthermore,

(σ,ΛΛ′) =
Λ
′
Λ
′

(Λ′Λ)σ
=
Λ

Λσ
,
Λ
′

Λσ
= (σ,Λ)(σ,Λ′).

Thus (σ,Λ) defined by (7) is a pairing.
Let Go be the subgroup ofG consisting of allσ with (σ,Λ) = 1, for

all Λ. SinceΛ is generated byΛ1,Λ2, . . . ,Λt, α we get

Λi = Λ
σ
i .

ButΛ1, . . . ,Λt generateK. Therefore,β = βσ for all β ∈ K.
By galois theory,σ = 1. ThusGo = (1).
Let Λo be the subgroup of allΛ with (σ,Λ) = 1, for all σ. For

the same reason as before,Λo = α. Thus, by theorem on pairing,G is
isomorphic toΛ/α. (4) is thus proved.
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Observe, now, that sinceΛn ⊂ α, it follows theG is an abelian group
whose exponent dividesn.

We will denoteK symbolically byK = k( τ
√
ω).

We shall now prove

Theorem 13. Let K/k be a finite extension with abelian galois group G
of exponent dividing n, then K= k( n

√
ω) for a sub groupω ⊂ α with

ω/αn finite.

Proof. Let Λ̄ denote the group of non-zero elements ofK with the prop- 151

erty Λn ∈ α for Λ ∈ Λ̄. Then, by considering the homomorphism
Λ→ Λn, it follows that

Λ̄/α ≃ ω/αn,

whereω = Λ̄n. We shall prove thatK = k( n√
ω̄). In order to prove this,

it suffices to prove that
G ≃ ω/αn. (8)

�

For, in that case, construct the fieldk( n
√
ω). Because of the properties

of K, it follows thatK ⊃ k( n√
ω̄). But, by the previous results, (k( n

√
ω) :

k) = order ofω/αn = order ofG.
Hence

K = k( n√
ω).

We shall, therefore, prove (8).
Let G∗ denote the dual ofG. For everyΛ in Λ̄, define the function

χΛ (σ) = Λ1−σ

onG into Λ̄. SinceΛn ∈ α, it follows thatχΛ(σ) is annth root of unity.
Also,

χΛ(στ) =
Λ

Λστ
=
Λ

Λσ

(

Λ

Λτ

)σ

=
Λ

Λσ
· Λ
Λτ
= χΛ(σ) · χΛ(τ)

so thatχΛ is a character ofG.
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Let χ be any character ofG. Since the exponent ofG divides n,
χn(σ) = 1 for allσ. Therefore,χ(σ) is an nth root of unity and hence is
an element ofk. Also, sinceχ is a character ofG,

χ(στ) = χ(σ)χ(τ)

which equalsχ(σ) · (χ(τ))σ. Thusχ(σ) is a one cocycle and, by theo-152

rem 7,
χ(σ) = β1−σ

for β ∈ K. But (χ(σ))n
= 1 so that

βn
= (βn)σ

for all σ or βn ∈ α. This means, by definition of̄Λ thatβ ∈ Λ̄.
Consider the mappingω → χΛ of Λ̄ into G∗. This is, trivially a

homomorphism. By above, it is a homomorphism onto. The kernel of
the homomorphism is set ofΛ for whichχΛ(σ) = 1 for allσ. That is

Λ = Λ
σ

for all σ. By galois theoryΛ ∈ α. But every element inα satisfies this
condition. Thusα is precisely the kernel, and

Λ̄/α ≃ G∗.

SinceG is a finite abelian group,G ≃ G∗ and our theorem is com-
pletely proved.

We call a finite abelian extensionK/k, aKummer extensionif

1) k contains the nth roots of unity,p ∤ n, if p(, o) is characteristic of
k,

2) K/k has a galois Galois group of exponent dividingn.What we have
then proved is

Theorem 14. The Kummer extensions of k stand in(1, 1) correspon-
dence with subgroupsω of α withω/αn finite.
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7 Abelian extensions of exponentp
153

We had introduced earlier the operatorP which is defined by

Px = xp − x.

Let k be a field of characteristicp and denote byk+ the additive
group ofk. Thenα → Pα is a homomorphism ofk+ into itself. The
kernel of the homomorphism is precisely the set of elements in Λ, the
prime field of characteristicp, contained ink.

If α ∈ k, we denote by
α

P
, a root of the polynomialxp − x − α.

Obviously
α

P
is p valued. Also,

α + β

P
=

α

P
+

β

P
. (9)

Let us denote byPk+, the subgroup ofk+ formed by elementsPα,
α ∈ k+. Letω be a subgroup ofk+ with the properties,

k+ ⊃ ω ⊃Pk+

ω/Pk+ is finite.

Let K be the extension field ofk, formed by adjoining tok all the

elements
α

P
, fro α ∈ ω. We denote

K = k(
ω

P
).

We then obtain in exactly the same way as before

1) K/k is a finite abelian extension.

2) The galois groupG of K/k is isomorphic withω/Pk+ .

3) G is an abelian group of exponentp. For the proofs, we have to use
additive, instead of multiplicative, pairing and the property (9).
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Suppose, now, on the other hand,K/k is a finite abelian extension of154

exponentp, wherep is the characteristic ofk.
Then

K = k(
ω

P
),

whereω is a subgroup ofk+ with ω/Pk+ finite. For the proof of this,
we have to use additive instead of multiplicative, cohomology. For, let
G be the galois group ofK/k andG∗ its character group. Denote, by
Λ̄, the additive subgroup ofK+ formed by elementsΛ with PΛ ∈ k+.
Denote, byω, the groupPΛ̄. Then

Λ̄/k+ ≃ ω/Pk+

DefineχΛ(σ) by
χΛ(σ) = Λ − Λσ.

Then
P(χΛ(σ)) =PΛ − (PΛ)σ).

But, PΛ ∈ k+ by definition. Hence,P(χΛ(σ)) = o.
Therefore,χΛ(σ) is an element ofΓ. The rest of the proof goes

through in the same way and we have the

Theorem 15. If k has characteristic p, o, the finite abelian extensions
K/k of exponent p stand in a(1, 1) correspondence with subgroupsω of
k+ such thatω/Pk+ is finite, and then K= k( ω

P
).

8 Solvable extensions

We propose to study now the main problem of the theory of algebraic
equations, namely the ‘solution’ of algebraic equations byradicals

k will denote a field of characteristicp,(p = o or p , o),Ωwill be its155

algebraic closure andn, n1, n2, . . . integers> o which are prime top, if k
has characteristicp , o, otherwise arbitrary. An elementω ∈ Ω will be
said to be asimple radicaloverk if ωn ∈ k, for some integern. k(ω)/k
is then said to be asimple radical extension. k(ω)/k is clearly separable.
If ω is a root ofxp − x− a, for a∈ k, ω is called asimple pseudo radical
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overk.k(ω)/k is apseudo radical extensionand is separable. In fact, it
is a cyclic extension overk. This situation occurs, only ifp , o.

An extension fieldK/k is said to be ageneralized radical extension
if it is a finite tower

k = Ko ⊂ K1 ⊂ K2 ⊂ · · · ⊂ Km = K

whereKi/Ki−1 is either a simple radical or a simple pseudo radical ex-
tension. Every element itK is called a generalized radical. A typical
element would be

n1

√

a1 +
n2

√

a2 +
a3

P
+ ..

Clearly, K/k is a separable extension. A generalized radical exten-
sion is called aradical extensionif Ki/Ki−1 is a simple radical extension
for everyi. A typical element ofK would, then be

n1

√

a1 +
n2
√

a2 + · · ·.

Let f (x) be a polynomial ink[x] and let it be separable. LetK be
its splitting field. ThenK/k is a galois extension. The galois group
G of K/k is called thegroup of the polynomial f(x). The polynomial
f (x) is said to besolvable by generalized radicals, if K is a subfield 156

of a generalized radical extension. It is, then, clear that the roots of
f (x) are generalized radicals. In order to prove the main theorem about
solvability of a polynomial by generalized radicals, we first prove some
lemmas.

Lemma 1. Every generalized radical extension is a subfield of a gener-
alized radical extension which is galois, with a solvable galois group.

Proof. Let K/k be a generalized radical extension so that

k = Ko ⊂ K1 ⊂ · · · ⊂ Km = K,

whereKi/Ki−1 is a simple radical or simple pseudo radical extension.
Let Ki = Ki−1(ωi). Then eitherωn

i ∈ Ki−1 for someni or Pωi ∈ Ki−1.
Let (K : k) = n. PutN = n, if k has characteristic zero; otherwise, let

n = N · pa,
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a ≥ o, (p,N) = 1. Letρ be a primitive Nth root of unity. �

Let L1 = Ko(ρ). The L1/Ko is a simple radical extension. Since
K1 = Ko(ω1), put L2 = Ko(ρ, ω1). ThenL2 is the splitting field of the
polynomial (xN−1)(xn1−a1) or (xN−1)(Px−a1) depending on whether
ω1 is a simple radical or a simple pseudo radical. In any case,L2/Kois
a galois extension. Furthermore

L2 = L1(ω1)

so thatL2/L1 is cyclic, since, whenω1 is a simple radical,L1 contains
the requisite roots of unity. Letσ1, . . . , σℓ be the distinct automorphisms157

of L2/Ko. Put

f (x) =
ℓ

∏

i=1

(xn2 − aσi
2 ),

if ω2 is a simple radical withωn2
2 = a2, and

f (x) =
ℓ

∏

i=1

(Px− aσi
2 ),

if ω2 is a simple pseudo radical withPω2 = a2.
Then f (x) is a polynomial ink[x]. Let L3 be its splitting field. Then

L3 is galois overk. Also, L3 is splitting field of f (x) over L3 so that
L3/L2 is either a Kummer extension or else, an abelian extension of
exponentp. In this way, one constructs a galois extensionT of k such
that

Lo = k ⊂ L1 ⊂ L2 ⊂ L3 ⊂ · · · ⊂ Lm−1 ⊂ T = Lm,

whereLi/Li−1 is either a kummer extension or an abelian extension of
exponentp. Clearly, Li/Li−1 and, hence,T/k is a generalized radical
extension. LetGi , i = o, 1, 2, . . . ,m be the galois group ofT/Li . Then

G = Go ⊃ G1 ⊃ . . . . . . ⊃ Gm = (e)

is a normal series. Further, by our construction,Gi−1/Gi is the galois
group ofLi/Li−1 and hence, abelian. Thus,G is a solvable group. The
lemma is thus proved.
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Lemma 2. If K/k is a finite solvable extension, then K is a subfield of a
generalized extension over k.

Proof. Let G be the galois group ofK/k andG solvable. Letn be the
order ofG and put

n = paN

with the same connotation, as before. Letρ be a primitive Nth root of 158

unity andL = k(ρ). ThenL/k is a simple radical extension. LetM be
a composite ofK andL. ThenM/L is a galois extension with a galois
group which is isomorphic to a subgroup ofG and hence, solvable. Let
Go be the galois group ofM/L and let it have a composition series

Go ⊃ G1 ⊃ · · · ⊃ Gm = (e).

�

Then Gi/Gi+1 is a cyclic group of prime degree. LetLo = L,
L1, . . . Lm = M be the fixed fields ofGo,G1, . . . ,Gm respectively. Then
Li/Li−1 is a cyclic extension of prime degree. SinceLi−1 contains the
requisite roots of unity,Li is a simple radical or a simple pseudo radical
extension ofLi−1. ThenM/k is a generalized radical extension and our
lemma is proved.

We are, now, ready to prove

Theorem 16. A separable polynomial f(x) ∈ k[x] is solvable by gener-
alized radicals if and only if its group is solvable.

Proof. Let K be the splitting field off (x) andG the galois group of
K/k. Supposef (x) is solvable by generalized radicals. ThenK ⊂ L
whereL/k is galois and by lemma 1, has solvable galois groupH. Let
Go be the galois group ofL/K ThenH/Go is isomorphic toG and soG
is solvable. �

Let, conversely,G be solvable. Then, by lemma 2,K is contained
in a generalized radical extension and sof (x) is solvable by generalized
radicals.

We can easily prove 159
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Corollary. A separable polynomial f(x) ∈ k[x] is solvable by radicals
if and only if its splitting field has a solvable galois group of order prime
to the characteristic of k, if different from zero.

Let k be a field. The polynomial

f (x) = xm− x1xm−1
+ x2xm−2 · · · + (−1)mxm,

wherex1, . . . , xm are algebraically independent overk, is said to be the
general polynomialof the mth degree overk. It is so called, because
every monic polynomial of degreem overk is obtained by specializing
the values ofx1, . . . , xm to be ink. Let L = k(x1, . . . , xm). Let y1, . . . , ym

be roots off (x) overL. Then

f (x) = (x− y1) · · · (x− ym)

andy1, . . . , ym are distinct. The splitting fieldk(y1, . . . , ym) of f (x) over
L is a galois extension whose galois group is isomorphic toSm. Hence,
the general polynomial of the mth degree overk has a group isomorphic
to the symmetric group onm symbols.

But,Sm is not solvable, ifm> 4, so that in virtue of theorem 16, we
have the theorem ofAbel.

Theorem 17. The group of the general polynomial f(x) of the mth de-
gree is isomorphic to the symmetric group Sm on m symbols and hence,
for m> 4, f (x) is not solvable by generalized radicals.

We shall now explicitly show how to obtain the roots of a polyno-
mial of degree≤ 4 in terms of generalized radicals.

Let f (x) be a general polynomial of degreem over k and letK be160

the splitting field.K/k has the groupSm. Let y1, . . . , ym be the roots of
f (x). Put

D =
∏

i< j

(yi − y j)
2.

Then D is fixed under all permutations inSm and, hence,D ∈ k.
If we assume that the characteristic ofk is , 2, thenk(

√
D) is a ga-

lois extension ofk and K/k(
√

D) has the galois group isomorphic to
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the alternating group onm symbols. D called thediscriminant of the
polynomial f(x).

Let us, first, consider the general polynomial of the second degree

f (x) = (x− y1)(x− y2) = x2 − x1x+ x2.

Then
y1 + y2 = x1, y1y2 = x2.

Suppose, now, thatk has characteristic, 2. Then

D = (y1 − y2)2
= (y1 + y2)2 − 4y1y2 = x2

1 − 4x2.

Also, y1 + y2 = x1, y1 − y2 = ±
√

D so that

y1 =
x1 +

√
D

2
, y2 =

x1 −
√

D
2

andK = k(
√

D) is the splitting field off (x) and is a radical extension.
Let, now,k have characteristic 2. Thenx1 , o, since f (x) is separa-

ble. Putx1x instead ofx. Then the polynomialx2 − x+
x2

x2
1

has roots
y1

x1

and
y2

x1
. But this is a normal polynomial so that ifλ =

x2

x12
, then 161

y1 = x1
λ

P
, y2 = x1

λ

P
+ x1

and thusk(
λ

P
) is a pseudo radical extension and is splitting field of

f (x).
We shall now study cubic and biquadratic polynomials.
Let, first,k have characteristic, 2 or 3. Letm= 3 or 4 and

f (x) = xm− x1xm−1
+ · · · + (−1)mxm

be the polynomial of the mth degree whose roots arey1, . . . , ym.

If we put x+
x1

m
instead ofx, we get a polynomial whose roots are

y1 −
x1

m
, . . . , ym −

x1

m
and which lacks the terms inxm−1.
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We shall, therefore, take the polynomialf (x) in the form

f (x) = xm
+ x2xm−2

+ . . . + (−1)mxm.

If y1, . . . , ym are the roots, then

y1 + y2 + . . . + ym = o.

Also , Dm =
∏

i< j
(yi − y j)2. A simple computation shown that

D3 = −4x3
2 − 27x2

3

and

D4 = 16x4
2x4 − 4x3

2x2
3 − 128x2

2x2
4 + 144x2x2

3x4

−27x4
3 + 256x3

4.

If K is the splitting field off (x) overL = k(x1, . . . , xm) thenL(
√

D)
is the fixed field of the alternating groupAm and L(

√
D)/L is a radi-

cal extension. In order to study the extensionK/L(
√

D), let us, first,
take the casem = 3. The symmetric group on 3 symbols,S3, has the
composition series

S3 ⊃ A3 ⊃ (e).

K/L(
√

D) is thus a cyclic extension of degree 3. Letρ be a primitive162

cube root of unity and letM = L(
√

D, ρ). Let N = KM be a composite
of K andM. ThenKM/M has degree 1 or 3, according asρ is in K or
not. In the first case,M = K. In the second case,KM/M is a cyclic
extension of degree 3 overK and M contains the cube roots of unity.
ThusKM = M( 3

√
ω), for someω ∈ M. In order of determine thisω, we

use Lagrange’s method.
KM is the splitting field overM of the polynomialx3

+ x2x− x3. Let
y1, y2, y3 be roots of this polynomial. Put

ω = y1 + ρy2 + ρ
2y3

ω′ = y1 + ρ
2y2 + ρy3.
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Thenω3
=

27
2

x3 + 3
√

D(ρ − 1
2). Changingρ into ρ2 we getω′3.

Hence

ω = ρa 3

√

27
2

x3 + 3
√

D(ρ −
1
2

)

and we have a similar expression forω′. Herea ≥ o. In order to de-
termine a, we use the fact thatωω′ = −3x2 and so, choosing the root
of unity ρa for ω arbitrarily, the root of unity in the expression forω′ is
uniquely determine. Now

y1 + y2 + y3 = o

y1 + ρy2 + ρ
2y3 = ω

y1 + ρ
2y2 + ρy3 = ω

′

and since the matrix




















1 1 1
1 ρ ρ2

1 ρ2 ρ





















is non-singular, the values ofy1, y2, y3 are uniquely determinedK ·M is 163

a radical ofL and containsK.
Consider, now, the polynomial of the fourth degree

f (x) = x4
+ x2x2 − x3x+ x4

whose roots arey1, y2, y3, y4 with y1+y2+y3+y4 = o. The galois group
of the splitting fieldK/k is S4. This has the composition series

S4 ⊃ A4 ⊃ B4 ⊃ C4 ⊃ (e).

Let K1, Kb, Kc be the fixed fields ofA4, B4 andC4 respectively. Now
A4 is the alternating group,B4 the group consisting of the permutations

(1), (12)(34), (13)(24), (14)(23)

andC4 is the group of order 2 formed by

(1), (12)(34).
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Ka = k(
√

D) and is of degree 2 overk. Now Kb/Ka is of degree 3
and is cyclic. HenceKb = Ka(θ) whereθ ∈ K is an element fixed byB4

but not byA4. Such as elements, for instance, is

θ1 = (y1 + y2)(y3 + y4).

θ1 has 3 conjugatesθ1, θ2, θ3 obtained fromθ1 by operating onθ1, by
representatives of cosets ofA4/B4. Thus

θ2 = (y1 + y3)(y2 + y4)

θ3 = (y1 + y4)(y2 + y3).

Consider the polynomial164

ϕ(x) = (x− θ1)(x− θ2)(x− θ3).

It is fixed underA4 and so, its coefficients are inKa. A simple com-
putation shows that

ϕ(x) = x3 − 2x2x2
+ (x2

2 − 4x4)x+ x2
3.

ϕ(x) is called thereducing cubicor the cubic resolvent. By the
method adopted for the solution of the cubic, ifρ is a primitive cube
root of unity andM = Ka(ρ), then KbM, the composite, is a radical
extension ofk in which θ1, θ2, θ3 lie.

Kc/Kb is of degree 2 and soKc = Kb(α) whereα is fixed underB4,
but not byC4. such as element is

α = y1 + y2.

Now α2
= (y1 + y2)2

= −(y1 + y2)(y3 + y4) = −θ1. Thus Kc =

Kb(
√
−θ1). Hence, ifKbM = Kd, thenKd(α) is a radical extension ofk

containingα. Put now
T = Kd(α, β)

whereβ = y1+y3 =
√
−θ3. ThenT is a radical extension ofk containing

K. The indeterminacy signs in taking the square roots of−θ1 and−θ3

can be fixed by observing that

(y1 + y2)(y1 + y3)(y1 + y4) = x3.
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we now have

y1 + y2 =
√

−θ1, y3 + y4 = −
√

−θ1

y1 + y3 =
√

−θ2, y2 + y4 = −
√

−θ2

y1 + y4 =
√

−θ3, y2 + y3 = −
√

−θ3.

for which y1, y2, y3, y4 can be obtained. We have, hence, proved 165

Theorem 18. If K has characteristic, 2 or 3, then the cubic and bi-
quadratic polynomials over k can be radicals.

Let us, now, assume thatk has characteristic3. Letx3
+ x1x2

+ x2x+
x3 be a cubic polynomial andK, its splitting field. K/k has the galois
groupS3. Let L be the fixed field.K/k has the galois groupS3. Let L
be the fixed field ofA3. Then

L = k(
√

D)

where
D = (y1 − y2)2(y2 − y3)2(y3 − y1)2.

K/L is now a cyclic extension of degree 3 and sincek has character-
istic 3,K = L(ω), where

ω3 − ω − α = o

for someα ∈ L. ThusK is a generalized radical extension. We shall
now determineω andα and therefrom,y1, y2 andy3.

In order to do this, we have to consider two cases,x1 = o, and
x1 , o.

Let, first, x1 = o. Theny1 + y2 + y3 = o. Letσ be a generator of the
galois group foK/L and let notation be so chosen that

yσ1 = y2, y
σ
2 = y3, y

σ
3 = y1.

SinceSK/Ly1 = y1 + yσ1 + yσ
2

1 = o, by Hilbert’s theorem, there is aλ
in K such that

y1 = λ
σ − λ.
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Also 166

x2 = y1y2 + y2y3 + y3y1 =

∑

σ

(λσ − λ)(λσ
2 − λσ) = −(λ + λσ + λσ

2
)2.

Sincex2 , o (otherwise, polynomials is not separable), we see that
x2 = −t2, for somet ∈ L. The polynomial, therefore, has the form

x3 − t2x+ x3.

Put nowtx for x. Then the polynomialx3 − x+ x3/t3 has roots
y1

t
,

y2

t
,

y3

t
. Letω = x3/t3. Then

y1 = t
ω

P
, y2 = t

ω

P
+ t, y3 = t

ω

P
+ 2t

and thus the roots are all obtained.
The indeterminacy in the sign oft does not cause any difficulty; for,

if we use (−t) instead oft, then, observing that− ω
P
=
−ω
P

, we see that

y1 = −t
−ω
P

, y3 = −t
−ω
P
− t, y2 = −t

−ω
P
+ t

so thaty2 andy3 get interchanged.
We now consider the casex1 , o.
Putx+ a instead ofx. Then the new polynomial is

x3
+ x1x2

+ x(x2 + 2x1a) + x3 + x2a+ a2
+ a3.

Choose aso thatx2 + 2x1a = o. For this value of a, µ = x3 + x2a+
a2
+ a3

, o; for, otherwise, the polynomial will be reducible and the
roots areo, o, −x1. The roots of this new polynomial arey1 − a, y2 − a,
y3 − a.

Let now
1
x

be written forx, then the polynomial is reduced tox3
+

x1

µ
x+

1
µ

. We are in the previous case. The roots, now, are
1

y1 − a
,

1
y2 − a

,

1
y3 − a

. If −t2 =
x1

µ
, t ∈ L andν =

1

µt3
, thenK = L(

ν

P
) and the roots167
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y1, y2, y3 are given by

y1 = a+
1

t ν
P

, y2 = a+
1

t + t ν
P

, y3 = a+
1

2t + t ν
P

Since the characteristic is 3, the biquadratic polynomial can be taken
in the form

x4
+ x2x2

+ x3x+ x4.

The proof is similar to the old one except thatKb/Ka is a cyclic

extension of degree 3 and soKb = Ka

(

ω

P

)

for a suitableω in Ka. To

find ω, we use the foregoing method. One finds thatK is a generalized
radical extension.

We now consider the case wherek has characteristic2. In this case,
the cubic polynomial cab be taken in the form,x3

+ x2x+ x3. Let y1, y2,
y3 be the roots. Then

y1 + y2 + y3 = o

and thereforey2
1 + y2

2 = y2
3 and so on. Put

ω =
y1

y2
+

y2

y3
+

y3

y1
,

ω′ =
y2

y1
+

y3

y2
+

y1

y3
.

Then

ω + ω′ =
y1(y2

2 + y2
3) + y2(y2

3 + y2
1) + y2(y2

1 + y2
2)

y1y2y3
= 1,

which shows thatω < k, because ,then, it will be symmetric and equal
to ω′. Thusk(ω) is a quadratic subfield ofK. A simple computation
shows thatω andω′ = ω + 1 are roots of

x2 − x+ x3
2.

K/k(ω) is cyclic of degree 3 and one uses the method of Lagrange168

to obtain a generalized radical extension.
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Suppose now thatf (x) is a polynomial of degree 4. Letf (x) =
x4
+ x1x3

+ x2x2
+ x3x+ x4. We have to consider two cases. Let, first,

x1 = o. Then the rootsy1, y2, y3, y4 satisfy

y1 + y2 + y3 + y4 = o.

As before, put

θ1 = (y1 + y2)(y3 + y4), θ2 = . . . , θ3 = · · ·

The reducing cubic is then

ϕ(x) = x3
+ x2

2x+ x3.

Furthermoreθ1 + θ2 + θ3 = o. Put now

ω =
θ1

θ2
+
θ2

θ3
+
θ3

θ1
.

Thenω is fixed underA4 but not underS4. Also Ka = k(ω) is a
simple pseudo radical extension.

Now Kb/Ka is a cyclic extension of degree 3 and has to be solved
by Lagrange’s methods. Further,Kc/Kb is of degree 2. Put now

ω1 =
y3

y1y2y4
, ω′1 =

y4

y1y2y3
.

Then

ω1 + ω
′
1 =

y2
3 + y2

4

y1y2y3y4
=

(y1 + y2)(y3 + y4)
y1y2y3y4

=
θ1

x4
.

We assumex3 , o. Thenθ1 , o. If we put

ω2 =
x4ω1

θ1
, ω′1 =

x4ω
′
1

θ1
,

thenω2 + ω
′
2 = 1 andKc = Kb(ω2).169

In similar manner,K = Kc(ω3) where

ω3 =
x4

θ2
,

y1

y2y3y4
.
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Suppose, now, thatx1 , o. Then, as before, we construct the field
Kb. In order to exhibitKc as a pseudo radical extension ofKb, observe
thaty1 + y2 is fixed underC4 but not underB4. Also

(y1 + y2)2
= (y1 + y2)(y3 + y4 + x1) = θ1 + x1(y1 + y2)

which shows that

Kc = Kb

(

y1 + y2

x1

)

.

Similarly, K = Kc

(

y1 + y3

x1

)

.

Our contentions are completely established.





Chapter 7

Formally real fields

1 Ordered rings
170

A commutative ringR is said to beorderedif there is an ordering relation
> (greater than) such that

(1) for everya ∈ R, a > o, a = o or −a > o.

(1) a, b ∈ R, a > o, b > o⇒ a+ b > o, ab> o.

We may then definea > b by a− b > o. If a > b, then, for anyc in
R, a+ c > b+ c and ifc > o, ac> bc.

If −a > o, we shall say a isnegativeand if a > o, a said to be
positive. We denote “ais negative” bya < o.

Let us denote, byP, the set of elementsa ∈ R with a ≥ o. Then,
from the definition or ordered ring, we have

A1)P+ P ⊂ P

A2)P · P ⊂ P

A3)P∩ (−P) = (o)

A4)P∪ (−P) = R,

whereP+P denotes the set of elements ofRof the forma+b, a, b ∈ P;
−P denotes the set of elements−a, a ∈ P · P shall be called the set of

149
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non-negative elements of R. The only element which is both positive
and negative is zero. Clearly, ifR is a any subsetP of R satisfying the
four conditions above again determine an order onR.

Two elementsa, b ∈ R, a , o , b are said to have thesameor
opposite signsaccording asab> o or ab< o.

Let nowRbe an ordered ring with unit element 1. Leta ∈ R, a , o.171

Thena2
= a · a = (−a) · (−a), so thata2 > o for a , o in R. More

generally, every finite sum of squares of elements ofR is positive. These
elements will be contained in the set of non-negative elements in every
order ofR.

SinceR has a unit element 1 and 12
= 1, we have 1> o. Also,

n · 1 = 1+ 1 · · · + 1, n times son > o. This proves

1) An ordered ring with unit element has characteristic o.

Let a , o, b , o be elements ofR. Thena or −a is positive.
Similarly b or −b is positive. Henceab or −ab is positive which
proves thatab, o. Therefore

2) An order ring is an integrity domain.

We define an ordered field to be an ordered ring whose non-zero
elements form a multiplicative commutative group. We have

3) If k is an ordered field, its positive elements form a multiplicative
group.

For, if x ∈ k, x > o; thenxx−1 > o. If −x−1 > o, then−xx−1 > o
which contradictsx−1x > o. Thus x−1 > o and (3) is proved.
SupposeR andR′ are two rings,R ⊂ R′. If R′ is ordered, clearly
R is ordered by means of the induced order. If however,R is
ordered, it may not be possible, in all cases, to extend this order
to R′. However, in case, it is always possible, namely

4) If K is the quotient field of an ordered ring R then the order in R
can be uniquely extended to K.

Proof. Let R have an order. It is an integrity domain. Any elements172

x ∈ K is of the formx =
a
b

, a, b ∈ R, b , o. Let x , o. Thena , o.
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definex > o by ab > o. Then this defines an order inK. In the first
place, the definition does not depend on the wayx is expressed in the

form
a
b

. Supposex =
a′

b′
. Thenab′ = a′b. Sinceb′ , o, multiplying

both sides of this equality bybb′, we have

ab · b′2 = a′b′ · b2.

�

Sinceab> o, b′2 > o, b2 > o, it follows thata′b′ > o, that is
a′

b′
> o.

In order to prove thatA1, . . . ,A4 are satisfies, letx =
a
b
> o and

y =
a′

b′
> o. Thenab> o anda′b′ > o.

x+ y =
ab′ + a′b

bb′

Now (ab′ + a′b)bb′ = ab · b′2 + a′b′ · b2. Sinceab > o, a′b′ > o,
b2 > o, b′2 > o, it follows that (ab′ +a′b)bb′ > o or x+y > o. In similar
manner,xy> o.

Supposex ≥ o andy ≥ o andx + y = o; thenx = o, y = o. For, if

x =
a
b

, y =
c
d

, thenab ≥ o, cd ≥ o and x + y =
ad+ bc

bd
= o, so that

ad+bc= o. Thusabd2
+ cdb2

= o, which means that since all elements
are inR, ab= o, cd = o, i.e. a = o = c.

If x ∈ R, thanx =
ab
a

. If x = o, thenba2
= o or b = o, so that the

order coincides onRwith the given order inR.
That the extension is unique can be, trivially, seen.
Since every ordered field has characteristic zero, it contains a sub- 173

field isomorphic toΓ, the rational number fieldΓ has thus induced order.
We shall now prove

(5) Γ can be ordered in one way only.

For, if Z denotes the set of integers, thenΓ is the quotient field ofZ.
OnZ, there is only one order since 1> oand hencen = 1+1+· · ·+1 > o.
Thus, all natural integers have to be positive.
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2 Extensions of orders

Hereafter, we consider ordered fieldsk. Our main task will be the study
of extensions of orders ink to extension fieldsK of k. For this purpose,
we introduce the notion of apositive formon k.

Let k be an ordered field. A polynomial
m
∑

i=1
ai x2

i , ai ∈ k, is said to be

anm-ary formoverk. It is said to bepositiveif ai > o, i = 1, . . .m. An
m-ary form is said to represent a∈ k, if there existα1, . . . , αm in k such
that

∑

i

aiα
2
i = a.

Clearly a positive form represents zero, only ifα1, . . . , αm = o. Let
k be an ordered field andK/k, an extension field. We shall prove

Theorem 1. K has an order extending the order in k, if and only if,
every positive form over k is still positive in K.

Proof. We have only to prove the sufficient. To this end, consider the174

family M of subsets{Mα} of K having the following properties. Denote,
by S, the set of elements inK of the form

∑

i

aiα
2
i ,

ai ∈ k andai > o andαi ∈ K. (αi can be all zero also). �

Then

1) Mα ⊃ S 2) Mα + Mα ⊂ Mα

3) MαMα ⊂ Mα 4) Mα ∩ (−Mα) = (o).

This family is not empty, sinceS satisfies this condition. In the usual
way, we makeM a partially ordered set and obtain a maximal setP. We
have now to show that

P∪ (−P) = K

and thenP will determine an order. Letx , o be an elements ofK which
is not inP. Define

Q = P− xP
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as the set of elements of the forma− xb, a, b ∈ P. ObviouslyQ satisfies
(1). To see thatQ satisfies (2), observe that ifa − xb, c − xd are inQ
then

(a− xb) + (c− xd) = (a+ c) − x(b+ d);

but a, b, c, d being in P which is an element ofM, a + c, b + d are
in P. In a similar wayQ satisfies (3). ThatQ satisfies (4) can be seen
as follows: Leta − xb andc − xd be in Q with a, b, c, d, in P. Let
(a+ c) − x(b+ d) = o. Thenb+ d = o. For, if b+ d , o, then

x =
a+ c
b+ d

= (a+ c)(b+ d)
1

(b+ d)2

and so is an element ofP, which is a contradiction. Henceb + d = 0 175

and, therefore,a + c = 0. Sincea, b, c, d are all inP, it follows that
a = b = c = d = 0. ThusQ ∈ M. But Q ⊃ P so that, by maximality of
P, Q = P. This means that−x ∈ P or x ∈ −P. The theorem is therefore
proved.

If Γ is the field of rational numbers andn is a positive integer, then

n = 1+ 1+ · · · + 1. If r =
a
b

is a positive rational number, then

a
b
=

ab

b2
=

1+ 1 · · · + 1

b2
,

so that every positive rational number is a sum of squares. This shows
that every positive form overΓ can be put in the formx2

1 + · · · + x2
n.

If k is an ordered field then
∑

i
α2

i = 0, αi ∈ k implies thatαi = 0,

i = 1, . . .. On the other hand, ifk has the property that
∑

α2
i = 0, αi ∈ k

impliesαi = 0, thenn = 1+1+· · ·+1 , 0 so that k has characteristic zero.
Since every positive form overΓ is essentially of the typex2

1 + · · · + x2
n,

we have the

Theorem 2. k is ordered if and only if
∑

i
α2

i = 0, αi = k impliesαi = 0,

i = 1, 2, . . ..

It is obvious that, if, in a fieldk,
∑

i
α2

i = 0, with α1, α2, . . . not all

zero, then
−1 =

∑

i

βi2,
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βi ∈ k. A field in which −1 is not a sum of squares is called afor-176

mally real field. From theorem 2, it follows that formally real fields are
identical with ordered fields.

We shall, now, prove the following application of theorem 1.

Theorem 3. Let k be a formally real field with a given order and f(x),
an irreducible polynomial in k[x]. Let a, b be two elements in k such that
f (a) f (b) < 0. Supposeα is a root of f(x) in Ω, an algebraic closure of
k. Then K= k(α) is ordered with an order which is an extension of the
given order in k.

Proof. Let f (x) be of degreen. Then every element ink(α) is a polyno-
mial in α of degreen − 1 with coefficients ink. If k(α) is not ordered
with an order extending that ink, then there is a positive form ink which
represents−1. That is,

−1 =
∑

i

ai{ϕi(α)}2,

ai > 0 in k. This means that, ink[x],

1+
∑

i

ai{ϕi(x)}2 = f (x)ψ(x).

Since f (x) has degreen and left side has degree≤ 2n− 2,ψ(x) has,
at most, the degreen− 2. �

We now use induction onn. If n = 1, these is nothing to prove.
Assume theorem proved forn−1 instead ofn. Let g(x) be in irreducible
factor ofψ(x). Theng(x) has degree≤ n− 2. Now

0 < 1+
∑

i

ai {ϕi(a)}2 = f (a)ψ(a)

0 < 1+
∑

i

ai {ϕi(b)}2 = f (b)ψ(b).

Since f (a) f (b) < 0, it follows thatψ(a)ψ(b) < 0. Therefore, at least177

one irreducible factor, sayg(x), of ψ(x) has the propertyg(a)g(b) < 0.
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If β is a root ofg(x) in Ω, theng(β) = f (β) = 0. But by induction
hypothesis,k(β) has an order extending the given order ink. Hence

0 = 1+
∑

i

ai{ϕi(β)}2 > 0,

which is a contradiction. Thus our theorem is completely proved.
Supposek is an ordered field, let us denote, by|a|, theabsolute value

of a ∈ k by

|a| =



























0 if a = 0

a if a > 0

−a if a < 0.

It is then easy to prove that

|ab| = |a| |b|,
|a+ b| ≤ |a| + |b|.

Let f (x) = xn
+ a1xn−1

+ · · · + an be a polynomial ink[x]. Put
M = max(1, |a1| + · · · + |an|). If t , 0 ∈ k and|t| > M, then

t−n f (t) = 1+ a1t−1
+ · · · + ant−n > 0

which shows thattn and f (t) have the same sign.
Suppose nowf (x) is irreducible and of odd degree. Then, ifM is

defined as above,

f (M) f (−M) < 0.

Therefore, by theorem 3, ifβ is a root of f (x) in an algebraic closure of
k, thenk(β) has an order extending that ink.

If a ∈ k anda > 0, then the polynomialx2 − a changes sign ink. 178

For, (a+ 1)2 > a and−a < 0. Thus

((a+ 1)2 − a)(0− a) < 0.

Therefore,k(
√

a) has an order extending the given order ink.
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3 Real closed fields

We had seen above that, under certain circumstances, an order in a field
k can be extended to a finite algebraic extension ofk. We shall consider,
now, a class of fields calledreal closedfields defined as follows:k is
said to be real closed, if

1) k is ordered

2) k has no proper algebraic extensionK with an order extending that
in k.

Before we establish the existence of such fields, we shall obtain
some of their properties. We first prove

Theorem 4. For a formally real field k, the following properties are
equivalent:

1) k(i) is algebraically closed, i being a root of x2
+ 1.

2) k is real closed.

3) Every polynomial of odd degree over k has a root in k and every
positive element of k is a square in k.

Proof. 1 ⇒ 2. k(i) being of degree 2 overk, there are no intermediary
fields, so that,k being ordered, andk(i) being algebraically closed,k has
no ordered algebraic extension.

2 ⇒ 3. Supposef (x) is a polynomial of odd degree. Then it179

changes sign ink. Hence an irreducible factor off (x), also of odd de-
gree, changes sign ink. If α is a root of this irreducible factor, thenk(α)
is ordered with an order extending that ink. Henceα ∈ k. If a > 0 in k,
thenx2 − a changes sign ink. Thus

√
a ∈ k.

3 ⇒ 1. The poof of this part consists of three steps. Firstly, every
element ofK = k(i) is a square. For, leta + bi be an element ofK, a,
b ∈ k. Put

a+ ib = (c+ id)2
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wherec andd have to be determined ink. Since 1,i form a base ofK/k
we get

c2 − d2
= a, 2cd = b.

Therefore, (c2
+ d2)2

= a2
+ b2. But a2

+ b2 > 0 in k and, since every
positive element is a square, there is aλ > 0 in k such that

c2
+ d2

= λ.

Solving forc2 andd2, we have

c2
=
λ + a

2
, d2

=
λ − a

2
.

But, sinceλ2
= a2

+ b2, it follows that λ ≥ |a|, λ ≥ |b|. Therefore
λ + a

2
≥ 0,

λ − a
2
≥ 0. Therefore

c = ±
√

λ + a
2

, d = ±
√

λ − a
2

exist ink. The arbitrariness in the signs ofc andd can be fixed from the
fact that 2cd = b. �

This proves that every quadratic polynomial overk has a root in 180

K. For, if ax2
+ bx + c ∈ k[x], then, in an algebraic closure ofK,

−b±
√

b2 − 4ac
2a

are its roots (a , 0). But
√

b2 − 4ac ∈ K.

The second step consists in showing that every polynomial ink[x]
has a root inK. Let f (x) be ink[x] and letN be its degreeN = 2n · q, q
odd. We shall use induction onn. If n = 0, thenN = q, and so whatever
odd numberq be, f (x) has a root already ink. Let us, therefore, assume
proved that every polynomial of degree 2n−1q′, whereq′ is odd, with
coefficients ink has a root inK. Let f (x) be of degreeN = 2n · q, q odd.
Let α1, . . . , αt be the distinct roots off (x) in an algebraic closure ofK.
Let µ ∈ k be an element to be suitably chosen later. Put

λi j (µ) = λi j = αi + α j + µαiα j i, j = 1, . . . , t, i , j.



158 7. Formally real fields

Consider now the polynomial

ϕµ(x) =
∏

i, j

(x− λi j ).

This has degree
N(N − 1)

2
= 2n−1 · q′, q′ odd. Also, by every per-

mutation of the symbols 1, . . . , t, the polynomial goes over into itself.
Thusϕµ(x) ∈ k[x]. Since its degree satisfies the induction hypothesis,
for everyµ ∈ k, there is ani anda j such thatλi j (µ) ∈ K. Sincek is
an infinite field, there existµ, µ′, µ , µ′ and both ink such thatλi j (µ)
andλi j (µ′) for two integersi and j are inK. This means thatαiα j and,
hence,αi + α j are in K. The polynomialx2 − x(αi + α j) + αiα j is a181

polynomial inK[x]. By what we proved above, both its roots are inK.
Thus our contention is proved.

The third step consists in proving that every polynomial inK[x],
has a root inK. For, let f (x) be a polynomial inK[x]. Let σ be the
generating automorphism ofK/k. It is of order 2. Denote byfσ(x)
the polynomial obtained fromf by applyingσ on the coefficients of f .
Thenϕ = f (x) fσ(x) is a polynomial ink[x]. The second step shows that
ϕ has a rootα in K. Furthermore ifα is a root ofϕ, ασ is also a root of
ϕ, so that eitherα is a root of f (x) or ασ is a root of f (x).

We have thus proved theorem 4 completely.
We deduce from this an important corollary due toArtin and

Schreier.

Corollary 1. If Ω is an algebraically closed field and K a subfield such
that 1 < (Ω : K) < ∞, then K is real closed.

Proof. We had already proved thatK(i) = Ω and thatK has characteris-
tic zero. By virtue of theorem 4, it is enough to prove thatK is formally
real. Every element ofΩ is of the forma+ ib, a, b ∈ K. Also

a+ ib = (c+ id)2,

for c, d in K, sinceΩ is algebraically closed. Thus

a2
+ b2

= (c2
+ d2)2.
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Hence every sum of two squares and, hence, of any number of
squares is a square. Therefore

−1 =
∑

i

a2
i

is impossible inK. By theorem 2, therefore,K is formally real. � 182

This proves that the real closed fields are those and only those which
are such that their algebraic closures are finite over them.

We have again

Corollary 2. A real closed field has only one order.

For, the set of positive elements coincides with the set of squares of
the elements of the field.

This shows that, if on ordered field has two distinct orders, it has
algebraic extensions which are ordered. It must be remembered that if
a field has only one order, it is not necessarily real closed. The rational
number field, for example, has only one order.

Supposek is a real closed field. Then every irreducible polynomial
in k[x] is of degree one or two. Supposef (x) is a polynomial ink[x] and
a, b in k such that

f (a) f (b) < 0.

Then one of the irreducible factorsϕ(x) of f (x) must have the property
that ϕ(a)ϕ(b) < 0. If α is a root ofϕ(x), thenk(α) is ordered. But,
k being real closed,α ∈ k. ϕ(x) must be a linear polynomial. Thus
ϕ(x) = x− α and

(a− α)(b− α) < 0

which means thatα lies betweena andb. Hence the

Theorem 5. If k is a real closed field, f(x) a polynomial in k[x], a, b in
k such that f(a) f (b) < 0, then there is a rootα of f(x) in k between a
and b.

Furthermore, we had seen that there is anM in k depending only 183

on the coefficients of f (x) such thatf (a) has the same sign asan, n =
deg f (x), if |a| > M. This shows
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All the roots of f(x) that lie in k lie between±M.
Let k be a real closed field andf (x) a polynomial ink[x]. Let f ′(x)

be its derivative. Putϕ0 = f , ϕ1 = f ′. Sincek[x] is a Euclidean ring,
define, by the Euclidean algorithm, the polynomials

ϕ0 = A1 ϕ1 − −ϕ2

ϕ1 = A2 ϕ2 − −ϕ3

. . . . . .

ϕr−1 = Ar ϕr .

It is then well-known thatϕr(x) is the greatest common divisor ofϕ0

andϕ1. The sequenceϕ0, ϕ1, . . . , ϕr of polynomials ink[x], is known as
theSturmian polynomial sequence.

Let a ∈ k be such thatϕ0(a) , 0. Thenφr(a) , 0. Consider the
set of elementsϕ0(a), ϕ1(a), . . . , ϕr(a) in k. The non-zero ones among
them have a sign. Denote, byω(a), the number of changes of sign in the
sequence of elements,

ϕ0(a), ϕ1(a), . . . , ϕr(a),

in this order, taking only the non-zero elements. A very important theo-
rem due toSturmis

Theorem 6. Let b and c be two elements of k, b< c andϕ0(b) , 0,
ϕ0(c) , 0. Letω(b) andω(c) denote the number of changes of sign in184

the Sturmian sequence for the values b and c. Then f(x) has precisely
ω(b) − ω(c) distinct roots in k between b and c.

Proof. Sinceϕr (b) , 0, ϕr(c) , 0, we may divide all the Sturmian
polynomials byϕr(x) and obtain the sequence ¯ϕ0(x), ϕ̄1(x), . . . ϕ̄r−1(x),
ϕ̄r(x)(= 1). Now ϕ̄0(x) has no multiple roots. For, ifα is a root of f (x)
of multiplicity t, then

ϕ0(x) = (x− α)tψ1(x), ψ1(α) , 0

ϕ1(x) = t(x− α)t−1ψ1(x) + (x− α)tψ′1(x)
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so that (x − α)t−1 is the highest power of ofx − α, that dividesϕ1(x).
Hence

ϕ̄0(x) = (x− α)ψ2(x)

ϕ̄1(x) = tψ2(x) + (x− α)ψ3(x),

ψ2(x) andψ3(x) being polynomials overk. Note that ¯ϕ1(x) is not the
derivative ofϕ̄0(x). We shall drop the ‘bars’ on theϕ′s and write them
asϕ0, ϕ1, . . . , ϕr−1, ϕr = 1 andϕ0 having no multiple roots. Note that
ω(b) orω(c) is not altered by doing the above. �

The finite number of polynomialsϕ0, ϕ1, . . . , ϕr−1 have only finitely
many roots betweenb andc. By means of these roots, we shall split the
interval (b, c) into finitely many subintervals, the end points of which
are these roots. We shall study how the functionω(a) changes as aruns
from b to c.

1) No two consecutive functions of the Sturmian seriesϕ0(x), 185

ϕ1(x), . . . , ϕr−1(x) can vanish at one and the same point, inside the
interval (b, c). For, supposeb < a < c andϕi(a) = 0 = ϕi+1(a),
0 < i + 1 < r. Then

ϕi(x) = Aiϕi+1(x) − ϕi+2(x)

so thatϕi+2(a) = 0, and, so on, finallyϕr(a) = 0. Butϕr(a) = 1.

2) Inside any one of the intervals, each function keeps a constant sign;
for, if any function changed sign then, by theorem 5, there would be
a zero inside this interval.

Let d denote an end point of an interval andL andR the intervals to
the left ofd and to the right ofd, havingd as a common end point.

3) Suppose dis a zero ofϕ1 for 0 < 1 < r. Then

ϕl−1 = Alϕl − ϕl+1,

so thatϕl−1(d) = −ϕl+1(d) and none of them is zero by (1). Because
of (2), ϕl−1 has inL the same sign as atd. Similarly in R. The same
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is true ofϕl+1. Thus, whatever signϕl might have inL andR, the
functionω(a) remains constant when agoes fromL to R crossing a
zero ofϕl, 0 < 1 < r.

4) Let nowd be a zero ofϕ0. Thend is not a zero ofϕ1. We have

ϕ0(x) = (x− d)ψ(x)

ϕ1(x) = mψ(x) + (x− d)ψ1(x),

wherem is an integer> 0, ψ(x) andψ1(x) are polynomials overk,
andψ(d) , 0. At d, ϕ1(d) has the same sign asψ(d).

In L, ϕ0 has the sign ofϕ0(a) = (a − d)ψ(a). But a− d < 0, so that186

ϕ0 has the sign of−ψ(a). In L, ϕ1(a) has the same sign asψ(d). Also
ψ(x) has no zero inL. Henceϕ1(a) has the same sign asψ(a). Therefore
in L, ϕ0 andϕ1 have opposite signs. InR, exactly the opposite happens,
namelyϕ0(a) = (a − d). ψ(d), a − d > 0. Henceϕ0 andϕ1 have the
same sign inR. Thusω(a) is lessened by 1, whenever acrosses a zero
of ϕ0(x) and remains constant in all other cases.

Our theorem is, thus, completely proved.
We make the following remark.

Remark. Supposek is a formally real field and

f (x) = xn
+ a1xn−1

+ · · · + an,

a polynomial ink[x]. Let, as before,M = max(1, |a1| + · · · + |an|).
Suppose there exists a real closed algebraic extensionK of k with an
order which is an extension of the given order ink. f (x) can, then, be
considered as a polynomial inK[x] and, as seen earlier,f (x) has no
roots inK outside the interval (−M,M). The number of these distinct
roots is thus independent ofK.

We now prove

Theorem 7. Let k be an ordered field,Ω its algebraic closure. Suppose
there exist two real closed subfields K, K∗ ofΩ/k with orders extending
the given order in k. Then K and K∗ are k isomorphic.
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Proof. 1) Let f (x) be a polynomial ink[x] andα1, . . . , αt the distinct
roots of f (x) in K. Let α∗1, . . . , α

∗
t be the distinct roots off (x) in187

K∗. Put L = k(α1, . . . , αt) and L∗ = k(α∗1, . . . , α
∗
t ). SinceL/k is

finite, L = k(ξ) for someξ in K. Supposeϕ(x) is the minimum
polynomial ofξ in k[x]. Let ξ∗ be a root ofϕ(x) in K∗. Thenk(ξ) and
k(ξ∗) arek-isomorphic. Ifρ is this isomorphism, thenρξ = ξ∗. But
k(ξ) = L = k(α1, . . . , αt). Henceρα1, . . . , ραt will be distinct roots
of f (x) in K∗. ThusL∗ = k(ξ∗). Hence

L ≃ L∗.

2) Supposeϕ(x) is any polynomial ink[x], β1, . . . , βs its distinct roots
in K. Let β∗1, . . . , β

∗
s be the corresponding roots inK∗. Consider all

the positive quantities amongβi − β j , i , j. Their square roots exist
in K. Letψ(x) be a polynomial ink[x], among whose roots are these
square roots and letδ1, . . . , δg be the roots ofψ(x) in K, δ∗1, . . . , δ

∗
g

the corresponding roots inK∗. Then, from above,

F = k(β1, . . . , βs, δ1, . . . , δg) ≃
≃ k(β∗1, . . . , β

∗
s, δ∗1, . . . , δ

∗
g) = F∗.

Let τ be this isomorphism. Let notation be such that

τ(βi) = β
∗
i

τ(δi) = δ
∗
i .

Supposeβi > β j . Thenβi − β j > 0 so thatβi − β j = δ
2
t , for somet.

Also, τ(βi − β j) = β∗i − β
∗
j . But

τ(βi − β j) = τ(δ
2
t ) = δ∗2t .

Henceβ∗i − β
∗
j = δ

∗2
t > 0, which proves that

β∗i > β
∗
j .

The isomorphismτ betweenF andF∗ preserves order between the188

roots ofϕ(x) in K.
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3) In order, now, to construct the isomorphism betweenK andK∗, we
remark that any such isomorphism has to preserve order. For,if σ is
this isomorphism andα > β in K, thenα − β = δ2 so that

σ(α − β) = σ(δ2) = (σ(δ))2 > 0

so thatσα > σβ. We shall, therefore, construct an order preserving
map which we shall show to be an isomorphism.

4) Letα be an element inK, h(x) its minimum polynomial overk. Let
α1, . . . , αt be the distinct roots ofh(x) in K and let notation be so
chosen thatα, < α2 < . . . < αt. Let α = αi . Let α∗1, . . . , α

∗
t be the

distinct roots ofh(x) in K∗ and, again, let the notation be such that

α∗1 < α
∗
2 < . . . < α

∗
t .

Define, now,σ on K by
σα = α∗i .

Let α andβ be two elements ofK and let f (x) be a polynomial in
k[x]n whose roots inK areα, β, α + β, αβ, . . .. Construct the fields
F andF∗ and thek-isomorphismτ of F on F∗. Sinceτ preserves
order of roots off (x), it preserves order of roots of the factor off (x)
which hasα as its root. Similarly of the factor havingβ as a root.
Hence

τ(τ) = σ(α), τ(β) = σ(β), τ(α + β) = σ(α + β), τ(αβ) = σ(αβ).

189

Henceσ(α + β) = σα + σβ, σ(αβ) = σα · σβ. Thusσ is an isomor-
phism ofK into K∗. We have similarly an isomorphismσ∗ of K∗ into
K. Thusσ · σ∗ is identity onK∗. HenceK andK∗ arek-isomorphic.

�

Corollary. The only automorphism of K over k is the identity.

We shall now prove the theorem regarding the existence of real
closed fields, namely
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Theorem 8. If k is an ordered field with a given order andΩ, its al-
gebraic closure, there exists inΩ, upto k-isomorphism, only one real
closed field K with an order extending the given order in k.

Proof. Let V be the family of formally real subfields ofΩ/k which have
an order extending that ink. V is not empty, sincek ∈ V. We partially
orderV by inclusion. Let{kα} be a totally ordered subfamily ofV. Let
K0 =

⋃

α
kα. ThenK0 is a field which is contained inV. This can be

easily seen. By Zorn’s lemma, there exists a maximal elementK in V.
K has an order extending the order ink. To prove thatK is real closed, let
f (x) be a polynomial of odd degree overK. It changes sign. Therefore
there is an irreducible factor, also of odd degree, which changes sign
in K. This factor must have a root inK. Else, by theorem 3 there
exists an algebraic extension with an order extending that in k. This will
contradict maximality ofK. In a similar way, every positive element of
K is a square. By theorem 4,K is real closed. IfK andK∗ are two real
closed subfields with orders extending that ink, then, by theorem 7, they190

arek-isomorphic. �

Suppose now thatk is a perfect field andΩ, its algebraic closure.
Let G be the galois group ofΩ/K. If G has elements of finite order (not
equal to identity), letK be the fixed field of the cyclic group generated
by one of them. Then (Ω : K) is finite and by Artin-Schreier theorem
this order has to be two. Thus any element of finite order inG has to
have the order two. Furthermore, in this case,k is an ordered field.

On the other hand, ifk is an ordered field andΩ, its algebraic clo-
sure, there exists, then by theorem 8, a real closed subfield of Ω/k, say
K. This means thatG has an element of order 2. Moreover no two ele-
ments of order 2 commute. For ifα, β are of order 2 and commute, then
1, α, β, αβ is a group order 4 which must have a fixed fieldL such that
(Ω : L) = 4. This is impossible, by Artin-Schreier theorem. Hence the

Theorem 9. If k is a perfect field,Ω its algebraic closure and G the
galois group ofΩ/k then G has elements of finite order if and only if k
is formally real. Also, then, all these elements have order 2and no two
of them commute.
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4 Completion under an order

Let k be a formally real field with a given order. We had defined a
function | | on k with values ink such that

|ab| = |a| · |b|,
|a+ b| ≤ |a| + |b|.

This implies that
|a| − |b| ≤ |a− b|.

Also a → |a| is a homomorphism ofk∗ into the set of positive ele-191

ments ofk. The function| | defines a metric on the fieldk. We define
a Cauchy sequencein k to be a sequence (a1, . . . , an, .) of elements ofk
such that foreveryε > 0 in k, there existsn0, an integer such that

| an − am |< ε, n,m> n0.

Obviously, ifm> n0 + 1,

|am| = |am − ano− ano| < ε + |an0 |,

so that all elements of the sequence fromn0 onwards have a value less
than a certain positive element ofk.

A Cauchy sequence is said to be anull sequenceif, for everyε > 0
in k, there is an integern0 = n0(ε) such that

| an |< ε, n > n0.

The sum and product of two Cauchy sequence is defined as follows:-

(a1, a2, . . .) + (b1, b2, . . .) = (a1 + b1, a2 + b2, . . .)

(a1, a2, . . .) − (b1, b2, . . .) = (a1 + b1, a2 + b2, . . .)

and it is easy to verify that the Cauchy sequences ink form a ringRand
the null sequences, an idealY of R. We assert thatY is a maximal
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ideal. For, let (a1, . . .) be a Cauchy sequence ink which is not a null
sequence. Then there exists aλ > 0 in k and an integern such that

| am |> λ,m> n. (1)

For, if not, for everyε > 0 and integern, there exist an infinity of 192

m > n for which | am |< ε. Since (a1, . . .) is a Cauchy sequence, there
existsn0 = n0(ε) such that

|am1 − am2| < ε, m1,m2 > n0.

Let m0 > n0 such that|am0 | < ε. Then, for allm> m0,

|am| ≤ |am − am0 | + | am0 < 2ε

which proves that (a1, . . .) is a null sequence, contradicting our assump-
tion.

Let 1 be the unit element ofk. Then the sequence (1, 1, . . .) is a
Cauchy sequence and is the unit element inR. Let c = (a1, . . .) be in
R but not inY . Let m be defined as in (1). Thenc1 = (0, 0, . . . 0, a−1

m ,

a−1
m+1, . . .) is also a Cauchy sequence. For, letε > 0 andn, an integer so

that
| an1 − an2 |< ε, n1, n2 > n0.

Then
∣

∣

∣

∣

∣

∣

1
an1

− 1
an2

∣

∣

∣

∣

∣

∣

=
1

|an1 | |an2 |
∣

∣

∣an2 − an2

∣

∣

∣ <
ε

λ2
,

if n1, n2 > max(m, n0). Also cc1 = (0, 0, 0, . . . , 1, 1, . . .) which proves
thatcc1 ≡ (1, 1, 1, . . . (modY ). This proves thatY is a maximal ideal
and, therefore,

1) R/Y is a fieldk̄.

k̄ is called thecompletionof k under the given order. For every
a ∈ k, consider the Cauchy sequence ¯a = (a, a, . . .). Thena → ā is a
non-trivial homomorphism ofk into k̄.

Sincek̄ is a field, this is an isomorphism.̄k thus contains a subfield193

isomorphic tok. We shall identify it withk itself.
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(2) k̄ is an extension field of k.

We shall now makēk an ordered field with an order which is the
extension of the order ink. To this end, define a sequencec = (a1, . . . , )
of R to bepositiveif there is anε > 0 and ann0 = n0(ε) such that

an > ε, n > n0.

If b = (b1, . . .) is a null sequence, then

|bn| < ε/2, n > m= m(ε).

If p > max(m, n0), then
ap + bp > ε/2

which shows thata + b is also a positive sequence. The definition of
positive sequence, therefore, depends only on the residue class modY .

Let P denote the set of residue classes containing the positive se-
quences and the null sequence. We shall show thatP determines an
order ink̄

First, letc1 andc2 be two positive sequences. There existε1 > 0,
ε2 > 0 and two integersn1 andn2 such that

ap > E1, p > n1,

bp > E2, p > n2;

if p > max(n1, n2), then

ap + bp > ε1 + ε2,

so thatc1+ c2 is a positive sequence orP+P ⊂ P. In a similar manner,194

PP⊂ P.
Let nowc = (a1, . . .) be not a null sequence. Thenc and−c cannot

both be positive. For then, there existε, ε′ both positive and integersn,
n′ such that















ap > ε, p > n

−ap > ε
′, p > n.
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If p > max(n, n1), then

0 = ap − ap > ε + ε
′ > 0,

which is absurd. ThusP∩ (−P) = (0).
Suppose now thatc = (a1, . . .) is not a null sequence. Suppose it

is not positive. Then−c = (−a1,−a2, . . .) is a positive sequence. For,
otherwise, for everyε and everyn,

−ap < ε, p > n.

But, c being not positive, we have

ap < ε, p > n1.

c being a Cauchy sequence, there existsn0 with

|ap − aq| < ε, p, q > n0.

Hence, ifp > max(n0, n1),

|ap| ≤ |ap − aq| + |aq| < 2ε

which means thatc is a null-sequence. This contradiction proves that

P∪ (−P) = k̄.

We therefore see that 195

(3) k̄ is an ordered field with an order extending the order in k.

We shall denote the element (a1, . . .) in k̄ by ā and write

ā = lim
n→∞

an.

Then, clearly, given anyε > 0, there existsn0 such that the element
ā − (an0) in k has all its elements, from some index on, less thanε in
absolute value. This justifies our notation. One clearly has

lim an + lim bn = lim an + bn.
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lim an. lim bn = lim an + bn.

lim an

lim bn
= lim

an

bn
,

if (b1, b2, . . .) is not a null sequence.
If Γ is the rational number field, it is ordered and the completionΓ̄

under this unique order is called thereal number field.
This method of construction of the real number field goes backto

Cantor.

5 Archimedian ordered fields

Ordered fields can be put into two classes.
A field k is said to bearchimedian orderedif, for every two elements

a, b in k, a > 0, b > 0 there exists an integern such that

nb> a

and, similarly, there is an integermwith ma> b.196

We may state equivalently that, for everya > 0, there is an integern
with

n > a.

A field k is said to benon-archimedianordered if there existsa > 0
such that

a > n

for every integern.
Γ, the rational number field is archimedian ordered. Consider, now,

the ringΓ [x] of polynomials. For

f (x) = a0xn
+ a1xn−1

+ · · · + an, a0 , 0

define f (x) > 0, if a0 > 0 as a rational number. That this is an order can
be verified easily. Also the order is non-archimedian because

x2
+ 1 > n,
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for every integern. This order can be extended toΓ(x).
This examples shows that an archimedian order ink can be extended

into a non-archimedian order in an extension field which is transcenden-
tal overk. That this is not possible in algebraic extensions is shown by

Theorem 10. If k is archimedian ordered and K/k is algebraic with
an order extending the order in k, the extended order in K is again
archimedian.

Proof. Letα be> 0 in the extended order inK. Let f (x) = xn
+a1xn−1

+

· · ·an be the minimum polynomial ofα in k[x]. Consider the quantities197

1−ai , i = 1, . . . , n. They are ink and sincek and is archimedian ordered,
there exists an integert > 0 such that

t > 1− ai , i = 1, . . . , n.

We now assert thatα < t. For if α ≥ t, then

0 = f (α) = αn
+ a1α

n−1
+ . . . + an

≥ αn
+ (αn−1

+ . . .+)(1− t)

≥ αn
+ (αn−1

+ . . . + 1)(1− α) = 1,

which is absurd. Our theorem is proved.
We had already introduced the real number field. It is clearlyarchi-

median ordered. In fact, the completion of an archimedian ordered field
is archimedian. We can prove even more, as shown by �

Theorem 11. Every complete archimedian ordered field is isomorphic
to the field of real numbers.

Proof. Let K be an archimedian ordered field. It has a subfield isomor-
phic to Γ, the field of rational numbers. We shall identify it withΓ it
self. Letk̄ be the completion ofk. Then

k̄ ⊃ Γ̄.

�



172 7. Formally real fields

In order to prove the inequality the other way round, letR be the
ring of Cauchy sequences ink and Y , the maximal ideal formed by
null sequences. We shall show that every residue class ofR/Y can be
represented by a Cauchy sequence of rational numbers. Therefore, let
c = (a1, a2, . . .) be a positive Cauchy sequence ink. Sincek is archime-
dian ordered, there exists, for everyn greater than a certainm, an integer198

λn such that
λn < nan < 1+ λn

which means that
∣

∣

∣

∣

∣

an −
λn

n

∣

∣

∣

∣

∣

<
1
n
.

Let d = (0, 0, 0, . . .
λm

m
,
λm+1

m+ 1
, . . .) be a sequence of rational num-

bers. Letε > 0 be any positive quantity ink. There exists, then, an
integer t such thatεt > 1, sincek is archimedian ordered. Then, for
n > t andm,

∣

∣

∣an −
λn

n

∣

∣

∣ < ε

which shows thatc− d ∈ Y , which proves that̄k ⊂ Γ̄.
We shall now prove the important

Theorem 12. The real number field̄Γ is real closed.

Proof. We shall show that every polynomial which changes sign inΓ̄
has a root in̄Γ. �

Let b < c be two elements of̄Γ and f (x) a polynomial inΓ̄[x] with
f (b) > 0 and f (c) < 0. We define two sequences of rational numbers
b0, b1, b2, . . . andc0, c1, c2, . . . in the following way. Define the integers
λ0, λ1, λ2, . . . inductively in the following manner.λ0 = 0, and having
definedλ0, λ1, . . . , λn−1, λn is defined as the largest integer such that

f (b+
(c− b)λn

2n ) ≥ 0.

We shall putbn = b +
(c− b)λn

2n and since we wantbn to be an

increasing sequence, we shall, in addition, require that

λn

2
≤ λn−1 + 1.
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199

That such a sequence can be found is easily seen. Put now

cn = bn +
c− b

2n .

Thenc0, c1, . . . is a decreasing sequence

b ≤ bn ≤ bn+1 ≤ cn+1 ≤ cn ≤ c.

Also (bn) and (cn) are Cauchy sequences; for,

| bn+1 − bn |<
c− b

2n+1
.

Furthermore, the sequence (cn − bn) is a null sequence. For,

cn = bn =
c− b

2n

There is, therefore, anα betweenb andc such that

α = lim bn = lim cn.

By definition ofλn, f (cn) < 0 and f (bn) ≥ o.
Therefore

f (α) = lim f (bn) ≥ 0, f (α) = lim f (cn) < 0.

This shows thatf (α) = 0. HenceΓ̄ is real closed.
We have the

Corollary. Γ̄(i) is algebraically closed.

Γ̄(i) is the complex number field. We have thus proved the ‘funda-
mental theorem of algebra’.

The algebraic closure ofΓ in Γ̄ is called the field ofreal algebraic
numbers and is real closed.





Chapter 8

Valuated fields

1 Valuations
200

Let k be a field. Avaluation on k is a function | | on k with values
in the real number field satisfying

(1) | 0 |= 0

(2) | a |> 0, if a , 0

(3) | ab |=| a | · | b |

(4) | a+ b |≤| a | + | b |

where aand bare elements ink. It follows thata→| a | is a homomor-
phisms ofk∗ into the multiplicative group of positive real numbers. If
we denote by 1 the unit element ofk, then

| 1 |=| 12 |=| 1 |2=| 1 | · | 1 |

so that| 1 |= 1. If ζ is a root of unity, say ann say ann th root of unity,
then

1 =| ρn |=| ρ |n

and so| ρ |= 1. Thus means that| −1 |= 1 and so, fora ∈ k,

| −a |=| a | .

175
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Also, sincea = a− b+ b, we get

| a | − | b |≤ a− b | .

A valuation is said to be trivial if| a |= 1 for all a , 0.
Two valuations| |1 and| |2 are said to beequivalentif for everya , 0

in k,

| a |1< 1⇒| a |2< 1,

| a |1= 1⇒| a |2= 1.

201

It is obvious that the above relation between valuations is an equiv-
alence relation. All valuations equivalent to a given valuation form an
equivalence class of valuations.

If | | is a valuation then, for 0≤ c ≤ 1, | 1 |c is also a valuation. We
shall now prove

Theorem 1. If ||1 and ||2 are equivalent valuations, there exists a real
number c> 0 such that

| a |1=| a |c2
for all a ∈ k.

Proof. Let us assume that||1 is non-trivial. Then||2 is also non-trivial.
Also, there exists ab ∈ k such that| b |1> 1, | b |2> 1. Leta ∈ k, a , 0.
Then| a |1 and| b |1 being positive real numbers.

| a |1=| b |λ1

whereλ =
log | a |1
log | b |1

. �

We approximate to the real numberλ from below and from above

by means of rational numbers. Let
m
n
< λ. Then

| a |1>| b |m/n1
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which means that| an

bm |1> 1. Since||1 and||2 are equivalent, this means

that
| a |2>| b |m/n2 .

In a similar manner, ifp/q > λ, then

| a |2<| b |p/q2 .

202

This means that if
m
n
→ λ and

p
q
→ λ,then

| a |2=| b |λ2 .

Thereforeλ =
log | a |2
log | b |2

. This shows that
log | a |1
log | a |2

=
log | b |2
log | b |2

.

Puttingc =
log | b |1
log | b |2

and observing thatc > 0, our theorem follows.

2 Classification of valuations

A valuation is said to bearchimedianif for every a ∈ k, there exists an
integer n= n(a) (that is ne, ife is the unit element ofk) such that

| a |<| n | .

(Compare this with archimedian axiom in ordered fields).
A valuation ofk which is not archimedian is said to benon-archi-

median. We shall deduce a few simple consequences of these defini-
tions.

1) || is archimedian⇐⇒ there exists an integer n in k such that| n |> 1.

Proof. If || is archimedian, there exists a∈ k with | a |> 1 and an
integern with | n |>| a |. This means that

| n |> 1.

�



178 8. Valuated fields

Let || be a valuation andn, a rational integer so that| n |> 1. Let aany
element ofk. If | a |≤ 1, then clearly| a |< |n |. Let | a |> 1. Since
archimedian axiom holds in real number fields, we have an integer
m with

| a |<| n | ·m.

203

If m = 1, there is nothing to prove. So letm > 1. Thenm =| n |λ

(λ =
logm

log | n |
> 0). Letµ be a positive integer greater thanλ. Then

m<| n |µ=| nµ |. Therefore

| a |<| n | ·m<| n |µ+1

and our assertion is proved.

We deduce

2) || non-archimedian⇐⇒| n |≤ 1, for every integer n in k.

This shows at once that

3) All the valuations of a field of characteristic p are non-archimedian.

We now prove the important property

4) || is an non-archimedian valuation if and only if for every a, b in k

| a+ b |≤ Max(| a |, | b |).

Proof. If || is a non-archimedian valuation, then for every integer
n, | n |≤ 1. Letm be any positive integer. Then

(a+ b)m
= am

+ (m
1 )am−1b+ . . . + bm

so that

| a+ b |m≤| a |m + | a |m−1| b | + . . .+ | b |m

≤ (m+ 1)Max(| a |m, | b |m).
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Takingm th roots and makingm→∞ we get

| a+ b |≤ Max(| a |, | b |).

The converse is trivial, since| n |=| 1+ · · · + 1 |≤ 1. �

We deduce easily 204

5) If || is non-archimedian and| a |,| b |, then

| a+ b |= Max(| a |, | b |).

Proof. Let, for instance,| a |>| b |. Then

| a+ b |≤ Max(| a |, | b |) =| a |

Also a = a+ b− b, so that

| a |≤ Max(| a+ b |, | b |).

But, since| a |>| b |, | a + b |≥| b |. Thus | a |≤| a + b | and our
contention is proved. �

More generally, we have, if| a1 |>| a j |, j , 1, then

| a1 + a2 + . . . an |=| a1 | .

In the case of non-archimedian valuations, many times, the so-called
exponential valuationis used. It is defined thus: If||0 is an non-archi-
median valuation, define the function|| by

| a |= − log | a |0, a , 0.

This has a meaning since| a |0> 0 for a , 0. We introduce a quantity
∞ which has the property

∞ +∞ = ∞
∞ + a = ∞
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for any real numbera and
a
∞
= 0

for any real numbera. Then|| satisfies

1’) | 0 |= ∞

2’) | a | is a real number

3’) | ab |=| a | + | b |

4’) | a+ b |≥ Min (| a |, | b |).

Then|1| = 0, |ρ| = 0 for a root of unityρ and the valuation is trivial205

if |a| = 0 for a , 0. For two valuations||1 and||2 which are equivalent

|a|1 = c|a|2,

c〉0 being a real number.

3 Examples

First, letΓ be the finite field ofq elements. Every element ofΓ∗ satisfies
the polynomialxq−1 − 1. Therefore, any valuation| | onΓ is trivial.

Let nowΓ be the field of rational numbers.
Let | | be an archimedian valuation onΓ. It is enough to determine its

effect on the set of integers inΓ. There is an integern such that|n| > 1.
Let mbe any positive integer. Then

n = a0 + a1m+ · · · + atm
t,

wheret ≤
[

logn
logm

]

, 0≤ ai < m. Therefore|ai | ≤ ai < mso that

|n| ≤ m(t + 1) max(1, |m|t).
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Replacen by nr , wherer is a positive integer. Then again, we have

|n| ≤ m

1
r (r

logn
logm

+ 1)

1
r max(1, |m|t).

Making r → ∞, we get

|n| ≤ max(1, |m|
logn
logm ).

This proves that, since|n| > 1,

|n| ≤ |m|
logn
logm

and|m| > 1. 206

Now we can repeat the argument withm and n interchanged and
thus obtain

|m| ≤ |n|
logn
logm

Combining the two inequalities we get

log |n|
logn

=
log |m|
logm

.

Sincem is arbitrary, it follows that

|m| = mC

wherec > 0 is a constant. Obviously, the valuation is determined by
its effect on positive integers. From the definition of equivalence, || is
equivalent to the ordinary absolute value induced by the unique order in
Γ.

Let now || be a non-trivial non-archimedian valuation. It is enough
to determine its effect onZ, the ring of integers.

Since| | is non-trivial, consider the setY of a ∈ Z with |a| < 1. Y

is an ideal. For,

|a| < 1, |b| < 1⇒ |a+ b| ≤ Max(|a|, |b|) < 1.
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Also, if |a| < 1 andb ∈ Z, then

|ab| = |a| |b| < 1.

Furthermore, ifab ∈ Y , then|ab| < 1. But |ab| = |a||b| and |a| ≤ 1,
|b| ≤ 1, since valuation is non-archimedian. Hence|a| < 1 which means
thatY is a prime ideal. Thusg = (p) generated by a primep. Since, by
definition ofY , M < 1⇔ p/n, we have, ifn = pλ · n1, (n1, p) = 1,

|n| = |p|λ.

207

If we denote|p| by c, 0< c < 1, then for any rational number
a
b

, the

value is
∣

∣

∣

∣

∣

a
b

∣

∣

∣

∣

∣

= cλ

where
a
b
= pλ

a′

b′
where (a′, p) = 1 = (b′, p) andλ a rational integer.

This valuations is called thep-adic valuation.
Thus with every non-archimedian valuation, there is associated a

prime number. Conversely, letp be any prime number and letn be any
integer,n = pλ · n1, λ ≥ 0, where (n1, p) = 1. Put

|n| = |p|λ , 0 < |p| < 1.

Then | | determines a non-archimedian valuation onΓ. Further, ifp
andq are distinct primes, then the associated valuations are inequivalent.
For, if | |p and| |q are the valuations, then

|q|p = 1, |q|q < 1.

We shall denote the valuation associated with a primep, by ||p. Then
we have the

Theorem 2. The ordinary absolute valuation and the p-adic valuation
by means of primes p form a complete system of in-equivalent valuations
of the rational number field.
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We shall denote the ordinary absolute valuation by||∞.
Let us consider the case of a function fieldK over a ground field

k and letL be the algebraic closure ofk in K. L is called thefield of
constantsof the function fieldK. The valuations onK that we shall208

consider shall always be such that

|a| = o

for a ∈ k. (We consider exponential valuation). Hence valuations of
function fields are always non-archimedian, since the primefield is con-
tained ink.

Let, now,α be inL. Thenα satisfies the equation

αn
+ a1α

n−1
+ · · · + an = o

wherea1, . . . , an ∈ k. If || is a valuation ofK then

|α|n ≥ min(|α|n−1, . . . , |1|).

From this, it follows that|α| ≥ 0. Also, since 1/α is algebraic,
|α| ≤ 0. Hence for allα ∈ L

|α| = 0.

Thus the valuation is trivial on the field of constants.
We shall consider the simple case whereK = k(x), x transcendental

over k. HereL = k. Let || be a valuation and let|x| < 0. Let f (x) =
a0xn

+ · · · + an be ink[x]. Then

f (x) ≥ min(|x|n, |x|n−1, . . . , |1|).

Therefore
f (x) = n|x|.

This means that, ifR(x) =
g(x)
h(x)

is an element ofK, then

|R(x)| = (degh(x) − degg(x))(−|x|).

We denote this valuation by||∞.
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Suppose now that|x| ≥ 0. As in the case of rational integers, con-
sider the subsetY of k[x] consisting of polynomialsf (x) with | f (x)| >
0. Then, since for everyφ(x) in k[x], |ϕ(x)| ≥ 0, it follows thatY is a
maximal ideal generated by an irreducible polynomialp(x). As in the 209

case of the rational number field

|R(x)| = λ|p(x)|

whereR(x) = {p(x)}λ A(x)
B(x)

whereA(x) andB(x) are prime top(x) and

λ is a rational integer. If we denote, by||p(x), this valuation and put
λ = ordp(x)R(x), then

|R(x)| = cordp(x) R(x)

wherec = |p(x)|p(x) > 0. Every irreducible polynomial also gives rise to
a valuation of this type. Hence

Theorem 3. A complete system of inequivalent valuations of k(x) is
given by the valuations induced by irreducible polynomialsin k[x] and
the valuation given by the difference of degrees of numerator and de-
nominator of f(x) in k(x).

4 Complete fields

Let k be a field and|| a valuation of it. The valuation function defines
on k a metric and one can completek under this metric. The method is
the same as in the previous chapter and we give here the results without
proofs.

A sequence (a1, a2, . . .) of elements ofk is said to be a Cauchy se-
quence if for everyε > 0, there exists an integern = n(ε) such that

|an1 − an2| < ε , n1, n2 > n.

It is a null sequence if for everyε > 0, there is an integern such that

|am| < ε, m> n.
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210

The Cauchy sequences form a commutative ringR and the null se-
quences a maximal idealY , therein. The quotient̄k = R/Y is called
the completion ofk under||. The mappinga → (a, a, a, . . .) is an iso-
morphism ofk in k̄ and we identify this isomorphic image withk itself.

We extend tōk the valuation|| in k, in the following manner. The real
number fieldΓ̄ is complete under the valuation induced by the unique
order on it. So, ifa ∈ k̄, thena = (a1, a2, . . .), a Cauchy sequence of
elements ofk. Put

|a| = lim
n→∞
|an|

That this is a valuation follows from the properties of limits in Γ̄.
Also, the extend valuation is archimedian or non-archimedian, accord-
ing as the valuation ink is archimedian or non-archimedian.

For instance, if|| on k is non-archimedian and

a = (a1, a2, . . .)

b = (b1, b2, . . .)

are two elements of̄k, then

a+ b = (a1 + b1, a2,+b2, . . .)

and

|a+ b| −Max(|a|, |b|) = lim
n→∞

(|an + bn| −Max(|an|, |bn|))

which is certainly≤ 0,
k̄ is thus a complete valuated field.
It may also be seen that the elements ofk are dense in̄k in the topol- 211

ogy induced by the metric.
Let c1 + c2 + c3 + · · · be a series in̄k. We denote bySn the partial

sum
Sn = c1 + c2 + · · · + cn.

We say thatc1 + c2 + · · · + cn + · · · is convergentif and only if the
sequence of partial sumsS1,S2, . . . ,Sn, . . . converges. This means that,
for everyε > 0, there exists an integern = n(ε) such that

|Sm′ − Sm| = |cm+1 + · · · + cm′ | < ε,m,m′ > n.
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Obviouslyc1, c2, . . . is a null sequence in̄k.
In case the valuation is non-archimedian, we have the following

property:-
1) The series c1 + c2 + · · · + cn + · · · is convergent if and only if

c1, c2, . . . is a null sequence.

Proof. We have only to prove the sufficiency of the condition. Suppose
thatcn→ 0; then, for largen andm,

|Sn − Sm| = |cm+1 + cm+2 + · · · + cn|

≤ max(|cm+1|, . . . , |cn|)
and so tends to zero. This proves the contention. �

Note that this theorem is false, in case the valuation is archimedian.
Let k be a field and|| a valuation on it.a→ |a| is a homomorphism

of k∗ into multiplicative group of positive real numbers. LetG(k) denote
this homomorphic image. This is a group which we call thevalue group212

of k for the valuation. Ifk̄ is the completion ofk by the valuation ink,
thenG(k̄) is value group of̄k.

Suppose|| is an archimedian valuation. Thenk has characteristic
zero and containsΓ, the rational number field as a subfield. OnΓ, || is
the ordinary absolute value. Sincek̄ containsΓ̄, the field of real numbers,
it follows that

1) G(k̄) is the multiplicative group of all positive real numbers.

Also, because of the definition of the extended valuation, itfollows
thatG(k) is dense in the groupG(k̄).

We shall now assume that|| is a non-archimedian valuation. We con-
sider the exponential valuation. ThenG(k) is a subgroup of the addi-
tive group of all real numbers. We shall now prove

2) G(k̄) = G(k).

Proof. For, let 0, a ∈ k̄. Thena = (a1, . . .) is a Cauchy sequence,
not a null sequence ink. By definition,

|a| = lim
n
|an|
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Now an = an − a+ a so that

|an| ≥ min(|an − a|, |a|).

But, for n large,|an − a| > |a| so that|an| = |a| and our contention is
established. �

G(k) being an additive subgroup of the real number field is either
dense or discrete. The valuation is then called dense or discrete ac-
cordingly. In the second case, there existsπ in k with smallest pos- 213

itive value |π| · |π| is then the generator of the infinite cyclic group
G(k) · π is called auniformising parameter. It is clear thatπ is not
unique. For, ifu ∈ k with |u| = 0, then|uπ| = |π| anduπ is also a
uniformising parameter.

Consider ink the setO of elementsa with |a| ≥ o.O is then an
integrity domain. For,

|a| ≥ 0, |b| ≥ 0⇒ |a+ b| ≥ Min(|a|, |b|) ≥ 0.

Also |ab| = |a| + |b| ≥ 0. We callO the ring of integersof the
valuation. Consider the setY of elementsa ∈ k with |a| > 0. Then
Y is a subset ofO and is a maximal ideal inO. For, if a ∈ r and
b ∈ Y , then |ab| = |a| + |b| > 0. Also, if a ∈ r but not inY , then
|a| = 0 and|a−1| = 0 so that ifU is an ideal inO containingY , then
U = Y or U = r. We callY , theprime divisor of the valuation.
SinceY is maximal,r/Y is a field. We callπ/Y the residue class
field.

Exactly the same notions can be defined fork̄. We denote byŌ the
ring of integers of the valuation so that̄O is the set ofa ∈ k̄ with
|a| ≥ 0.Ȳ is the maximal ideal inŌ , hence the set ofa ∈ k̄ with
|a| > 0. Also Ō/Ȳ is the residue class field. Clearly

Y = Ȳ ∩ r

We now have
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2) Everya ∈ k(k̄) has the property;a ∈ r(r̄) or a−1 ∈ Y (Ȳ ).

This is evident since ifa < O(Ō), |a| < 0 so that|a−1| > 0 and hence 214

a−1 ∈ Y (Ȳ ).

3) O(Ō) is integrally closed in k(k̄).

Proof. We should prove that everyα in k(k̄) which is a root of a
polynomial of the typexn

+ a1xn−1
+ · · · + an, a1, . . . , an ∈ O(Ō), is

already inO(Ō). For, suppose

αn
+ a1α

n−1
+ · · · + an = o

andα < O(Ō). Thenα−1 ∈ Y (Ȳ ). Therefore

1 = −(a1α
−1
+ a2α

−2
+ · · · + anα

−n)

and so

o = |1| ≥ min(|a1α
−1|, . . . |anα

−n) > o

which is absurd �

4) Every element inŌ is the limit of a sequence of elements inO and
conversely.

Proof. Let a = (a1, . . . , an, . . .) be inŌ , a1, . . . , an, . . . in k. Then, as
we saw earlier, for sufficiently largen

|an| = |a|.

But |a| ≥ 0 so that|an| ≥ 0. Thus, for sufficiently largen, all a′ns are
in O. Converse is trivial.

We now prove �

5) There is a natural isomorphism ofO/Y on Ō/Ȳ .
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Proof. The elements ofO/Y are residue classesa + Y , a ∈ r. We
now make correspond toa+Y the residue classa+ Ȳ . Thena+ Ȳ

is an element ofŌ/Ȳ . The mappinga+Y → a+ Ȳ is a homomor-215

phism (non-trivial) ofO/Y into ℧̄/Ȳ . Since both are fields, this
is an isomorphism into. In order to see that it is an isomorphism of
O/Y onto Ō/Ȳ , let ā + Ȳ be any residue class in̄O/Ȳ . By (4)
therefore, given anyN > 0, there existsa ∈ ℧ with

|ā− a| > N > 0

or ā − a ∈ Ȳ . If we then takea + Y , thenā + Ȳ is the image of
a+ Y . This proves that the mapping is an isomorphism onto.�

(5) enables us to choose, ink itself, a set of representatives of℧̄/Ȳ ,
the residue class field. We shall denote this set byR and assume that
it contains the zero element ofO. Also it has to be observed that, in
general,R is not a field. It is not even an additive group.

We now assume that| | is adiscrete valuation. Let π in O be a uni-
formising parameter. Then clearly

Ȳ = (π)

is a principal ideal. Leta ∈ k̄. Then|a|/|π| is a rational integer, since
G(k) is an infinite cyclic group. Put|a|/|π| = t. Then|aπ−t | = 0. If
we call elementsu in k̄ with |u| = 0, units, then

a = πtu

whereu is a unit.

Let R be the set defined above anda ∈ ℧̄. Then

a ≡ a0( mod Ȳ )

with a0 ∈ R. This means that (a− a0)π−1 is an integer (inΩ̄). 216

(a− a0)π−1 ≡ a1(modȲ ),
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wherea1 ∈ R. Then

a ≡ a0 + a1π(modȲ 2)

In this way, one proves by induction that

a ≡ a0 + a1π + · · · + amπ
m(mod)Ȳ m+1)

wherea0, a1, . . . , am ∈ R. Putbm = a0 + a1π + · · · + amπ
m.

Thena ≡ bm(modȲ m+1) which means that

|a− bm| ≥ m+ 1

Consider the series

b0 + (b1 − b0) + (b2 − b1) + · · ·

Then, sincebm+1− bm = am+1π
m+1, we see that|bm+1− bm| increases

indefinitely. Hence the above series converges. Also, sinceits ele-
ments are integers,

b = b0 + (b1 − b0) + (b2 − b1) + · · ·

is an element ofŌ .

Sinceb0 + (b1 − b0) + · · · + (bm − bm−1) = bm, it follows that

b = lim
m

bm.

Thus we have

a = lim
m→∞

bm = a0 + a1π + a2π
2
+ · · ·

By the very method of construction this expression for ais unique,
once we have chosenR andπ.

If a ∈ k̄, aπt ∈ Ō for some rational integert. Hence we have217
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6) Every element ain k̄ has the unique expression

a =
∞
∑

n=−t

anπ
n

an ∈ R andπ in Ō is a generator ofY . t is a rational integer.

If t > 0, we shall call

h(a) =
−1
∑

n=−t

anπ
n

theprincipal part of a. If t ≤ 0 we puth(a) = 0. Clearly,h(a) is an
element ink. Also a− h(a) ∈ Ō .

We now study the two important examples of the rational number
field and the rational function field of one variable.

Let Γ be the field of rational numbers. We shall denote by||∞ the
ordinary absolute value and by||p the p-adic value forp, a prime. If
a is an integer,a = pλn1, (p, n1) = 1.

We put

|a|p = λ log p

and

|a|∞ = absolute value of a.

It is then clear that each of the non-archimedian valuationsof Γ is
discrete. Let us denote byΓ∞ the completion ofΓ by the archimedian
valuation and byΓp the completion ofΓ by thep-adic valuation.Γ∞
is clearly the real number field.

If Op denotes the set of integers ofΓp andY the prime ideal of the
valuation then

Y = (p)

A set of representatives ofOp mod Y is given by the integers 0, 1, 2, 218

. . . , p− 1 as can be easily seen. Hence, by (6),
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7) Every a∈ Γp is expressed uniquely in the form

a =
∞
∑

n=−t

anpn

whereai = 0, 1, 2, . . . , p− 1.

The elements ofΓp are called thep-adic numbers of Hensel.

As before, we denote, byhp(a), the principal part of aat p. Clearly
a− hp(a) is a p-adic integer.

Let a be a rational number,a ∈ ℧p ⇔ |a|p ≥ 0, that isa =
b
c

,

(b, c) = 1 andc is prime top. Since only finitely many primes divide
b andc, it follows thata ∈ ℧p for almost allp, that is except for a
finite number ofp. Hencehp(a) = 0 for all except a finite number of
primes. Hence for any a

∑

p

hp(a)

has a meaning. Also,a − hp(a) is a rational number whose denom-
inator is prime top. Hencea −

∑

p
hp(a) is a rational number whose

denominator is prime to every rational integer. Hence

8) For every rational number a

a−
∑

p

hp(a) ≡ 0(mod1).

This is the so-calledpartial fraction decompositionof a rational
number.

Let now k be an algebraically closed field andK = k(x) the field
of rational functions of one variablex. All the valuations are non-219

archimedian. Every irreducible polynomial ofk[x] is linear and of
the formx− a. With everya ∈ k there is the valuation||a associated,
which is defined by

| f (x)|a = λ,
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where f (x) ∈ k[x], f (x) = (x − a)λϕ(x), ϕ(a) , 0. If we denote by
||∞ the valuation by degree off (x), then, for f (x) ∈ k[x],

| f (x)|∞ = − deg f (x)

Let Ka andK∞ denote the completions, respectively, ofK at ||a and
||∞. If Oa andO∞ are the set of integers ofKa andK∞, Ya andY∞
the respective prime divisors, then

Ya = {x− a},Y∞ = {
1
x
}.

It is clear, then, that℧a/Ya and℧∞/Y∞ are both isomorphic tok and
sinceK containsk, we may takek itself as a set of representatives of
the residue class field. Any elementf in Ka is uniquely of the form

f =
∞
∑

n=−t

an(x− a)n,

an ∈ k. Similarly, if ϕ ∈ K∞,

ϕ =

∞
∑

n=−t

bnx−n.

As before, if we denote byha( f ) and h∞( f ) the principal parts of
f ∈ K for the two valuations, then

∑

a

ha( f ) + h∞( f )

has a meaning sinceha( f ) = 0 for all but a finite number of a

If we defineϕ ∈ K to be regular ara(∞) if ϕ ∈ ℧a(℧∞), then for 220

f ∈ K,
f −

∑

a

ha( f )

wherea may be infinity also, is regular at all,a ∈ k and also for the
valuation||∞. Such an element, clearly, is a constant. Hence
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9) If f ∈ K then
f −

∑

a

ha( f ) = constant

Conversely, it is easy to see that there exists, up to an additive con-
stant, only onef ∈ K which is regular for alla ∈ k excepta1, . . . , an

(one of which may be∞ also) and with prescribed principal parts at
theseai . 9) gives the partial fraction decomposition of the rational
function f .

5 Extension of the valuation of a complete
non-archimedian valuated field

We shall study the following problem. Supposek is compute under a
valuation ||. Can this valuation be extended, and if so in how many
ways, to a finite algebraic extensionK of k ?

We prove, first

Lemma 1. Let k be a field complete under a valuation||, and K a finite
algebraic extension of k. Letω1, . . . , ωn be a basis of K/k. Let || have
an extension to K and

αν =

n
∑

i=1

aivωi , aiv ∈ k,

v = 1, 2, 3, . . . be a Cauchy sequence in K. Then aiv i = 1, 2, . . . , n221

are Cauchy sequence in K.

Proof. We consider the Cauchy sequence{αv},

αv =

m
∑

i=1

aivωi , aiv ∈, k

1 ≤ m ≤ n and we shall prove that the{aiv} are Cauchy sequences ink.
We use induction onm. Clearly, if m= 1,

αv = aivω1

and{αv} is a Cauchy sequence inK if and only if {aiv} is a sequence in
k. �
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Suppose we have proved our statement form− 1 ≥ 1, instead ofm.
Write

αv =

m−1
∑

i=1

aivωi + amvωm.

If {amv} is a Cauchy ink, then{αv − amvωm} is a Cauchy sequences
in K and induction hypothesis works. Let us assume thatamv is not a
Cauchy sequence ink. This means that there exists aλ > 0 and for every
v, an integerµv such that

µν > v

and
|amµv − amv| > λ.

Consider now the sequence{βv} in K with

βv =
αµv − αv

amµv − amv
.

Because of the above property, we see that{βv} is a null sequence in
K.

Now

βv − ωm =

m−1
∑

i=1

(

aiµv − aiv

amµv − amv

)

ωi

and {βv − ωm} is a Cauchy sequence inK. Induction hypothesis now222

works and so, if

lim
v→∞

(

aiµv − aiv

amµv − amv

)

= bi ,

then
−ωm =

∑

i=1

biωi , bi ∈ k.

This is impossible becauseω1, . . . , ωm are linearly independent over
k. Therefore{amv} is a Cauchy sequence and our Lemma is thereby
proved.

We shall now prove the following theorem concerning extension of 223

valuation.
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Theorem 4. If the valuation|| of a complete field k can be extended to a
finite extension K, then this extension is unique and K is complete under
the extended valuation.

Proof. That K is complete under the extended valuation is easy to see.
For, if {αv} is a Cauchy sequence inK and

αv =

∑

i

aivωi , aiv ∈ k.,

by the lemma, the{aiv}’s are Cauchy sequences. So, if

lim
v→∞

aiv = bi ∈ k,

then
lim
v→∞

αγ =
∑

i

ω1 lim
v→∞

aiv =

∑

i

biωi

which is again inK. �

We shall now prove that the extended valuation is unique.
From the lemma, it follows that if{αv} is a null sequence inK and

αv =
∑

i
aivωi , aiv ∈ k, then theaiv’s are null sequences ink.

In particular, ifα ∈ K and |α| < 1 in some extension the valuation
|| in k, thenα, α2, α3, . . . is a null sequence inK. If αm

=
∑

1
a(m)

1 ωi ,

a(m)
i ∈ k, thena(m)

i , i = 1, . . . , n are null sequence ink.
If α =

∑

xiωi is a general element ofx1, . . . , xn. Put

αt
=

∑

i=1

x(t)
i ωi ;

thenNK/kα
t is the same polynomial inx(t)

t , i = 1, . . . , n asNK/kα
t is in

x1, . . . , xn. If now |α| < 1, is an extended valuation, then the{x(
i t)} are

null sequences. HenceNα, Nα2 is a null sequences ink, But Nαt
=

(Nα)t so that (Nα), (Nα)2, . . ., is s a null sequence ink. This means that
|Nα| < 1. We have, thus, proved that ifα in K is such that|α| < 1 is an
extended valuation, then|Nα| < 1 in k.
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In a similar manner, if|α| > 1, then|Nα| > 1. Thus we get|Nα| =
1⇒ |α| = 1.

Let nowβ be inK and writeβ =
αn

Nα
wheren = (K : k)

ThenNβ =
(Nα)n

(Nα)n . Thus

|Nβ| = 1.

By the above, it means that|β| = 1 in the valuation. Hence

|α| = n
√

|Nα|

showing that the value ofα in the extended valuation is unique fixed. 224

Our theorem is thus completely proved.
In order to prove that an extension of the valuation is possible, we

shall consider the case wherek is complete under adiscrete
non-archimedian valuation. LetO be the ring of integersY , the prime
divisor of the valuation andO/Y , the residue class field. We shall now
prove the celebrated lemma dueHensel

Lemma 2. Let f(x) be a polynomial of degree m inO[x], g0(x), a monic
polynomial of degree r≥ 1 and h0(x), a polynomial of degree≤ m− r
both with coefficients inO such that

1) f(x) ≡ go(x)ho(x) (modY )

2) go(x) and ho(x) are coprime mod Y

Then there exists polynomials g(x) and h(x) in O[x] such that

g(x) ≡ go(x)

h(x) ≡ ho(x)















(mod Y ),

g(x) has the same degree as go(x) and f(x) = g(x) · h(x).

Proof. We shall now construct two sequences of polynomials
go(x), g1, (x), . . . andho(x), h1, (x), . . . satisfying

gn(x) ≡ gn−1(x)( mod Y
n)
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hn(x) ≡ hn−1(x)( mod Y
n)

fn(x) ≡ gn(x)hn(x)( mod Y
n+1)

gn(x) is a monic polynomial of degreer andhn(x) of degree≤ m− r. All
the polynomials have coefficients inO. �

The polynomials are constructed inductively. Forn = 0, go(x) and225

ho(x) are already given and satisfy the conditions. Assume now that
go(x), . . . , gn−1(x) and ho(x), . . . , hn−1(x) have been constructed so as
satisfy the requisite conditions.

Sincegn−1(x) ≡ go(x)(modY ) and hn−1(x) ≡ ho(x)(modY ) and
g0(x) andho(x) are coprime modY , there exists, for any polynomial
fn(x) in O[x], two polynomialsL(x) andM(x) with

fn(x) ≡ L(x)gn−1(x) + M(x)hn−1(x) (modY ).

L(x) andM(x) are clearly not uniquely determined. We can replaceL(x)
by L(x) + λ(x)hn−1(x) andM(x) by M(x) + λ(x)gn−1(x).

Let π be a generator of the principal idealY . By induction hypoth-
esis,

fn(x) = π−n( f (x) − gn−1(x)hn−1(x))

is an integral polynomial, so inO[x]. Sincegn−1(x) has degreer and is
monic andhn−1(x) degree≤ m− r, it is possible to chooseM(x) andL(x)
so thatM(x) has degree< r andL(x) degree≤ m− r. Put now

gn(x) = gn−1(x) + πnM(x),

hn(x) = hn−1(x) + πnL(x).

Thengn(x) is monic and of degreer, sinceM(x) has degree< r.hn(x)
has degree≤ m− r. Now f (x) − gn(x)hn(x) = f (x) − gn−1(x)hn−1(x) −
πn(gn−1(x)L(x) + hn−1(x)M(x))( mod Y n+1) By choice of L(x) and
M(x), it follows that

f (x) ≡ gn(x)hn(x)(modY
n+1).

We have thus constructed the two sequences of functions. Putnow226
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g(x) = go(x) + (g1(x) − go(x)) + · · · + (gn(x) − gn−1(x)) + · · ·
h(x) = ho(x) + (h1(x) − ho(x)) + · · · + (hn(x) − hn−1(x)) + · · ·

Sincegn(x) − gn−1(x) = 0(modπn), it follows that the correspond-
ing coefficients of the sequence of polynomialsg0(x), g1(x), . . . form
Cauchy sequences inO. Sincek is complete and

g(x) = lim
n→∞

gn(x),

it follows thatg(x) ∈ ℧[x]. It is monic and is of degreer. In a similar
way,b(x) ∈ ℧[x] and has degree≤ m− r.

Also since f (x) − gn(x)hn(x) ≡ 0(modyn+1), it follows that the coef-
ficients of (f (x) − gn(x)hn(x)) form null sequences. Hence

f (x) = lim
n

gn(x)hn(x) = hn(x) = g(x)h(x)

and our lemma is proved.
We now deduce the following important .

Lemma 3. Let f(x) = xn
+a1xn−1

+· · ·+an be an irreducible polynomial
k[x] , k satisfying hypothesis of lemma 2. Then f(x) ∈ O[x] if and only
if an ∈ O.

Proof. It is clearly enough to prove the sufficiency of the condition. Let
an ∈ ℧, and ifa1, . . . , an−1 (some or all of them) are not in℧, then there
is a smallest powerπa, a > 0, of π such that

πa f (x) = boxn
+ b1xn−1

+ · · · + bn

is a primitive polynomial inO[x]. Also, now bn ≡ 0( modY ). and 227

at least one ofb0, . . . , bn−1 is not divisible byY . Let br be the first
coefficient from the right not divisible byY . Then

πa ≡ (b0xr
+ · · ·br )x

n−r (modY )

Sincebr . 0( modY ), Hensel’s lemma can be applied and we see
that πa f (x) is reducible inO[x]. Thus f (x) is reducible ink[x] which
contradicts the hypothesis. The lemma is therefore established. �
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We are now ready to prove the important theorem concerning exten-
sion of discrete non-archimedian valuations, namely

Theorem 5. Let k be complete under a discrete non-archimedian valua-
tion || and K a finite algebraic extension over k. Then|| can be extended
uniquely to K and then for anyα in K,

|α| = 1
(K : k)

|NK/kα|.

Proof. Because of Theorem 4, it is enough to prove that the function
defined onK by

|α| = 1
(K : k)

|NK/kα|

is a valuation function. Clearly ,|0| = ∞; |α| is a real number forα , 0.
Also,

|αβ| = |α| + |β|.

We shall now prove that

|α + β| ≥ min(|α|, |β|).

If α or β is zero, then the above is trivial. So letα , 0, β , 0. Since228
∣

∣

∣

∣

∣

α

β

∣

∣

∣

∣

∣

or
∣

∣

∣

∣

∣

β

α

∣

∣

∣

∣

∣

is ≥ 0, it is enough to prove that if|λ| ≥ 0, |1+ λ| ≥ 0. �

Let f (x) = xm
+ a1xm−1

+ · · ·+ am be the minimum polynomial ofλ
in K overk, Then

Nλ = ((−1)mam)(K:k(λ)).

Also, N(1 + λ) = (−1)n(1 ± a1 ± · · · + am)(K:k(λ)). If |Nλ ≥ 0|,
then |am| ≥ 0 which , by lemma 3, means that|a1|, . . . , |am|. Hence
|N(1+ λ)| ≥ 0. Our theorem is proved.

Incidentally it shows that the extended valuation is discrete also.
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6 Fields complete under archimedian valuations

Supposek is complete under an archimedian valuation. Thenk has char-
acteristic zero and contains, as a subfield, the completionΓ̄ of the ratio-
nal number field. barΓ(i) is, then, the complex number field. Every
complex number is to the forma + ib, a, b ∈ Γ̄. On Γ̄, we have the
ordinary absolute value. Define in̄Γ(i) the function

|z| = (a2
+ b2)

1
2

wherez = a + ib. It is, then, easy to verify that|| is a valuation on̄Γ(i)
which extends the valuation in̄Γ. Also, by theorem 4, this is the only
extension of the ordinary absolute value. We consider the casek ⊃ Γ̄(i)
and prove the theorem ofA. Ostrowski.

Theorem 6. Let k ⊃ Γ̄(i) be the complex number field and let k be a
field with archimedian valuation and containinḡΓ(i). If the valuation in
k is an extension of the valuation in̄Γ(i), then k= Γ̄(i).

Proof. If k , Γ̄(i), let a ∈ k but not inΓ̄(i). Denote by|| the valuation in 229

k. Consider|a− z| for all k = Γ̄(i). Since|a− z|1 ≥ 0, we have

ρ = g ·
1
2
· b|a− z| ≤ 0.

There exists, therefore, a sequencesz1, . . . , zn, .. of complex num-
bers such that

lim
n→∞
|a− zn| = ρ.

�

But zn = zn − a+ a and so|zn| ≤ |zn − a| + |a| which shows that the
|zn|, for largen, are bounded. We may therefore, choose a subsequence
zi1, zi2, . . . converging to a limit pointzo such that

ρ = lim
n→∞
|a− zin | = |a− zo|

We have thus proved the existence of az0 in Γ̄(i) such thatb = a−z0

has|b| = ρ. Since, by assumption,a < Γ̄(i) we have

|b| = ρ > 0.
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ρ, by definition, beingg.l.b., it follows that

|b− z| ≥ ρ

for z∈ Γ̄(i).
Consider the set of complex numberszwith |z| < ρ. Let n > 0 be an

arbitrary rational integer andε, a primitive nth root of unity. Then

bn − zn
= (b− z)(b− εz) . . . (b− εn−1z).

Therefore230

|b− z|ρn−1 ≤ |b− z||b− εz| . . . |b− εn−1z| = |bn − zn|

≤ |b|n + |z|n = ρn(1+ (
|z|
ρ

)n).

Hence

|b− z| ≤ ρ
(

1+
|z|n

ρn

)

.

But |z| < ρ and asn is arbitrary, it follows that|b− z| ≤ ρ.
We therefore have

|z| < ρ⇒ |b− z| = ρ.

We now prove that for every integerm > 0, |b − mz| = ρ if |z| < ρ.
For, suppose we have proved this form− 1 instead ofm, then we can
carry through the above analysis withb− (m− 1)z instead ofb, then we
can carry through the above analysis withb− (m− 1)z instead ofb and
then we obtain|b−mz| = ρ.

Suppose now thatz′ is anycomplex number. Then there is an integer

m> 0 such that|
z′

m
| < ρ. Therefore

∣

∣

∣

∣

∣

b−m
z′

m

∣

∣

∣

∣

∣

= |b− z′| = ρ.

Now z′ = z′ − b+ b and so

|z′| ≤ |b− z′| + |b| ≤ 2ρ
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which shows that all complex numbers are bounded in absolutevalue.
This is a contradiction. Hence our assumption thata < Γ̄(i) is false .

The theorem is thereby proved,
Before proving theorem 7 which gives a complete characterization

of all complete fields with archimedian valuation, we shall prove a cou-
ple of lemmas.

Lemma 4. Let k be complete under an archimedian valuation|| andλ 231

in k such that x2 + λ is irreducible in k[x]. Then|1+ λ| ≥ 1.

Proof. If possible, let|1 + λ| < 1. We construct, by recurrence, the
sequencec0, c1, c2, . . . , in k, defined as follows: -

c0 = 1

cn+1 = −2−
1+ λ

cn
n = 0, 1, 2, . . .

It, then, follows that|cn| ≥ 1. For, if we have proved it uptocn−1,
then

|cn| ≥ 2−
|1+ λ|
|cn−1|

≥ 1.

Thuscn does not vanish for anyn. Also,

|cn+1 − cn| =
|1+ λ||cn − cn−1|
|cn||cn−1|

≤ ρ|cn − cn−1|

whereρ = |1+ λ| < 1. This means that the series

c0 + (c1 − c0) + (c2 − c1) + · · ·

converges ink. Let it converge toc in k. Then

c = lim
n→∞

co + · · · + (cn − on−1) = lim
n→∞

cn.

Therefore, by definition ofcn, we getc = −2− 1+ λ
c

. But this means

that−λ = c2
+ 2c + 1 = (c + 1)2 which contradicts the factx2

+ λ is
irreducible ink[x].

We now prove the �
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Lemma 5. If k is complete under an archimedian valuation,||, then this
valuation can be extended to k(i).

Proof. If i ∈ k, there is nothing to prove. Leti < k. Then every element
of k(i) is of the forma+ ib, a, b ∈ k.

The norm fromk(i) to k of α = a+ ib is232

Nα = a2
+ b2.

By theorem 4, therefore, it is enough to prove that

|α| = |(a2
+ b2)

1
2 |

is a valuation onk(i). By puttingλ =
b2

a2
in the lemma 4, we see that

|a2
+ b2| ≥ a2. Therefore

|(1+ a)2
+ b2| ≤ 1+ |a2

+ b2| + 2|a|

≤ 1+ |a2
+ b2| + 2

√

|a2 + b2|

= (1+
√

|a2 + b2|)2.

This shows that
|1+ α| ≤ 1+ |α|

and our lemma is proved. �

We now obtain a complete characterization of complete archimedian
fields, namely,

Theorem 7. The only fields complete under an archimedian valuation
are the real and complex numbers fields.

Proof. khas characteristic zero and since it is complete, it contains the
field Γ̄ of real numbers. Ifk containsΓ̄ properly, then we assert thatk
containsi. For,k(i), by lemma 5, is complete andk(i) containsΓ̄(i) and,
by theorem 6,

k(i) = Γ̄(i).

�
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Therefore

Γ̄(i) = k(i) ⊃ k ⊃ Γ̄.

But (Γ̄(i) : Γ̄) = 2 so thatk = k(i) = Γ̄(i).
We have thus found all complete fields with archimedian valuation.

7 Extension of valuation of an incomplete field

Supposek is a complete field under a valuation|| and letΩ be its alge- 233

braic closure. Then|| can be extended toΩ by the prescription

|α| = |Nα|
1
n ,

where Norm is takes formk(α) overk andn = (k(α) : k). It is clear that
it defines a valuation function. For, ofK is a subfields ofΩ andK/k is
finite andK containsα then, by properties of norms,

|α| = |NK/kα|
1
m ,

wherem = (K : k). So, if α andβ are inΩ, we may take forK a field
containingα andβ and with (K : k) finite.

Furthermore, defined as such, the valuation onΩ is dense because,
if |α| > 1, then|α|1/n has value as near 1 as one wishes, by increasingn
sufficiently. Also, for everyn, α1/n is inΩ.

Also, letσ be an automorphism ofΩ/k, andα in Ω. Then, by defi-
nition of norm,

Nα = N(σα)

so that|α| = |σα|. Thus all conjugates of an element have the same
value.

We shall now study how one can extend a valuation of an incomplete
field to an algebraic extension.

Let k be a field andK a finite algebraic extension of it. Let|| be a
valuation ofk andk̄ the completion ofk under this valuation. Letk , k̄. 234
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Kk̄

uuuuuu

K

k̄

uu
uu

uu
uu

k

Suppose it is possible to extend|| to K. Let K̄ be the completion of
K under this extended valuation. SincēK ⊃ K ⊃ k, it follows that K̄
containsK andk̄ and therefore the compositeKk̄. Thus

K̄ ⊃ Kk̄.

On the other hand,Kk̄/k̄ is a finite extension, sinceK/k is finite.
Sincek̄ is complete,Kk̄ is complete also.Kk̄ containsK and hence its
completionK̄ under this extended valuation. Thus

K̄ = Kk̄.

Thus if the valuation can be extended, then the completion ofK by
this extended valuation is a composite extension ofK andk̄.

Suppose now thatΩ is an algebraic closure of̄k. Ω, then, contains
an algebraic closure ofk. We have seen above that the given valuation
of k can be extended toΩ. Let σ be an isomorphism ofK/k into Ω.
The valuation ink̄ can be extended toσK · k̄ which is a subfield ofΩ.
Therefore, there is a valuation onσK. Define now, forα in K,

|α|o = |σα|

where|| is the extension of|| on k to σK · k̄, which extension is unique.
It is now trivial to see that||o is a valuation onK and extends|| on k.

Hence every isomorphism ofK into Ω which is trivial onk, gives
rise to a valuation ofK.

We now inverstigate when two isomorphisms give rise to the same235

valuation onK. Letσ andτ be two isomorphisms ofK/k intoΩ giving
the same valuation onK. σK andτK are subfields ofΩ and they have
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the same valuation. Thusµ = στ−1 is an isomorphism ofτK ontoσK
which preserves the valuation onτK. Nowµ is identity onk and so on̄k.
SinceσK · k̄ is the completion ofσK, it follows thatµ is an isomorphism
of the composite extensionsσKk̄ andτKk̄. Hence, ifσ andτ give rise
to the same valuation onK, the corresponding composite extensions are
equivalent.

Suppose now thatσ andτ are isomorphisms ofK into Ω such that
the composite extensionsσKk̄ andτKk̄ are equivalent. There exists then
a mappingµ of τKk̄ onσKk̄ which is identity onk̄ and such that

µτ = σ

σ induces a valuation||1 on K such that|α|1 = |σα| and τ induces a
valuation||2 on K such that|α|2 = |τα|. But µ is such thatµτα = σα or
σα andτα are conjugates over̄k in Ω. Hence

|σα| = |τα|

or ||1 = ||2 which shows thatσ, τ give the same valuation onK.
We have hence the

Theorem 8. A valuation|| of k can be extended to a finite extension K
of k only in a finite number of ways. The number of these extensions of 236

|| to K stand in a (1, 1) correspondence with the classes of composite
extensions of K and̄k

From what we have already seen, the number of distinct composite
extensions ofK andk̄ is at most (K : k).

We apply these to the case wherek = Γ, rational number field and
K/Γ finite so thatK is an algebraic number filed. From theorem 2,
it therefore follows thatK has at most (K : Γ) distinct archimedian
valuations and that all the non-archimedian valuations ofK, which are
countable in number, are discrete.

In a similar manner, ifK is an algebraic function field of one variable
over a constant filedk, then all the valuations ofK are non-archimedian
and discrete. This can be seen from the fact that ifx ∈ K is transcenden-
tal overk, thenK/k(x) is algebraic and one has only to apply theorems
3 and 8.





Appendix

Abelian groups

1 Decomposition theorem
237

All the groups that we deal with here are abelian. Before proving the
main decomposition theorem for finite abelian groups we shall prove
some lemmas.

Lemma 1. If a, b are elements in G and have orders m and n respec-
tively and(m, n) = 1, then ab has order mn.

Proof. Clearly if t is the order ofab, t|mn, since

(ab)mn
= (am)n(bn)m

= e,

ebeing unit element ofG. Also at
= b−t. Thus

e= atm
= b−tm

so thatn/t. Similarly m|t. Hencet = mn. �

Lemma 2. Let p be a prime number dividing the order n of the group
G. Then there is, in G, an element of order p.

Proof. We use induction onn. Let abe an element inG of orderm. If
p|m, thenam/p has orderp and we are through. Supposep ∤ m. Let H
be the cyclic group generated by a· G/H has then ordern/m which is

divisible by p. Since
n
m
|n, induction hypothesis applies, so that there is

a cosetHb of order p. If b has ordert thenbt
= e and so (Hb)t

= H
which means thatp|t and sobt/p has orderp. �

209
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Lemma 3. Let G be a finite group andλ the maximum of the orders of
elements of G. Then

aλ = e

for all a ∈ G.238

Proof. Let b be an element of orderλ. Let abe any element inG and
let µ be its order. To prove the lemma, it is enough to prove thatµ|λ. If
not, there is a primep which dividesµ to a higher power than it does
λ. Let pr be the highest power ofp dividing µ andps the highest power
dividing λ. Thenr > s. We will see that this leads to a contradiction.�

Since
µ

pr andpr are coprime,a
µ

pr has the orderpr . Similarly bps
has

order
λ

ps. By lemma 1,

c = a
µ

pr · bps

has orderpr .
λ

ps > λ, which contradicts the definition ofλ. Henceµ|λ.

Lemmas 2 and 3 show thatλ|n wheren is the order of the group and
thatλ andn have the same prime factors.λ is called theexponentof the
finite groupG.

A seta1, . . . , an of elements of a finite groupG are said to beinde-
pendentif

ax1
1 · · ·a

xn
n = e

impliesaxi
i = e, i = 1, . . . , n.

If G is a finite group and is a direct product of cyclic groupsG1,

. . . ,Gn and if ai , i = 1, . . . , n is a generator ofGi, thena1, . . . , an are
independent elements ofG. They are said to form abaseof G.

We shall now prove239

Theorem 1. Let G be a finite group of order n. Then G is the di-
rect product of cyclic groups G1, . . . ,Gl of ordersλ1, . . . , λl such that
λi |λi−1, i = 2, . . . , l, λℓ > 1.

Proof. We prove the theorem by induction on the ordern of the group
G. Let us therefore assume theorem proved for groups of order< n. Let
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G have ordern. Supposeλ1 is the exponent ofG. If λ1 = n, thenG
is cyclic and there and there is nothing to prove. Let therefore λ1 < n.
There is an elementa1 of orderλ1. LetG1 be the cyclic group generated

by a1. G/G1 has order
n
λ1

< n. Hence induction hypothesis works on

G/G1. �

G/G1 is thus the direct product of cyclic groupsW2, . . . ,Wl of order
λ2, . . . , λl respectively andλl |λl−1| . . . |λ2. Let Hi be a generator ofWi.
ThenHi = Glbi for somebi in the cosetHi. Let the elementbi in G have
orderti . Thenti |λ1 by lemma 3. But

Hti
i = bti

i Gti
1 = G1

which proves thatλi |λ1. Thusλl |λl−1| . . . |λ1.
Let nowbλi

i = axi
1 . Putxi = yi ·zi where (yi , λ1) = 1 and all the prime

factors ofzi divideλ1. Chooseui prime toλ1 such that

uiyi ≡ 1(modλ1).

Thenbuiλi
i = azi

1 . Sinceλ1 is the exponent ofG, 240

e= buiλ1
i = (az1

1 )λ1/λi .

Sincea1 has orderλ1 this means thatλi |zi , i = 2, 3, . . . , l.
Put now

ai = bui
i a−zi/λi

1 .

Sinceui is prime toλ1 and so toλi, the cosetFi = Glai is also a
generator ofWi. ThusG1a2, . . . ,G1al is a base ofG/G1.

Let ai have orderfi . Then

e= afi
i = bui fi

i a− fizi/λi
i .

This means that
bui fi

i = afizi/λi
i .

Therefore by definition ofbi , λi |ui fi . But (uiλi) = 1. Henceλi | fi.
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On the other hand

aλi
i = bui λi

i a−zi
i = e.

Hence fi = λi . We have thus elementsa1, . . . , al in G which have
ordersλ1, . . . , λl satisfyingλl |λl−1| . . . |λ1.

We maintain thata1, . . . , a1 are independent elements ofG. For, if

av1
1 . . . avl

l = e,

thenav2
2 · · · · · a

vl
l = a−v1

1 which means thatFv2
2 . . .Fvl

l = G1. But since241

F2, . . . , Fl are independent,λi |vi , i = 2, . . . , l. But this will mean that
av1

1 = eor λ1|v1.
Sinceλ1 . . . λl = n, if follows that a1, . . . , al form a base ofG and

the theorem is proved.
Let G be a group of group of ordern and letG be direct product of

cyclic groupsG1,G2, . . . ,Gl of ordersλ1, . . . , λl. We now prove

Lemma 4. Letµ be a divisor of n. The number N(µ) of elements a∈ G
with

aµ = e

is given by

N(µ) =
ℓ

∏

i=1

(µ, λi).

Proof. Let a1, . . . , al be a base ofG so thatai is of orderλi . Any a ∈ G
has the form

a = ax1
1 · · · a

xl
l .

If aµ = e, thene= ax1µ

1 · · · a
xlµ

l . Sincea1, . . . , al is a base, this means that
xiµ ≡ 0(modλi), i = 1, λ, l. Hencexi has precisely (µ, λi) possibilities
and our lemma is proved.

We can now prove the �

Theorem 2. If G is the direct product of cyclic groups G1, . . .Gl , of
ordersλ1, . . . , λl respectively withλl |λl−1| · · · |λ1 and G is also the direct
product of cyclic groups H1, . . . ,Hm of ordersµ1, . . . , µm respectively
with µm|µm−1| · · · |µ1, then m= 1 and242

λi = µi , i = 1, . . . , l.
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Proof. Without loss in generality letl ≥ m. Let a1, . . . , al be a base ofG
in the decompositionG1 ×G2 × · · · ×G1. Since the number of elements
awith aµ = e is independent of the decomposition

N(µ) =
ℓ

∏

1=1

(µ, λi) =
m

∏

j=1

(µ, µ j)

Put nowµ = λ1. ThenN(µ) = λ1
1. But since (µ, µ j) ≤ µ, it follows

thatλℓ
ℓ
≤ λm

ℓ
, so thatl ≤ m. This proves

l = m.

�

Also it follows that each factor (λ1, µ j) = λℓ or λℓ|µℓ. Inverting the
roles ofλ andµ we get

λℓ = µℓ.

Suppose now it is proved thatλq+1 = µq+1, . . . , λ1 = µ1. Then by
puttingµ = λq, we have

N(µ) = λq
q.λq+1 · · · λ1 =

q
∏

j=1

(λq, µ j)λq+1 · · · λℓ.

By the same reasoning as before, it follows thatλq = µq and we are,
therefore, through.

For this reason, the integersλ1, . . . , λl are called thecanonical in-
variantsof G. From theorems 1 and 2 we have theCorollary Two finite
groups G and G′ are isomorphic if and only if they have the same canon-
ical invariants.

2 Characters and duality
243

Let G be a group, not necessarily abelian andZ a cyclic group. A ho-
momorphismχ of G into Z is called acharacterof G. Thus

χ(a)χ(b) = χ(ab).
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If we denote the unit element ofG by eand that ofZ by 1, then

χ(e) = 1.

The characterχo defined byχo(a) = 1 for all a ∈ G is called the
Principal character.

If χ1 andχ2 are two characters, we define their productχ = χ1χ2 by

χ(a) = χ1(a)χ2(a)

and the inverse ofχ1 by

χ−1
1 (a) = (χ1(a))−1.

Under this definition, the characters form a multiplicativeabelian
groupG∗ called thecharacter groupof G.

Sinceχ is a homomorphism, denote byGχ the kernel of the ho-
momorphismχ of G into Z. ThenG/Gχ is abelian. Denote byH the
subgroup ofG given by

H =
⋂

χ

Gχ, χ ∈ G∗.

Then clearlyG/H is abelian.
We callZ anadmissible groupfor G if H consists only of the identity

element. This means first thatG is abelian and furthermore that given244

any two elementsa, b in G there exists a characterχ of G such that, if
a , b,

χ(a) , χ(b).

If χ is a character ofG, thenχ can be considered as a character of
G/Go whereχ is trivial on Go, by definingχ(Goa) = χ(a), Goa being a
coset ofG moduloGo. In particular, the elements ofG∗ can be consid-
ered as characters ofG/H. MoreoverZ is now an admissible group for
G/H.

We now prove the

Theorem 3. If G is a finite abelian group and Z is an admissible group
for G, then G∗ is finite and G is isomorphic to G∗.
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Proof. In the first placeZ is a finite group. For, ifa ∈ G, a , e, there is
a characterχ such that

χ(a) , 1.

If G is of ordern, thenχ(an) = (χ(a))n
= 1 so thatχ(a) in an element

of Z of finite order. SinceZ is cyclic it follows thatZ is finite. �

From this it follows thatG∗ is finite.
Since (χ(a))n

= 1 for everyχ and every a, there is no loss in gener-
ality if we assume thatZ is a cyclic group of ordern.

In order to prove the theorem let us first assume thatG is a cyclic
group of ordern. Let a be a generator ofG and ba generator of the
cyclic groupZ of order n. Define the characterχ1 of G by 245

χ1(a) = b.

Since ageneratesG any character is determined uniquely by its ef-
fect on a. χ1 is an element of ordern in G∗. Letχ be any character ofG.
Let

χ(a) = bµ

for some integerµ. Consider the character ˜χ = χ · χ−µ1 .

χ̃(a) = (χ1(a))−µχ(a) = b−µ bµ = 1

which shows that ˜χ = χo is the principal character. HenceG∗ is a cyclic
group of ordern and the mapping

a→ χ1

establishes an isomorphism ofG onG∗.
Let nowG be finite non-cyclic abelian of ordern. G is then a direct

product of cyclic groupsG1, . . . ,Gl of ordersλ1, . . . , λl respectively. Let
ai be a generator ofGi so thata1, . . . , al is a base ofG. Sinceλ1, . . . , λl

divide n, we define l charactersχ1, χ2, . . . , χl of G by

χi(a j) = 1 j , i

χi(ai) = bi i = 1, . . . , l,
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wherebi is an element inZ of orderλi . These characters are then inde-
pendent elements of the abelian groupG∗. For, if χt1

1 · · ·χ
tl
l = χ0, then,

for any a∈ G,
χ

t1
1 (a) . . . χtl

ℓ
(a) = 1.

Taking for asuccessivelya1, . . . , al we see thatλi |ti and soχ1, . . . , χl246

are independent.
Let χ be any character ofG. Thenχ is determined by its effect on

a1, . . . , al . Let χ(ai ) = si. Sinceaλi
i = e, (χ(ai ))λi = 1. But (χ(ai ))λi =

sλi
i . Thus sλi

i = 1. Z being cyclic, there exists only one subgroup of
orderλi. Thus

χ(ai ) = si = bµi
i ,

for some integerµi(mod λi). Consider the character ˜χ = χχ
−µ1
1 · · ·χ. It

us clear that ˜χ(ai) = 1 for all i so thatχ̃ = χo or

χ = χ
µ

1
1 · · · χ

µ

ℓ

ℓ
.

ThusG∗ is the product of cyclic group generated byχ1, . . . , χ1. By
Corollary to theorem 2, it follows thatG andG∗ are isomorphic.

Corollary. If G is a finite group and G∗ its character group, then what-
ever may be Z,

OrderG∗ ≤ OrderG.

Proof. For, if H is the subgroup ofG defined earlier, thenG/H is abelian
and finite, sinceG is finite. AlsoZ is admissible forG/H. Furthermore
every character ofG can be considered as a character ofG/H, by defi-
nition of H. Hence by theorem 3 �

OrderG∗ ≤ OrderG/H ≤ OrderG.
Let us now go back to the situation whereG is finite abelian andZ

ia admissible forG. ThenG ≃ G∗. Let us define onG×G∗ the function247

(a, χ) = χ(a).

For a fixedχ, the mappinga→ (a, χ) is a character ofG and so an
element ofG∗. By definition of product of character, it follows that, for
fixed a, the mapping

ā : χ→ (a, χ)
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is a homomorphism ofG∗ into Z and hence a character ofG∗, Let G∗∗

denote the character group ofG∗. By Corollary above,

OrderG∗∗ ≤ OrderG∗ = OrderG.

Consider now the mapping

σ : a→ ā

of G into G∗∗. This is clearly a homomorphism. If ¯a is identity, then
(a, χ) = 1 for all χ. But sinceZ is admissible forG, it follows thata = e.
Henceσ is an isomorphism ofG into G∗∗. Therefore we have

Theorem 4. The mapping a→ ā is a natural isomorphism of G∗ on G∗∗

Note that the isomorphism ofG onG∗ is not natural.
Under the conditions of theorem 3, we callG∗ the dual ofG. Then

G∗∗ is the dual ofG∗ and theorem 4 shows that the dual ofG∗ is naturally
isomorphic toG. Theorem 4 is called theduality theoremfor finite
abelian groups.

3 Pairing of two groups

Let G andG′ be two groups,σ,σ′, . . ., elements ofG′ and τ, τ′, . . . ,
elements ofG′. Let Z be a cyclic group. Suppose there is a function248

(σ, τ) onG×G′ into Z such that for everyσ, the mapping

λσ : τ→ (σ, τ)

is a homomorphism ofG′ into Z and for everyτ, the mapping

µτ : σ→ (σ, τ)

is a homomorphism ofG into Z, Thusλσ andµτ are characters ofG′

andG respectively. We then say thatG andG′ arepaired to Z and that
(σ, τ) is a pairing.

For everyσ, let G′σ denote the kernel inG′ of the homomorphism
λσ. Put

H′ =
⋂

σ

G′σ
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for all σ ∈ G. ThenG′/H′ is abelian. Also,H′ is the set ofτ in G′ such
that

(σ, τ) = 1

for all σ ∈ G. Define in a similar way the subgroupH of G.
We are going to prove

Theorem 5. If G/H is finite, then so is G′/H′ and both are then isomor-
phic to each other.

Proof. From fixedσ, consider the function

χσ(τ) = (σ, τ).

�

This is clearly a character ofG′. By definition ofH′, it follows that
for eachσ, χσ is a character ofG′/H′.

Consider now the mapping

σ→ χσ

of G into (G′/H′)∗. This is again a homomorphism ofG into (G′/H′)∗.
The kernel of the homomorphism is the set ofσ for which χσ is the
principal character ofG′/H′. By definition ofH, it follows thatH is the
kernel. Hence

G/H ≃ a subgroup of (G′/H′)∗. (1)

249

In a similar way

(G′/H′) ≃ a subgroup of (G/H)∗. (2)

Let nowG/H be finite. Then by Corollary to theorem 3,

ord(G/H)∗ ≤ ordG/H.

By (2), this means that

order(G′/H′) ≤ orderG/H.

Reversing the roles ofG andG′ we see thatG/H andG′/H′ have
the same order. (1) and (2) together with theorem 3 prove the theorem.

If, in particular, we takeG∗ for G′, thenH′ = (χo) and so we have
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Corollary. If G is any group, G∗ its character group and if G/H is finite
then

G/H ≃ G∗.
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