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Introduction

In these lectures we study the boundary value problems associated with elliptic
equation by using essentiallyL2 estimates(or abstract analogues of such es-
timates. We consider only linear problem, and we do not studythe Schauder
estimates.

We give first a general theory of “weak” boundary value problems for el-
liptic operators. (We do not study thenon-continuoussesquilinear forms; of.
Visik [17], Lions [7], Visik-Ladyzeuskaya [19]).

We study then theproblems of regularity-firstly regularity in the interior,
and secondly the more difficult question of regularity at the boundary. We
use the Nirenberg method for Dirichlet and Neumann problemsand for more
general cases we use an additional idea of Aronsazajn-Smith.

These results are applied to the study of new boundary problems: the prob-
lems of Visik-Soboleff. These problems are related and generalize the problems
of the Italian School (cf. Magenes [11]).

We conclude with the study of the Green’s kernels, some indications on
unsolved problems and short study of systems. Due to lack of time we have
not studied the work of Schechter [15] nor the work of Morrey-Niren-berg [13]
which rots essentially onL2 estimates.
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Lecture 1

1 SpacesH(A;Ω)

1.1 General notations

We shall recall some standard definition and fix some usual notation. Rn(x = 1

(x1, . . . , xm)) will denote then-dimensional Euclidean space,Ω an open set of
Rn,D(Ω) will be the space of all indefinitely differentiable functions (written
sometimesC∞ functions) with compact support inΩ with the usual topology
of Schwartz. D ′(Ω) will be the space of distributions overΩ. L2(Ω) will
be the space of all square integrable functions onΩ. The norm of a function
F ∈ L2(Ω) will be denoted by||F ||o. Derivatives of functions onΩwill always

be taken in sense of distributions; more preciselyDp will stand for
∂|p|

∂xp
1, . . . ∂xpn

n
wherep = (p1, . . . , pn) with pi non-negative integers and|p| = p1 + · · · + pn is
the order ofDp. If T ∈ D ′(Ω), 〈DpT, ϕ〉 = (−1)|p|〈T,Dpϕ〉.

1.2 SpacesH(A;Ω)

A defferential operator with constant coefficients Ais an expression of the for
A =

∑
|p|≤m

apDp whereap are all constants. The highest integerm for which

there exists anap , 0 for |p| = m will be called the order of the operatorA.

Definition 1.1. Let A= {A1, . . . ,Aν} be a system of differential operator with
constants coefficients. By H(A;Ω) we shall denote the space of u∈ L2(Ω) for
which Aiu ∈ L2(Ω).

1



1. SpacesH(A;Ω) 2

EvidentlyD(Ω) ⊂ H(A;Ω). OnH(A;Ω) we define a sesquilinear form by

(u, v)H(A;Ω) = (u, v)o +

γ∑

i=1

(Aiu,Aiv)o. (1)

Theorem 1.1. With the norm defined by (1), H(A;Ω) is a Hilbert space. 2

Proof. It is evident from the expression (1) that (u, v) = (v, u)(u, u) ≥ 0, and
that (u, u) = 0 if and onlyu = 0. So it remains to verify that under the topology
defined by the norm,H(A;Ω) is complete. If{un} is any Cauchy sequences
in H(A;Ω), from (1) it follows that{un} and{Aiun} are Cauchy sequences in
L2(Ω). Hence{un} and{Aiun} converge tou andvi respectively, say, inL2(Ω).
Since the convergence inL2(Ω) implies the convergence inD ′(Ω), {un} and
{Aiun} converge tou and vi in D ′(Ω) respectively. SinceAi are continuous
on D ′(Ω),Ai(uu) → Ai(u) in D ′(Ω). HenceAi(u) = vi which proves that
u ∈ H(A;Ω). �

Proposition 1.1. If W ⊂ Ω and for u ∈ H(A;Ω), uw denotes the restriction
of u to W, then(a)uw ∈ H(A; W), and(b) the mapping u→ uw is continuous
mapping of H(A;Ω)→ H(A; W).

1.3 The spaceH0(A;Ω).

Definition 1.2. H0(A;Ω) will be the closure ofD(Ω) in H(A;Ω).H(A;Ω) will
be the “orthogonal complement” of H0(A;Ω) in H0(A;Ω).

The following question then naturally arises:

Problem 1.1.When isH0(A;Ω) = H(A;Ω)?

If A differential operator, letA∗ denote the differential operator defined
by 〈A∗T, ϕ〉 = 〈T,Aϕ〉. If A =

∑
apDp, then it is easily verified thatA∗ =∑

(−1)pāpDp.

Proposition 1.2. H⊥0 (A;Ω) is the space of solution in H(A;Ω) of (1+
γ∑

i=1
A∗i Ai) 3

T = 0.

Proof. T ∈ H1
0(A;Ω) if and onlyT is orthogonal to everyϕ ∈ D(Ω), i.e., if and

only if �

(T, ϕ)o +

γ∑

i=1

(AiT,Aiϕ) = 0



1. SpacesH(A;Ω) 3

for all ϕ ∈ D(Ω), which is equivalent to say that

〈T +
∑

A∗i AiT, ϕ〉 = 0 for all ϕ ∈ D(Ω),

or that
(1+

∑
A∗i Ai)T = 0.

Some examples.

1) If there is no differential operators,H(A;Ω) = L2(Ω) = Ho(Λ;Ω).

2) LetΩ =]0, 1[, x = x1,A =
d
dx

; H(A;Ω) = {u/u ∈ L2 and onlyu′ ∈ L2. Then

T ∈ H⊥o (A;Ω) if and if T − T′′ = 0, i.e.,T = λex
+ µe−x. HenceH⊥o (A;Ω) is

space of dimension 2.

3) LetΩ =]0,+∞[, x = x1,A =
d
dx
.T = λex

+µe−x is in L2(Ω) is λ = 0. Hence

H⊥o (A;Ω) is of dimension 1.

4) LetΩ =]0,+∞[, x = x1,A =
d
dx

H⊥o (A;Ω) = {0}, i.e.,

Ho(A;Ω) = H(A;Ω).

In general it can be proved that ifΩ =]0, 1[A =
dm

dxm
,H⊥o (A,Ω) is 2m-

dimensional.

1.4

We recall some properties of Fourier transformations of distributions. LetS be
the space of fastly decreasing functions inRn,S ′ be the dual ofS consisting
of tempered distributions. ForT ∈ S ′ we shall denote the Fourier Transform4

of T by FT = T̂. We know thatL2(Rn) ⊂ S ′ and that|T̂ |o = |T |o if T ∈ L2(Rn)
(Plancherel’s formula). AlsoF (DpT) = (2πiξ)pT̂, whereξ = (ξ1, . . . , ξn)
andξp

= ξ
p1
n . . . ξ

pn
n . SinceF is linear, it follows that ifA =

∑
|p|≤m

Dp is any

differential operator with consists coefficients

F (AT) = A(2πiξ)T̂ where

A j(2πiξ) =
∑

|p|≤m

apξ
p1

1 · · · · · · ξ
pn
n (2πi)|p|

=

∑
ap(2πiξ)p.
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Proposition 1.3. u ∈ H(A,Rn) if and only if û ∈ L2(Rn) and Aj(2πiξ)û ∈
L2(Rn), j = 1, . . . ,N.

This is immediate asu ∈ L2 ⇔ û ∈ L2(Rn) andA ju ∈ L2 ⇔ A j(2πiξ)û ∈
L2(Rn).

Proposition 1.4. Ho(A,Rn) = H(A,Rn), for any A= {A1, . . . ,Aν}with constant
coefficients.

From Proposition 1.2 we haveT ∈ H⊥o (A,Rn) if and only if T ∈ L2,A jT ∈
L2 and (1+

ν∑
j=1

A∗j A j)T = 0. By taking Fourier transforms, it follows that

T ∈ H⊥o (A,Rn) if and only if T̂ ∈ L2A jT̂ ∈ L2 and (1+
∑ |A j(2πiξ)|2)T̂ = 0.

But since (1+
∑

j |A j(2πiξ)|2) , 0, T̂ = 0 a.e., and henceT = 0 which
proves the proposition.

1.5 Extension of functions inHo(A;Ω) to Rn.

Theorem 1.2.There exists one and only one continuous linear mapping u→ ũ
of Ho(A;Ω) into H(A,Rn) such that if u∈ D(Ω), ũ = u. a.e. inΩ.

Forϕ ∈ D(Ω), defineϕ̃ =


ϕ(x) if x ∈ Ω
0 if x < Ω.

5

Thenϕ̃ ∈ D(Rn) and |ϕ̃|H(A,Rn) = |ϕ|H(A,Ω). Henceϕ → ϕ̃ is a continuous
mapping ofD(Ω) with the topology induced byH(A;Ω) into H(A,Rn). This
proves the theorem

Definition 1.3. If u ∈ Ho(A;Ω), ũ is called the extension of u to Rn.

Remark. If u ∈ H(A;Ω) and we put ˜u(x) =


u(x), x ∈ Ω
0, x < Ω

it is not true that

ũ ∈ H(A,Rn). What that theorem 1.2 says is that ifu ∈ Ho(A;Ω), thenũ ∈
Ho(A,Rn). Thus if A

d
dx
,Ω =]0, 1[ then foru = 1,

d
dx

ũ is not inL2(R).
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1.6

Let H′o(A;Ω) be the dual ofHo(A;Ω). 6

Theorem 1.3. a) H′o(A;Ω) is space of distributions.

b) If T ∈ H′o(A;Ω), then there exists a unique g∈ Ho(A;Ω) such that T=
(1+

∑
A∗i A j)g.

c) The correspondence T→ g is a topological isomorphism of Ho(A;Ω) onto
H′o(A;Ω).

Proof. Let u→ L(u) be a continuous linear form onHo(A;Ω). The restrictions
of L to D(Ω) is continuous onD(Ω) with its usual topology. Hence it define
a distributionTL so thatL(ϕ) = 〈TL, ϕ〉 for all ϕ ∈ D(Ω). If TL = 0, then
〈TL, ϕ〉 = L(ϕ) = 0 for all ϕ ∈ D(Ω). SinceD is dense inHO(A;Ω), L = 0.
This provesH′o(A;Ω) ⊂ D(Ω). Now, if L ∈ H′o(A;Ω) by Riesz’s theorem,
there existsgL ∈ Ho(A;Ω) such thatL(ū) = (gL, u)(Ho(A;Ω)). Hence for every
ϕ ∈ D(Ω), �

L(ϕ) = 〈TL, ϕ〉(gL, ϕ̄) = (gL, ϕ̄)o +

γ∑

i=1

(Aig,Ai)o

= 〈(1+
∑

A∗i Ai)g, ϕ〉.

HenceT = (1+
∑

A∗i Ai)g andT → 0 in H′o(A;Ω) if and only if g→ 0 in
Ho(A;Ω).

5



6

Remark. As we shall see later on this theorem constitutes the solution of cer-
tain (weak) Dirichlet’s problem.

Proposition 1.5. Every distribution T∈ H′o(A;Ω) can be written in the form
T = g+

∑
A∗i fi with fi ∈ L2(Ω) and g∈ Ho(A;Ω) and conversely any distribu-

tion of the above form is in H′o(A;Ω).

Since by theorem 1.3, anyT ∈ H′o(A;Ω) is of the formT = g+
∑

A∗i Aig, 7

puttingAig = fi we obtain the first part. Conversely ifs= g+
∑

A∗i fi , we have
for anyϕ in Dν(Ω),

〈s, ϕ̄〉 = 〈g, ϕ̄〉 +
∑
〈A∗i fi ϕ̄〉 = (g, ϕ)o +

ν∑

i=1

( fi ,Aiϕ)o.

Henceϕ → (s, ϕ) is a continuous semi-linear functional onD(Ω) with the
topology induced byHo(A,Ω), for, if ϕ → 0 in L2 andAiϕ → 0 in L2, then
〈S, ϕ̄〉 → 0. HenceS ∈ H′o(A;Ω).

Notice that the above representationS = g+
∑

A∗i fi is not unique.

Corollary. A∗i is a continuous mapping of L2 into H′o(A;Ω).

1.7 Regularization

WhenΩ = Rn, we write simplyH(A),D instead ofH(A;Ω)D(Ω), etc.
Let ρk be a sequence inD such that

1) ρk ≥ 0,

2)
∫

Rn

ρk(x)dx= 1

3) Support ofρk ⊂ Brk, rk → 0, Brk is the ball of radiusrk.

Such a sequence exists; for letρ ∈ D be such thatρ ≥ 0,
∫
ρdx = 1 and

the support ofρ is contained in the ball|x| < 1. We obtain such a function by

considering


ae−

1
1−|x|2 |x| < 1

0 |x| ≥ 1
with suitablea to make the integral equal to 1.

Let ρ′k = ρ(kx).ρk have their support in the balls|x| < 1
k

. Let
∫

σ

ρ′kdx = αk.

Thenρk(x) = αk.ρ
′(kx) is a sequence of the required type.

Such a sequence is called a regularization sequence. 8

Theorem 1.4. 1) If u ∈ H(A), then u∗ϕ ∈ H(A), for ϕ ∈ D , where∗ denotes
the convolution product.



7

2) u∗ρk → u in H(A), whereρk is a regularization sequence.

Proof. 1) Sinceu ∈ L2 andAiu ∈ L2 for ϕ ∈ D , u∗ϕ ∈ L2 andAi(u ∗ ϕ) =
u ∗ Aiϕ ∈ L2. Henceu ∗ ϕH(A).

2) u∗ ρk → u andAi(u∗ ρk) = Ai(u) ∗ ρk → Aiu in L2. Henceu∗ ρK tends tou
in H(A).

�

1.8 Problem of local type.

In general if uH(A;Ω) and ϕ ∈ D(Ω), it is not true that ϕu is in H(A;Ω).
The problem of determining sufficient conditions in order thatϕu should be in
H(A;Ω) is the problem of local type.

1.9 Some generalizations.

Beside considering operatorsAi with constant coefficients, we could consider
the case of operators with variable coefficientsA =

∑
ap(x).Dp, ap(x) ∈ ξ(Ω).

(It is also possible, of course, to consider operator with not “smooth” coeffi-
cients). We could define as aboveH(A;Ω) to be the space ofu ∈ L2(Ω) such
that Aiu ∈ L2(Ω). Similarly as before we can prove thatH(A;Ω) is a Hilbert
space. We can consider also then the problem of determiningH′o(A;Ω). How-
ever, ifAi are of variable coefficientsAi(ρk ∗u) , (Aiu) ∗ ρk so that theorem 1.4
is no longer true.

We could replaceL2(Ω) by any normal space of distributionsE, i.e., a 9

spaceE such thatD(Ω),⊂ E ⊂ D ′(Ω) the inclusion being continuous, andD

being everywhere dense inE. H(A,E,Ω) will be the space ofu ∈ E for which
Aiu ∈ E. We topologizeH(A,E,Ω) in such a way that the mappingu→ Aiu

u→u
are continuous fromH(A,E,Ω) to E. If, for instant,E is a Frechet space, then
H(A,E,Ω) also is a Frechet space.
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2 SpacesHm.
10

2.1

Definition 2.1. u ∈ Hm(Ω) ⇔ Dpu ∈ L2(Ω) for |p| ≤ m[Dou = u]. Hence
Hm(Ω) = H(A;Ω), where A= {Dp, |p| ≤ m}. If we write |u|2k =

∑
|p|=k
|Dpu|2o and

‖ u ‖2m=
∑

k≤m
|u|2k, then the norm in Hm(Ω) is ‖ u ‖m.

By theorem 1.1 and propositions 1.5 and 1.3, we have

Theorem 2.1. Hm(Ω) is a Hilbert space. In order that a distribution T on
Ω belongs to H′mo (Ω) it is necessary and sufficient that T =

∑
|p|≤m

Dp fp for

fp ∈ L2(Ω).

We shall writeHm
o (Ω) = H−m(Ω).

Proposition 2.1. u ∈ Hm(Rn), if and only if û ∈ L2 andξpû ∈ L2 for |p| ≤ m.
Or equivalently, if and only if(1+ |ξ|m)û ∈ L2 where|ξ|2 = ξ2

1 + · · · + ξ2
n.

Regarding the local nature ofHm(Ω), we have the

Proposition 2.2. Let u ∈ Hm(Ω) (respectively Hmo (Ω)) andϕ ∈ D(Ω). Then
(i)ϕu ∈ Hm(Ω) (respectively Hmo (Ω)), (ii )u → ϕ.u is a continuous mapping
from Hm(Ω) to Hm(Ω) (respectively Hmo (Ω) to Hm

o (Ω)).

This theorem holds actually withϕ ∈ L∞(Ω) such thatDpϕ ∈ L∞ for |p| ≤
m.

Let X be a closed set inRn. Write H−m
X = {T ∈ H−m(Rn) such that the

support ofT ⊂ X}.

8
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Definition 2.2. X is said to be m-polar if H−m
X = 0, i.e., if they only distribution 11

of H−m(Rn) with support in X is0.

We shall see later that if 2m> n,X is void. We shall admit, without proof,

Theorem 2.2. Hm(Ω) = Hm
o (Ω) if and only if[Ω is m- polar.

2.2 Extension of functions inHo(A;Ω) to Rn.

Definition 2.3. An open setΩ ⊂ Rn is said satisfy m-extension propertyif we
can find a continuous linear mappingπ of Hm(Ω) to Hm(Rn) such thatπu = u
a.e. inΩ.

There are examples to show that not allΩ
posses this property. For example in the
casem = 1, n = 2 take the domain in the
figure, which is an open square with the
thickened line removed. Let ube a func-
tion as indicated in the figure. Letϕ be
aC∞ functions which vanishes outside the
unit circle, is 1 within a smaller circle and
0 ≤ ϕ ≤ 1 elsewhere. Thenv = ϕu is zero
on the boundary of the given square. We
now prove that it is impossible to find to
find V such thatV = va.e. onΩ. For, if
V = v, a.e. onΩ, then

0

Linear

∂v
∂y
=


sometimes outsideΩ.
∂ϕ

∂y u+ ϕ ∂u
∂y in Ω.

Now
∂u
∂y

is a measure supported by th thickened line. Hence
∂V
∂y

is not a

function.
However, in the following two theorems, it will be proved that some usual

domains posses them-extension property.

Theorem 2.3. LetΩ = {xn > 0} = R+n . ThenΩ has m-extension property for 12

any m.

Let D(Ω̄) be the restrictions of functions ofD(Rn) to Ω. We require the
following

Lemma. Hm(Ω) ∪D(Ω̄) is dense in Hm(Ω).
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Assume for the time being this lemma, we shall first complete the proof of
the theorem 2.3. It is enough to show thatπ can be defined continuously on
Hm(Ω) ∩D(Ω̄). We do this explicitly as follows: Foru ∈ Hm(Ω) ∩D(Ω̄), put

π(u(x)) =



u(x) if xn ≥ 0.

λ1 u(x′,−xn) + · · · + λmu(x′,− xn
m ) = v(x)

if xn < 0.

wherex′ = (x1, . . . , xn−1).
We determineλi in order to ensure thatπ(u(x)) ∈ Hm(Rn). For that we need

verify

(v(x′, 0) = u(x′, 0), i.e.λ1 + · · · + λm = 1.

∂m−1v
∂m−1xn

(x′, 0) =
∂m−1u
∂m−1xn

, i.e., (−1)m−1

...
(λ1 + · · ·

λm
mm−1

) = 1.

These equations determineλ′1s and it is at once seen thatDp(π(u)) = Dpu
for |p| ≤ m, a.e, onΩ and that the mappingπ is continuous.

Now we prove the lemma.
Let u ∈ Hm(Ω); for every∈> 0, defineuǫ(x) = u(x′, xn+ ∈). Let vǫ be the

restriction ofuǫ to. It is easy to see thatu∈ → u in Hm(Ω) as∈→ 0, and so we 13

need prove only thatvǫ for every fixedǫ > 0 can be approximated by functions
of Hm(Ω) ∩ D(Ω̄), i.e., we have to prove that given a functionw ∈ Hm(Ωα),
whereωα is the domain{xn > −α},w can be approximated onΩ by functions
of Hm(Ω) ∩ D(Ω̄). Let ∪(xn) be aC∞ function defined as follow:θ = 0 for
xn < −α, 1 for xn > 0, 0 < θ < 1, elsewhere. Nowθw ∈ Hm(Rn) andθw = v
a.e. inΩ. However,D(Rn) is dense inHm(Rn). Hence there exists a sequences
φk ∈ D(Rn) such thatφ → θw in Hm(Rn). Let ϕk be the restriction ofφk toΩ.
Thenϕk ∈ Hm(Ω) ∩D(Ω̄) andϕk → θw = w in Hm(Ω).

Remark 1. If Ω hasm-extension property, then the above lemma holds, i.e.,
Hm(Ω) ∩D(Ω̄) is dense inHm(Ω). For, sinceD is dense inHm(Rn), and since
there exists a continuous mappingπ of Hm(Ω) in Hm(Rn), the restrictions of
functions ofD toΩ are dense inHm(Ω).

Remark 2. This lemma holds also, for instance, for star-shaped domains.

2.3

Theorem 2.4. LetΩ be an open bounded set such that the boundary ofΩ is
an (n− 1) dimensional Cm manifoldΓΩ lying on one side ofΓ. ThenΩ has the
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m-extension property.

Proof. LetZn be them-dimensional Euclidean space with coordinatesξ, . . . , ξn

and letW be the open rectangle define by


0 < ξi < 1

−1 < ξn < 1
i = 1, . . . , n− 1. Let

W+,W−,Wo denote the subsets ofW determined byξ > 0, ξn < 0, ξn = 0,
respectively. �

On account of the hypothesis onΓ, there exists a finite open coveringO′,Oi 14

of Ω̄ andm-times continuously differentiable functionsψi of W to Oi such that
ψi mapsW− ontoOi∩Γ, W+ ontoOi∩[Ω̄ andWo ontoOi∩Γ, and further,Oi∩Γ
coverΓ and Let (a′, ai) be aCm partition of unity subordinate to this covering. If
u ∈ Hm(Ω), thenu = a′u+

∑
aiu andaiu have their supports inOi respectively.

Now ψi defines an isomorphism ofHm(Oi) onto Hm(W) and of Hm(0i ∩ Ω)
ontoHm(W−), which we still denote byψi . Hencevi = ψ

−1
i (aiu) ∈ Hm(W−) and

vi = 0 near the part of the boundary ofW− which is not contained inξn = 0.
Hencevi can be extended to (ξn < 0) by putting it equal to zero outsideW−. By
theorem 2.3, there existsπvi ∈ Hm(Zn) such thatπvi = vi , a.e. onZn. Let θ(xn)

be aC∞ function which is 0 forξn >
2
3

and 1 forξ <
1
3
, 0 < θ < 1 elsewhere.

Let p(ξ) = θπ(vi). Pi(ξ) has its support inW and is zero near the boundary of
W. Let ϕi(x) = ψi(P). Thenϕ(x) ∈ Hm(Oi) and is zero near the boundary of
Oi . Henceπ(u) = a′u +

∑
ϕ̃i(x) answers the theorem.
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2.4 The mappingγ.

Let H m(Ω) = Hm
Ω ∩ D(Ω̄). For the functionf ∈ H m(Ω), the restriction 15

of f to the boundaryΓ of Ω defines a functionγ f on Γ. We wish to know
for what for what spacesX(Γ) of function onΓ, this mappingγ of H L(Ω)
to X(Γ) is continuous. Ifγ is continuous, we can extendν to H1(Ω) if, for
example,Ω has 1-extension property, andγu for u ∈ H′(Ω) may be considered
as generalized boundary value ofu.

Theorem 2.5. LetΩ = {xn > 0} so thatΓ = {xn = 0}. Let X(Γ) = L2(Γ) =
L2(Rn−1). Then u→ γu is a continuous mapping ofH 1(Ω)→ L2(Γ), i.e., there
exists a unique mappingγ : H1(Ω)→ L2(Γ) which onH 1(Ω) is restriction.

Proof. Let x′ = (x1, . . . , xn−1). Let O(xn) be a function defined forxn >

0, zero for xn > 1, and 0 < O(xn) < 1 in (0, 1). We have|u(x′, 0)|2 =
−

∫ ∞
0

∂

∂xn
(u(x)ū(x)θ(xn))dx. Hence �

∫

Rn−1

|u(x′, 0)|2dx′ = −
∫

Ω

∂

∂xn
(θ(xn)u(x)ū(x))dx

=

∫

Ω

θ′|u|2dx−
∫

Ω

θ(
∂u
∂xn

ū+
∂ū
∂xn

)dx.

So by Schwartz’s inequality,
∫

Γ

|u(x′, 0)|2dx′ ≤ C(
∫

Ω

|u|2dx+
∫

Ω

| ∂u
∂xn
|2dx),

12
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≤ C ‖ u ‖21 .

This meansγ is continuous.

Remark. Let A =
∂

∂xn
. ThenH(A;Ω) ∩D(Ω̄) is dense inH(A;Ω), and by the

same method as above,u→ γu is continuous fromH(A;Ω) to L2(Γ). 16

In the text few propositions, we are going to determine the image and the
kernel ofγ.

We have seen thatu ∈ Hm(Rn) if and only if u ∈ L2 and (1+ |ξ|m)û ∈ L2.
Generalizing we defineHα(Rn) for non-integerα > 0.

Definition 2.4. u ∈ Hα(Rn) if and only if u ∈ L2 and (1 + | ∈ |α)ũ ∈ L2. On
Hα(Rn), we put the topology defined by the norm

(u, u)Hα(Rn) = ((1+ |ξ|α)û)L2(Rn).

Theorem 2.6. LetΩ = {xn > 0}. For u ∈ H1(Ω), we have

1) γu ∈ H
1
2 (Γ), and

2) u→ γu is continuous mapping ofH1(Ω) ontoH
1
2 (Γ).

Proof. Letξ = (ξ1, . . . , ξn−1)n−1 andû(ξ′, xn) =
∫

Rn−1

e−2πix′ .ξ′u(x′, xn)dx′ be trun-

cated Fourier transform ofu(x). Since �

F

(
∂u
∂xi

)
= ξi ûξL

2(ξ′, xn), i = 1, . . . , n− 1,

we have

1) (1+ |ξ′|)u ∈ L2(ξ′, xn).

Further, since
∂û
∂xn
=

∂û
∂xn

we have

2)
∂û
∂xn
∈ L2(ξ′, xn).

Now, as in theorem 2.5,|û(ξ′, 0)|2 = −
∫ ∞
o

(û¯̂uθ)dxn. Hence
∫

Γ

(1 + |ξ|)|û

(ξ′, 0)|2dξ′ = −
∫

R+n

(1 + |ξ′|) ∂

∂xn
(û¯̂uθ)dx < ∞ by Schwartz’s inequality and (1)

and (2).
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Henceγ u ∈ H
1
2 (Γ).

We now prove the second point.f ∈ H
1
2 (Γ) of and only if (1+ |ξ| 12 ) f̂ ∈ 17

L2(Zn). We have to look for a functionu ∈ H1(Ω) such thatγu = f . Let

U(ξ′, xn) = exp(−(+|ξ′|)xn) f̂ (ξ′) for xn > 0,

andu = Fξ(U(ξ′, xn)). We prove thatuξH1 andγu = f . The only not com-

pletely trivial point is to verify that
∂u
∂xn

ξL2.

∂u
∂xn
= −(1+ |ξ|) exp(−(1+ |ξ|xn) f̂ (ξ′).

Hence

∫
| ∂u
∂xn
|2dx′n = (1+ |ξ|2| f̂ (ξ′)|2

∞∫

o

exp(−(1+ |ξ|)xn)dxn

= (1+ |ξ|| f̂ (ξ′)|2.

Since f ∈ H
1
2 (Γ), we have

∫

Ω

| ∂u
∂xn
|2dx is finite.

Theorem 2.7. γ u = 0 if and only if u ∈ H1
o(Ω).

Proof. (a) u ∈ H1
o(Ω) =⇒ u = 0 for we haveu = lim ϕk in H1(Ω)ϕk ∈

D(Ω).γu = lim γ(ϕk) in L2(Γ) = 0.

(b) Conversely to prove thatγ u = 0 impliesu ∈ H1
O(Ω) we require the

�

Lemma. Let Ω = {xn > 0}, u ∈ H1
O(Ω), φ ∈ D(Ω̄). Thenφu ∈ H1(Ω), and

γ(φu) = γ(φ)γ(u).

Proof. We knowH 1(Ω) is dense inH1(Ω). Hence there existsuk ∈ H 1(Ω),
such thatuk → u in H1(Ω). Now, φuk → φu in H1(Ω) and sinceγ(φuk) =
γ(φ)γ(uk), we haveγ(φu) = γ(φ)γ(u). �

Coming back to the proof of the theorem, leta(x) be aC∞ function 1 on 18

the unit ball, 0 outside another ball, and 0≤ a(x) ≤ 1 else-where. Then if we
definea j(x) = a(x/ j), we havea ju → u in H1(Ω). Hence if we prove that
a ju ∈ H1

0(Ω), we shall have proved thatu ∈ H1
o(Ω). Sincea ju has compact

support, and sinceγ〈a ju〉 = a jγu = 0, this means, we may assume, that in
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addition toγu = 0, u has compact support in̄Ω. Let Ok(xn) be a function
defined forxn > 0,

Ok(x) =



0 for 0< xn < 1/k

linear for 1/k ≤ xn ≤ 2/k

1 for xn > 2/k.

ThenÕku ∈ H1(Rn). By regularization, we may assume thatOku ∈ H1
0(Ω).

We now proveOku→ u in H1(Ω). We have

θk
∂u
∂xi
=

∂

∂xi
(θk(u))→ ∂u

∂xi
for 1 ≤ i ≤ n− 1.

We have to prove then thatθ′k(xn)u+θk
∂u
∂xn
→ ∂u

∂xn
; that is to say,θ′k(xn)u→

0. Now

θ′k(xn) =


0 for xn < 1/k andxn > 2/k

k for 1/k < xn < 2/k.

Furtheru(x′, xn) = −
∫ xn

0

∂u
∂t

(x′, t) dt. Hence

|u(x′, xn)|2 ≤ xn

∫ xn

0
|∂u
∂t

(x′, t)|2dt

≤ 2/k
∫ xn

0
|∂u
∂t

(x′, t)|2dt if xn > 2/k

2/k.C if xn > 2/k (1)

Also 19

∫
|θ′k(xn)|2|u(x′, xn)|2dxn =

2/k∫

0

|θ′ku|2dx

≤ 2k

2/k∫

0

dxn

xn∫

0

∣∣∣∣∣
∂u
∂t

(x′, t)
∣∣∣∣∣
2

dx′

= 2k

2/k∫

0

∣∣∣∣∣
∂u
∂t

(x′, t)
∣∣∣∣∣
2

dt

2/k∫

t

dxn

(by changing the order of integration)
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≤ 4

2/k∫

0

| ∂u
∂xn
|2dxn.

Hence
∫
|θ′ku|2dx→ 0 by (1), which completes the proof.

Thus we see thatH′o(Ω) is the space of functions which are weakly zero on
the boundary.

The above results can be generalized to spacesHm(Ω). Let Ω = {xn >

0}; u ∈ Hm(Ω), if and only if Dp(u) ∈ H1(Ω), for |p| ≤ m− 1. HenceγDpu can
be defined as above for|p| ≤ m− 1. we have the

Theorem 2.8. u ∈ Hm
o (Ω) if and only ifγ(Dpu) = 0 for |p| ≤ m− 1.

In fact, we can say something more,

Exercise.Let u ∈ Hm
o (Ω) andu ∈ Dp

x, with |q| arbitrary.

Then
γ(Dq

x′ , u) = Dq
x′ , (γu).

2.5

Let Ω be an open set ofRn such that (a)Ω has 1-extension property, and (b)
the boundaryΓ of Ω is an (n − 1) dimensionalC1 manifold. In the caseΩ is
bounded (b) implies (a). On Γ we have an intrinsic measure. We denote by
L2

Loc(Γ) the space of square summable functions on every compact ofΓ with
respect to this measure.

Theorem 2.9. Under the above hypothesis onΩ (i.e.) 20

a) Ω possesses1 extension property

b) Γ is an(n− 1) dimensional C1 manifold,

there exists a unique continuous mapγ : H1(Ω) → L2
loc(Γ) which on functions

of H 1(Ω) coincides with the restriction toΓ.

Proof. Form (a) it follows thatH ′(Ω) is dense inH ′(Ω) and hence the
uniqueness will follow from the existences. LetΓ2 be any compact ofΓ. We
observe that by using aC1 partition of unity the problem is reduced to a local
one, that is to say, we may assume that the support ofϕ ∈ H 1(Ω) is con-
tained in an open set 0 and that there exists a homeomorphismψ as in theorem
2.4. Further we may assume, without loss of generality, thatΓ2 ⊂ 0. Let a
be aC∞ function inRn with compact support in 0 and which is 1 onγ2. Then
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auψ−1 ∈ H(Zn) (in the notation of theorem 2.4), andγauψ−1 ∈ L2(Wo). Since
ψ defines an isomorphism ofL2(Γ2) into L2(Wo), ψ(γauψ−1) ∈ L2(Γ2). Now
onΓ2 we haveγu = ψ(γauψ−1) which proves thatγ is continuous mapping of
H 1(Ω) into L2(Γ2) which completes the proof. �

Remark. A complete generalization of theorem 2.7 is due to N. Aronszajn [1].



Lecture 5

3 General Elliptic Boundary Value Problems

3.1 General theory.

We formulate at the beginning certain problems on topological vector spaces 21

and solve them. Later on we shall show how these answers will help us in
solving many of the classical boundary value problems for elliptic differential
equations.

As a matter of notation, we shall writeA ⊂ B, whereA and B are two
topological vector spaces to mean the injectioni : A→ B is continuous or that
the topologyA is finer than the topology induced byB.

Let V be a Hilbert space over complex numbers. We shall denote by|u|V
the norm inV. Let Q be a locally convex topological vector space such that

1) V ⊂ Q andV is dense inQ;

2) OnQ an involution (i.e., an anti-linear isomorphism of order two) f → f̄ is
given which leavesV invariant;

3) Let V be given a continuous sesquilinear forma(u, v)(i.e., a(λu, v) = λa
(u, v), and a(u, λv) = λ̄a(u, v). Let Q′ be the dual space ofQ. On Q′

an involution is induced by the given one inQ by the following formula
< f̄ , g >=< f , ḡ >.

We raise now the

Problem 3.1.Give f ∈ Q′ does there exist au ∈ V such that

4) a (u, v) =< f , v̄ > for all v ∈ V.

18
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We shall show later that large classes of elliptic problems can be put in this
form.

Definition 3.1. The space Nwill consists of all u∈ V such that the mapping 22

v→ a(u, v) is continuous on V with thetopology ofQ.

Since V is dense in Q we can extend this mapping to Q. Hence for every
u ∈ N we have an Au∈ Q′ such that

5) a(u, v) =< Au, v >.

The mappingA : N → Q′ is linear. OnN we introduce the upper bound
topology to make the mappingN → V andA : N → Q′ continuous. We
ask now the

Problem 3.2.Is the mappingA ontoQ′?

Lemma 3.1. Problem 1 is equivalent to problem 2.

Proof. Let f ∈ Q′ and letu be a solution of problem 1, i.e.,a(u, v) =< f , v >.
Hence the mappingv→ a(u, v) =< f , v > is continuous onV with the topology
of Q. Henceu ∈ N. Further< Au, v >= a(u, v) =< f , v > for all v ∈ V, and
sinceV is dense inQ,Au = f . Conversely, letf ∈ Q′ be given andu ∈ N be
such thatAu = f . Thena(u, v) =< Au, v >=< f , v >, for all v ∈ V, i.e.,u is a
solution of problem 1. �

3.2

We now consider certain sufficient handy condition so thatA should be an
isomorphism ofN ontoQ′

Definition 3.2. We shall say that the sesquilinear a(u, v) is elliptic on V, or is
V-elliptic, if there exists anα > 0 such that

Re(a(u, u)) ≥ α|u|2V for all u ∈ V.

Theorem 3.1. Let V,Q, a(u, v) be as given in§ 3.1. If a(u, v) is V-elliptic, then
A is anisomorphismof N onto Q′.

Proof. Let 23

a1(u, v) =
1
2
[
a(u, v) + i a(v, u)

]

and a2(u, v) =
1
2

i
[
a(u, v) − a(v, u)

]
.
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Thena1(u, v) anda2(u, v) are hermitian and

a(u, v) = a1(u, v) + ia2(u, v).

Put [u, v] = a1(u, v).

Since|a(u, v)| ≤ C|u|V|v|V, it follows that [u, u] ≤ C|u|2V. On account of the
V-ellipticity, [ u, u] = Rea(u, u) ≥ α|u|2V. Hence the form [u, v] defines onV an
Hilbertian structure equivalent to the one defined by (u, v)V. �

Now, any f ∈ Q′ defines a continuous semi-linear function onV and hence
there existsK f such that

< f , v >= [K f , v], K ∈ L (Q′,V).

For a fixedu ∈ V, the mappingv → a2(u, v) is a semi-linear continuous
mapping onV, hence

a2(u, v) = [Hu, v].

FurtherH is hermitian for the scalar product defined by [u, v]. For [Hu, v] =
a2(u, v) = a2(v, u) = [Hv, u] = [u,Hv].

Hence a(u, v) = [u, v] + i[Hu, v],

and we have to solve a(u, v) =< f , v >= [K f , v],

i.e., (1+ iH )u = K f .

From Hilbert space theory, we know that ifH is hermitian (1+ iH ) is non-
singular. Hence

u = (1+ iH )−1K f ,

which proves thatA is an isomorphism.
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3.3 Examples:∆ + λ, λ > 0,∆ =
n∑

i=1

∂2u

∂x2
i

.

LetΩ be an open set inRn andH1(Ω),H1
0(Ω) be as defined before. LetV be a 24

closed subspace ofH1 such thatH1
0 ⊂ V ⊂ H1. The metric onV is one induced

by H1 : (u, v)V = (u, v)1. Let Q be L2(Ω) with the involution f → f̄ . Then
V ⊂ Q and is dense inQ. OnV consider the sesquilinear form

a(u, v) = (u, v)1 + (u, v), λ > 0.

Thena(u, v) is continuous onV × V and

Re(a(u, u)) = |u|20 + λ|u|21 ≥ min(1, λ)(|u|20 + |u|21)
= α‖u‖21, α > 0.

Hencea(u, v) is V-elliptic. Hence, for a givenf ∈ L2(Ω) = Q′ we have
u ∈ V such thata(u, v) =< f , v̄ > for all v ∈ V. We determineN and A
explicitly in this case.

Proposition 3.1.

1) A = −∆u+ λu for u ∈ Nλ > 0

2) u ∈ N⇔

u ∈ V,∆u ∈ L2 and

(−∆u, v)0 = (u, v)1 for all v ∈ V.

Proof. We knowu ∈ N if and only if u ∈ V and the mappingv → a(u, v)
is continuous onV with the topology ofQ. Further sincea(u, v) is V-elliptic,

21
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for f ∈ L2 there existsu ∈ N such thata(u, v) =< Au, v̄ >=< f , v̄ >. Let
v = ϕ ∈ D(Ω). Then

(u, ϕ)1 + λ(u, ϕ)0 = (Au, ϕ)0.

Now, (u, ϕ)1 = Σ

(
∂u
∂xi

,
∂ϕ

∂xi

)

0

=< −Σ∂
2u

∂x2
i

, ϕ >

=< −∆u, ϕ > .

Hence< −∆u, ϕ̄ > +λ < u, ϕ̄ >=< Au, ϕ̄ >=< f , ϕ̄ > for all ϕ ∈ D(Ω). 25

This meansA = −∆ + λ and−∆u+ λu = f . Since f ∈ L2 andu ∈ L2 we have
∆u ∈ L2. Further, ifu ∈ N, a(u, v) =< Au, v̄ > and hence

(u, v)1 + λ(u, v)0 = (−∆u, v)0 + λ(u, v)0

which gives (u, v)1 = (−∆u, v)0.

Conversely ifu satisfies the above conditions, since−∆u + λu ∈ L2 the
mappingv→ a(u, v) = (u, v)1 + λ(u, v)0 = (−∆u+ λu, v)0, is continuous onV
in the topology induced byQ. Henceu ∈ N. �

Now we give aformal interpretation ofu ∈ N. The correct meaning of this
interpretation will be brought out later on. Assuming the boundaryΓ of Ω to
be smooth, we have, by a formal Green’s formula,

(−∆u, v)0 = −
∫

Ω

∆u.v̄dx=
∫

Γ

∂u
∂n

v̄dσ + (u, v)1

where
∂u
∂n

is the normal derivative. However ifu ∈ N, by proposition 3.1, we

have
(−∆u, v)0 = (u, v)1.

Henceu ∈ N implies
∫ ∂u
∂n

v̄dσ = 0.

We now take particular cases ofV and interpret this formal result.

1) Let V = H1. u ∈ H1 is not a boundary condition, neither is∆u ∈ L2.

However,
∫

Γ

∂u
∂n

v̄d = 0 for everyv ∈ H1, is a boundary condition, and

formally this means
∂u
∂n
= 0, i.e., u ∈ N implies the normal derivative

vanishes.
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2) LetV = H1
0.u ∈ H1

0 impliesu = 0 on the boundary, and hence is a boundary26

condition.∆u ∈ L2 is not a boundary condition and
∫

Γ

∂u
∂n

v̄dσ is always zero

for v ∈ H1
0.

3) Let Γ1 be the subset ofΓ and defineV to consist of functionu ∈ H1 such
thatγu = 0 onΓ1.V is a closed subspace ofH1. u ∈ N if and only if u ∈ V,
that is to say,γu = 0 onΓ1; this is a boundary condition,∆u ∈ L2 which

is not a boundary condition, and
∫

Γ

∂u
∂n

v̄dσ = 0 for v ∈ V, but sinceγv = 0

onΓ1, this means
∫

Γ−Q

∂u
∂n

v̄dσ = 0 for all v ∈ V. This means again formally

∂u
∂n
= 0 onΓ − Γ1. So formally the condition isu = 0 onΓ1 and

∂u
∂n
= 0 on

Γ − Γ1.

We call 1), 2) and 3) weak homogeneous, Neumann, Dirichlet and mixed
Dirichlet-Neumann problems respectively.

We may state the above results in the

Theorem 3.2. If λ > 0,Ω an arbitrary open set in Rn, then the equation−∆u+
λu = f with f ∈ L2(Ω) has a unique solution with homogeneous boundary
data.

Remarks .Non-homogeneous problems:Corresponding to the homogeneous
problems considered above, we may consider non-homogeneous ones in which
not necessarily vanishing boundary values are prescribed.We shall show for-
mally that this can be reduced to a homogeneous case togetherwith a problem
of first order partial differential equation.

Problem 3.3.Given F ∈ L2 andG ∈ V such that∆G ∈ L2 determineu such 27

that−∆U + λU = F andU −G ∈ N.

Theorem 3.3. Problem 3.3 admits a unique solution forλ > 0.

Proof. Putu = U −G. Then we have to seeku such that

−∆u+ λu = F − (−∆ + λ)G = f , say.

Since f ∈ L2, there exists uniqueu ∈ N by theorem 3.2. �

In the caseV is as in examples 1), 2) and 3) respectively, this means
∂u
∂n

on

Γ,G = U on Γ andU = G on Γ1 and
∂U
∂n
=
∂G
∂n

on Γ − Γ1 respectively. The
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above solution of problem 3.3 implies then that if we wish to determineU with
∂U
∂n

,U, given on the boundary, we have only to determineG ∈ L2 satisfying

∆G ∈ L2 and
∂U
∂n
=
∂G
∂n

andU = G on the respective parts of the boundary.

Remark. If we takeV = H1
0,Q = H−1 so thatQ′ = H−1 we have

Theorem 3.4. Given a distribution T∈ H−1, there exists a unique solution
U ∈ H1

0 such that−∆u+ λu = T.

Remark. Roughly speaking we may say that the boundary conditions arein-
troduced by means of the following two conditions :(a)u ∈ V, (b)(−∆u, v)0 =

(u, v)1. The two extreme cases areH1
0 (Dirichlet) andH1 (Neumann) wherein,

in the first case, onlyu ∈ V is the boundary condition, and in the second
one, (−∆u, v)0 = (u, v)1 is the boundary condition. The conditionu ∈ V may
be considered to bestableand the other oneunstable. Heuristically this may
be justified as follows: if we consider smooth functions inH1(Ω) such that
∂u
∂n
= 0, on completion this property no longer holds, so we may say this con-

dition is unstable, while in the second case, the completionof smooth functions 28

vanishing on boundary still possesses this property in a weaker sense.

Exercise 1.With the hypothesis as in theorem 3.1, ifa(u, v) is V-elliptic, the
existence ofu ∈ V such thata(u, v) =< f , v̄ > for all v ∈ V and anyf ∈ Q′

can be carried on the following lines: Since the mappingsv →< f , v̄ > and
v→ a(u, v) are continuous onV with the topology induced byQ, there exists
K f andÃ f in V such that

a(u, v) = (Ãu, v)V < f , v̄ >= (K f , v)V.

Hence to solve the problem we requireÃu = K f . This is proved if we
proveÃ is an isomorphism ofV ontoV.

Exercise 2.The same results as in theorem 3.1 is true on a weaker assumption
that

|a(u, v)| ≥ α|u|2V, α > 0.
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3.4

Hitherto we considered the particular case whereH1
0 ⊂ V ⊂ H1. Now we shall 29

consider a more general case in whichD ⊂ V ⊂ Q ⊂ D ′,D beingdensein Q,
but not necessarily inV. Involution in Q is as before, viz.f → f̄ .

Let a(u, v) be a continuous sesquilinear form onV. In this situation the op-
eratorA and the spaceN associated witha(u, v) can be characterized in another
way as follows. For a fixedu ∈ V, the mappingϕ→ a(u, ϕ) for ϕ ∈ D is a con-
tinuous semi-linear form onD(Ω) and hence defines an elementA u ∈ D ′(Ω)
so that< A u, ϕ̄ >= a(u, ϕ).

This defines a mappingA : V → D ′(Ω). Let η be the space ofu ∈ V
such that (a)A u ∈ Q′ and (b) < A u, ϕ̄ >= a(u, v) for all v ∈ V. On η we
introduce the topology so as to make both the injectionη→ V and the mapping
A : η→ Q′ continuous.

Theorem 3.5. η = N and for u∈′ N,A u = Au.

Proof. 1) Let u ∈ N. Thenv → a(u, v) is a continuous semilinear form on
V with the topology induced byQ anda(u, v) =< Au, v̄ > with Au ∈ Q′.
This holds in particular ifv = ϕ ∈ D(Ω). Hencea(u, ϕ) =< Au, ϕ̄ >=<

A u, ϕ̄ > for all ϕ ∈ D(Ω). This meansA u = Auand thatA u ∈ Q′. Hence
< A u, v̄ >=< Au, v̄ >= a(u, v) for all v ∈ V and sou ∈ M.

2) Conversely, letu ∈ M. Then a(u, v) =< A u, v̄ > for all v ∈ V and
A u = f ∈ Q′. Hencea(u, v) =< f , v̄ > so that the mappingv → a(u, v) 30

is continuous onV with the topology induced byQ. Henceu ∈ N and
A u = f = Au.

�

25
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Remark . In practice it is the operatorA that is known a priori andA is the
restriction ofA to N. We agree however to denoteA by A itself.

Generalizations.

Let ν be an integer. IfE is a topological vector space, letEν beE× . . .×E,
the topology onEν being the product topology. LetV,Q be such thatD(Ω)ν ⊂
V ⊂ QD ′(Ω)ν. Let a(u, v) be a continuous sesquilinear form onV. As in
before, we can define the operatorA ∈ L (V,D ′ν). The operatorA onD(Ω)
may be considered to be a generalisation of differential systems.

General examples:

a) An interesting example of the above kind would be whereV is the set of
functions continuous on a given discrete set inRn. The solutions of this
problem may be considered to be finite difference approximation to bound-
ary value problems.

b) Let Ω be an open set inRn and A1, . . . ,Aν be differential operators with
constant coefficients. LetV be such thatH0(A,Ω) ⊂ V ⊂ H1(A,Ω). Let
Q = L2(Ω). ThenD(Ω) ⊂ V ⊂ Q ⊂ D ′(Ω) andD(Ω) is dense inQ. Let

a(u, v) =
ν∑

j,i=1

∫

Ω

gi j (x)A j(u)Ai(v)dx+
∫

Ω

g0(x)uv̄dx

with go, gi j ∈ L∞(Ω). a(u, v) is a continuous sesquilinear form onV. The 31

corresponding operatorA =
∑

A∗i (gi j A j) + g0.

3.5 Green’s kernel.

We have proved that in the casea(u, v) is V-elliptic, the operatorA is an iso-
morphism ofN onto Q′. Let G be theinverse operatorof A. G is then an
isomorphism ofQ′ onto N. The restriction ofG to D(Ω) is then a continu-
ous mapping ofD(Ω) into D ′(Ω) and conversely the restriction ofG to D(Ω)
definesG uniquelyD is dense inQ′.

Now,L. Schwartz’s kernel Theorem [3] states that any continuous mapping
of D into D ′ is defined by an element ofD ′(Ωx×Ωy), the space of distributions
onΩx ×Ωy.

ThusG defines an elementGx,y ∈ D ′(Ωx ×Ωy).

Definition 3.3. Gx,y defined above is called the Green’s kernel of the form
a(u, v) on V.
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3.6 Relations with unbounded operators.

Let Ω be an open set inRn.V,Q be two vector spaces not necessarily of dis-
tributions,Q being a Hilbert space andV ⊂ Q. Let a(u, v) be a continuous
sesquilinear form onV. As we have seen already in (§ 3.1), this defines a space
N and an operatorA : N → Q by identifyingQ′ andQ. This operatorin the
topology induced on N by Qis an unbounded operator.

Let a∗(u, v) = a(v, u). OnV, a∗(u, v) is a continuous sesquilinear form. Let
the spacesN and operatorA associated witha∗(u, v) be denoted byN∗ andA∗, 32

i.e., u ∈ N∗ ⇔ v→ A∗(u, v)

is continuous onV with the topology induced byQ and

a∗(u, v) =< A∗u, v̄ >= (A∗u, v)Q.

We shall give a theorem establishing relationships betweenusual concepts
associated with the unbounded operators andN,A andA∗.

Theorem 3.6. Suppose there existsλ > 0 such that

Rea(u, v) + λ|v|2Q ≥ α|u|2v for all u ∈ V.

Then
(1) N is dense inQ.
(2) A is closed. (definitions will be recalled

in the course of proof)(3) A∗ is the adjoint ofA.

Proof. We first prove thatA is closed. We have to prove that ifun ∈ DA (the
domain of definition ofA) and if un → u in Q andAun → f in Q, thenu ∈ DA

andAu= f . �

a(u, v) + λ(u, v) is a continuous sesquilinear form onV and the space and
the operator associated with it areN andA + λ respectively. By assumption
this form is V-elliptic and hence by theorem 3.1,A+ λ is an isomorphism ofN 33

ontoQ′ = Q.
Now, (A+ λ)un→ f + λ u in Q and hence

un = (A+ λ)−1(A+ λ)un→ (A+ λ)−1( f + λu) in N.

Henceun→ (A+ λ)−1( f + λu) in Q also and sou = (A+ λ)−1( f + λu), and
u ∈ N. FurtherAun→ Au in Q and soAu= f . HenceA is closed.

Now we prove thatN is dense inQ. We need prove iff ∈ Q and (u, f )Q = 0
for all u ∈ N. Then f = 0. Since (A+ λ) is an isomorphism ofN ontoQ, there
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existsw ∈ N such that (A+ λ)w = f . Hence ((A+ λ)w, u)Q = 0 for all u ∈ N.
But

((A+ λ)w, u)Q = (Aw, u)Q+ λ(w, u)Q = a(w, u) + λ(w, u)Q.

Takingu = w in particular, we get

0 = Re a(w,w) + λ|w|2Q ≥ α|w|2Q.

Hencew = 0 and sof = 0.
Now we prove that the adjoint ofA is A∗. The domain of the adjoint̃A of

A consists ofu ∈ Q such that the mappingv → (Av, u)Q is continuous onN
with the topology induced byQ. SinceN is dense inQ, this mapping can be
extended to a linear form onQ and hence by Riesz’z theorem we haveÃu ∈ Q
such that

(Av, u)Q = (v, Ãu)Q for v ∈ DA and u ∈ DÃ.

This definesÃ on DÃ.
Since

(Av, u)Q = a(v, u) = a∗(u, v) = (A∗u, v)Q

= (v,A∗u)Q for v ∈ N and u ∈ N∗, (1)

we haveN∗ ∈ DÃ, andÃ = A∗ on N∗. We need only prove nowDÃ ⊂ N∗.
Let u ∈ DÃ, then there existsu0 ∈ N∗ such that (A∗ +λ)uo = (Ã+λ)u, since

A∗ + λ is an isomorphism ofN∗ ontoQ on account of V-ellipticity ofa∗(u, v).
Now, for all v ∈ N

((A+ λ)v, u)Q = (v, (Ã+ λ)u)Q = (v, (A ∗ +λ)u0)Q

= a(v, uo) + λ(v, uo)Q(by(1))

= (Av, uo) + λ(v, uo)Q sincev ∈ N and by definition ofA.

Hence for allv ∈ N, ((A+λ)v, u−uo)Q = 0. Since (A+λ) is an isomorphism
of N ontoQ′, this meansu− u0 = 0, i.e.,u ∈ N∗, which completes the proof.
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4 Complements onHm(Ω)

4.1 Estimates onHm
o (Ω).

Theorem 4.1. LetΩ be a bounded open set in Rn. Then there exists a c> 0 34

such that|u|0 ≤ c|u|1 for all uǫH1
0(Ω).

Proof. SinceD(Ω) is dense inH1
o we need prove the inequality foru = ϕǫD

(Ω). Let
∼
ϕ = ϕ onΩ and 0 outsideΩ in Rn.

SinceΩ is bounded, we have

∼
ϕ(x) =

x1∫

−∞

∂

∂x1
ϕ(t, x2, . . . , xn)dt =

x1∫

a

∂ϕ

∂x1
(t, x2, . . . , xn)dt

where a and b are such thatΩ is contained in the region determined by
]a, b[xRn−1. �

By Schwartz’s inequality

|∼ϕ(x)|2 ≤ (x1 − a)

b∫

a

| ∂ϕ
∂x1

(t, x2, . . . , xn)|2dt

≤ (b− a)

b∫

a

| ∂ϕ
∂x1
|(t, x2, . . . , xn)|2dt.

Hence
∫
|∼ϕ(x)|2dx≤ (b−a)2

∫ b

a
| ∂ϕ
∂x1
|2dx, and so|ϕ|0 ≤ (b− a)| ∂ϕ

∂x1
| ≤ c|ϕ|1

as it was to be proved.

29
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Remarks.

(1) From the above proof it is seen that the theorem remains true even ifΩ is
bounded only in any one direction.

(2) The theorem is not true forH1(Ω). Thus, for instance, if we takeu = 1,
thenuǫH1(Ω) and|u|0 =measure of and|u|1 = 0, so there does not existsc
such that|u|0 ≤ c|u|1.

(3) The theorem may remain true however for some spacesV such thatH1
o ⊂ 35

V ⊂ H1. Thus ifΩ is as shown in the figure andV = uǫH1 such that
u(0, x2) = 0, then|u|0 ≤ c|u|1.

(4) If u ∈ Hm
0 (Ω), then|u|0 ≤ c|u|m, |u|k ≤ c|u|m, for k ≤ m− 1.

Applications: We have already proved that for Dirichlet problems (V =
H1

0(Ω)) the operator−∆+ λ associated with the forma(u, v) = (u, v)1+ λ(u, v)o

is an isomorphism ofH1
o ontoH−1

o for λ > 0. We now prove the

Theorem 4.2. If Ω is bounded, then−∆+λ is an isomorphism of H1o onto H−1
o

for λ > −α for certainα > 0.

Proof. We look for values ofλ for whicha(u, v) is V-elliptic,

i.e., Rea(u, u) = |u|21 + λ|u|20 ≥ γ|u|21.

SinceΩ is bounded|u|21 ≥
1
c2
|u|21 for somec > 0, and

|u|21 + λ|u|20 = |u|21 + (λ − ǫ)|u|20 + ǫ|u|20
≥ (1+ (λ − ǫ)c2)|u|21 + ǫ|u|20
≥ γ‖u‖21 for positiveγi f 1+ (λ − ǫ)c2 > 0,

i.e., λ >
−1+ ǫc2

2
. Choosingǫ sufficiently small, we haveα =

1− c2

c2
such

that forλ > −α, a(u, v) is V-elliptic and thus the theorem is proved. �
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Theorem 4.3. For everyǫ > 0, there exists c(ǫ) such that|u|2k ≤ ǫ|u|2m+ c(ǫ)|u|20
for all uǫHm

0 (Ω) and 0)≤ k ≤ m− 1.

Proof. Let
∼
u be the function defined inRn which is equal tou onΩ an 0 else- 36

where. We have then|∼u|m = |u|m. Let
∼
u = F (

∼
u) be the Fourier transform of

∼
u.

By Plancherel’s theorem

|∼u|2k =
∑

p=k

(2π)2k
∫

Zn

|ξ|2k|∼u|2dξ = |∼u|2k = |u|2k.

To verify the stated inequality it is enough to prove that forǫ > 0 there
existsc(ǫ) such that

(2π)2k
∫
|ξ|2k|û|2dξ ≤ (2π)2mǫ

∫
|ξ|2m|û|2dξ + c(ǫ)

∫
|û|2dξ,

i.e.,
∫
|ξ|2k|û|2dξ ≤

∫
(ǫ(2π)2m−2k|ξ|2m

+
c(ǫ)

(2π)2k
)|û|2dξ.

This will be true if

|ξ|2k ≤ ǫ1|ξ|2m
+ c1(ǫ) f or k ≤ m− 1.

Sincek ≤ m− 1, for anyǫ1 > 0, |ξ|2k ≤ ǫ1|ξ|2m for large values ofξ and for
remaining necessarily bounded values ofξ, |ξ|2k − ǫ1|ξ|2m is bounded byC1(ǫ)
say. �

Remark. The status of this theorem is different from that of the theorem 4.1:
for it may be sometime true forHm(Ω) also. As we shall see later, this is
connected with the problem of m-regularity. For example, ifΩ =]0, 1[, theorem
4.3 holds foruǫHm(Ω).

4.2 Regularity of the function in Hm(Ω).

Theorem 4.4. If 2m> n,Hm(Ω) ⊂ E o(Ω) algebraically and topologically.

Proof. Let uǫHm(Ω). We need prove that for everyϕǫD(Ω), v = uϕǫE o(Ω).
Sincev vanishes near the boundary ofΩ, the function ˜v is in Hm

o (Rn). Let ṽ be
the Fourier transform of ˜v, �

then (1+ |ξ|m)v̂ǫL2. Now, 37

v̂ = (1+ |ξ|m)v̂.
1

1+ |ξ|m .
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Since 2m> n,

∫

Z

| 1
1+ |ξ|m |

2dξ = O(

∞∫

o

rn−1

1+ rn
dr) < ∞.

HenceûǫL1. That is to sayv is continuous.
If now u→ 0 in H′(Ω) we have ˆv→ 0 in L1.
Hencev→ 0 in ξo(Ω) and sou→ 0 in ξo

Remark . Better results valid for more general classes of domains aredue to

Soboleff. A typical result is ifn ≥ 3, thenuǫH′(Ω) =⇒ u ∈ Lq(Ω),
1
q
=

1
2
− 1

n
,

for certainΩ. (viz., Deny-Lions [7] and also Schwartz [1]).

4.3 Reproducing kernels.

Let v be a closed subspace ofHm(Ω) such thatHm
o (Ω) ⊂ V ⊂ Hm(Ω) and

Q = L2(Ω). Let a(u, v) be a continuous sesquilinear from onV. Assume now
2m> n. Hence in each class of functionsvǫV, there exists auniquecontinuous
functionvo(say). Then, for fixedyǫΩ, the mappingv→ vo(y) is a continuous
semilinear form onV. Hence by Riesz’s theorem, there existsk(y)ǫV such that
vo(y) = (k(y), v)V. The mappingy→ k(y) is weakly continuous mapping ofΩ
into V.

Definition 4.1. k(y) is called reproducing kernel in V (Aronszajn [2]).

If a(u, v) is V-elliptic we have by theorem 3.1

Lemma 4.1. For every yǫΩ there exists unique g(y)ǫV such that a(g(y), v) =
(k(y), v)V and the mapping y→ g(y) ofΩ→ V is weakly continuous.

We now relate theV valued functiong(y) with the Green’s operatora(u, v) 38

in V. For everyvǫV, we have

a(g(y), v) = v(y).

Hence, for anyϕǫD(Ω), a(ϕ(y)g(y), v) = ϕ(y)v(y).
Integrating overΩ,

∫

Ω

a(ϕ(y)g(y), v) = (ϕ, v)o. Hence

a



∫

Ω

g(y)ϕ(y)dy, v

 = (ϕ, v)o
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where
∫

Ω

g(y)ϕ(y) by is a weak integral. Now sincea(u, v) is V-elliptic, given

ϕǫD(Ω), there existsuǫV such thatAu = ϕ, a(u, v) = (ϕ, v)o for all vǫV, and
u = Gϕ. Hence

Gϕ = u =
∫

Ω

g(y)ϕ(y)dy.

Theorem 4.5. LetΩ be an open set in Rn and2m > n. Let V,Q, a(u, v) be as
above. Then Gϕ =

∫

Ω

g(y)ϕ(y) dy where g(y)V, and is given by a(g(y), v) = v(y).

This is a particular case of Schwartz’s kernel theorem.
The kernelGx,y defined by the operatorG in 3.5 isg(y)(x).
There is yet another way of defining theV-valued functiong(y). Let Q =

L2(Ω) ∩ εo(Ω). On Q we put the upper bound topology ofL2 andεo. Since
2m> n anyV such thatHm

o (Ω) ⊂ V ⊂ Hm(Ω) is contained inεo(Ω), and hence
in Q. Further sinceD(Ω) is hence inQ. If a(u, v) is a continuous sesquilinear
V-elliptic from on V, from theorem 3.1 it follows that there exists a space
N ⊂ V and an operatorA, such thatA is an isomorphism ofN ontoQ′.

Now 39

Q′ = (L2(Ω))′ + (εo(Ω))

= L2(Ω) + ε′o(Ω)

whereε′o(Ω) is the space of measures with compact support.
Let G be the inverse operators ofA; G is an isomorphism ofQ′ onto N.

Theng(y) = G(δy).

Remark. G as defined here, has slightly different meaning from the one defined
previously, but the abuse of language is justified since bothof these are inverse
of the restriction of the same operatorA : V → D ′, see§ 3.4.
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5 Complete Continuity.

5.1

We recall the definition of a completely continuous operator. Let E andF be 40

two Hilbert spaces, then a continuous linear mappingU of E into F is said to
be completely continuous if for any sequenceun → 0 weakly inE,U(un)→ 0
strongly inF or equivalently for bounded setB in E, U(B) relatively compact.

Theorem 5.1. LetΩ be a bounded open set in Rn. Then the injection H1o(Ω)→
L2(Ω) is completely continuous.

Proof. We have to prove that ifuk→ 0 in H1
o(Ω) weakly, thenuk→ 0 strongly

in L2(Ω). Let ũk be the extension ofuk to Rn equal touk onΩ and 0 elsewhere.
Thenuk → 0 weakly in H1

o(Rn) and hence weakly inL2(Rn). Let ûk be the
Fourier transform ofuk, i.e., ûk(ξ) = (uk, e2πixξ)o. SinceΩ is bounded for
everyξ, e2πixξ ∈ L2(Ω) and hence for fixedξ, ûk(ξ) → 0. Furtheruk is weakly
bounded inH1

o(Ω) and hence bounded inH1
o(Ω). So |uk|o ≤ co, |uk|1 ≤ c1.

Hence, by Schwartz’s inequality|ûk(ξ)| ≤ c2. �

To proveuk → 0 strongly inL2 we need prove
∫
|ûk(ξ)|2dξ → 0. Now

∫
|ûk(ξ)|2dξ =

∫

|ξ|<R

|ûk(ξ)|2dξ +
∫

|ξ|≥R

|ûk(ξ)|2dξ.

Given any∈> 0 we shall prove that we can chooseR so large that the second
term is less than∈ /2, and then that we can chooseko such that fork = ko, the
first term is less than∈ /2. This will complete the proof. Now 41

34
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∫

|ξ|≥R

|ûk(ξ)|2 =
∫

|ξ|≥R

(1+ |ξ|2)|ûk(ξ)|2.
1

1+ |ξ|2 dξ

≤ 1
1+ R2

∫

|ξ|≥R

(1+ |ξ|2)|ûk(ξ)|2dξ

≤ ‖uk‖1
1+ R2

≤ c3

1+ R2
.

We chooseR so that
c3

1+ R2
<∈ /2.

Next since we have proved above that|ûk(ξ)| < c2 and that for everyξ,
ûk(ξ) → 0, observing thatc2 is integrable on|ξ| < R, by Lebesgue bounded
convergence theorem, it follows that

∫
|ûk(ξ)|2dξ → 0

|ξ| < R.

5.2

We have seen that ifΩ is bounded, the injection ofH1
o(Ω) into L2(Ω) is com-

pletely continuous. It is not true that the injection ofH1(Ω) into L2(Ω) is
always completely continuous. (For a necessary and sufficient condition, see
Deny-Lions [7]).

However we have the

Theorem 5.2. If Ω is bounded and has1-extension property, then the injection
H1(Ω)→ L2(Ω) is completely continuous.

Proof. Let 0 be a relatively compact open set containingΩ. Let uk be a se-
quence weakly converging to 0 inH1(Ω) andπuk be extensions ofuk to Rn.
Sinceπ is continuous fromH1(Ω) to H1(Rn), π(uk) converge to 0 weakly in
H1(Rn), and hence the restrictions ofπ(uk) to 0 also converge to 0 weakly in
H1(0). �

LetΘ be a function inD(0) which is 1 onΩ̄. ThenΘuk ∈ H1
o(0). Since 0 42

is bounded by theorem 5.1Θπ(uk) → 0 strongly inL2(0), and henceuk → 0
strongly inL2(Ω).

Corollary. If Ω is bounded and has m-extension property, then the injectionof
Hm(Ω) into L2(Ω) is completely continuous.
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5.3 Applications

Let V be such thatH1
o(Ω) ⊂ V ⊂ H1(Ω) anda(u, v) = (u, v)1. The operator

A associated witha(u, v) is −∆. We wish to show how whenΩ is bounded
and has 1-extension property, Fredholm theory can be applied to consider the
solutions of (A− λ)u = f for f ∈ L2(Ω).

We recall the Riesz- Fredholm theorem for completely continuous operator.
Let H be a Hilbert space andA be a Hermitian and a completely continuous

operator ofH into H. Then

1) A− µI is an isomorphism ofH onto itself except for countable values ofµ,
sayµo ≥ µ1 ≥ · · · such thatµn → 0. µn are called eigenvalues ofA.

2) The kernel ofA− µn is finite dimensional. It is called the eigenspace corre-
sponding toµn and its dimension is called the multiplicity ofµn.

3) If wn1 , . . .wnm is an orthonormal base for the eigenspace then (wn) from an
orthonormal system and anyy ∈ H can be written asy = h + Σ(y,wn)wn,
whereh is a solution ofAh= 0.

Hence if we assume thatAh= 0 impliesh = 0, we have 43

4) (wn) forms a complete orthonormal system and

Ay= Σµn(y,wn)wn.

Hence (A− µ)x = y has a unique solution for allµ except those which are
eigenvalues and the solution is given by

x =
∑ (y,wn)

µn − µ
wn for µ , µn

and ifµ = µnx =
∑

n,m

(y,wm)
µm − µn

wm+ hn wherehn is such that (A− µn)hn = 0.

We know that the problem of findingu ∈ N such that (−∆ − λ)u = f for
f ∈ L2(Ω) is to findu ∈ N such that (u, v)1 − λ(u, v)o = ( f , v)o for all v ∈ V.

Let [u, v] = (u, v)1+ (u, v)o so that we have to consider [u, v] − (λ+1)(u, v)o

for all v ∈ V. Now the semilinear mappingv → ( f , v)o is continuous onV,
hence there existsJ f ∈ V such that [J f, v] = ( f , v)o. J is then a continuous
mapping ofL2 → V. Let J1 be the restrictionJ to V. We have to consider then

[u, v] − (λ + 1)[J1u, v] = [J f, v] for all v,

i.e., (J1 − µ)u = −
g

λ + 1
where=

1
λ + 1

.



5. Complete Continuity. 37

Lemma. J1 is a completely continuous mapping of V into V.

Proof. J1 is the composite ofV → L2 J−→ L2. SinceΩ is bounded and has
1-extension property, the injectionV → L2 is completely continuous. Hence
J1 is completely continuous. �

Further (J1u, v) = (u, v)o. HenceJ1u = 0 impliesu = 0, and triviallyJ1 is 44

Hermitian.
Applying the theorem of Riesz-Fredholm quoted above,J1 − µ is an iso-

morphism ofV ontoV except forµ = µ1 · · ·µ1 · · · . Let λn = −1+
1
µn

. Let wn

be orthonormal set of eigenvalues. We have proved then

Theorem 5.3.

(1) −∆ − λ is an isomorphism of N→ L2 expect forλ = λ1 · · · λn · · · such that
−1 ≤ λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · , λn→ ∞.

(2) −∆wn = λwn and wn is a complete orthonormal system in V and complete
orthogonal in L2

(3)
wn√

1+ λn

is complete orthonormal in L2(‖wn‖21 = 1) and so(1+ λn)|wn|2 =
1.

(4) wn is complete orthogonal in N.
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6 Operators of order 2

6.1

Hitherto we considered the problems in which theV-elliptic from a(u, v) was 45

given a priori and then we solved boundary value problems forthe operatorA
associated with the forma(u, v). Now we with to consider the natural converse

Problem. Given a differential operatorA, determine the spacesV andV-elliptic
formsa(u, v) onV such that

1) 〈Au, ϕ̄〉 = a(u, ϕ) for all u ∈ V andϕ ∈ D(Ω)

2) a(u, v) is V-elliptic.

Stated in this general from the problem has not been completely solved,
even in the case of differential operator of order 2; however, several results,
depending on the domainΩ, coefficients ofA, V anda(u, v) are know and we
give some of these.

We shall always consider the case whenV ⊂ H′(Ω). We take a second
order differential operatorA in the form

A =
n∑

i, j=1

∂

∂xi

(
gi j (x)

∂

∂xi

)
+

∑
gi(x)

∂

∂xi
+ go(x), gi j , gi , go in L∞(Ω).

A more general form would be
∑
|p|≤2

ap(x)Dp which reduces to the above if

ap(x) are regular enough.

38
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We associate withA the form

a(u, v) =
n∑

i, j=1

∫

Ω

gi j
∂u
∂x j

∂v̄
∂xi

dx+
∑∫

Ω

gi
∂u
∂xi

v̄+
∫

gouv̄

and consider the ellipticity of this form. Another kind of sesquilinear from will
be considered later. We observe that with the same operator several forms can 46

be associated in the above fashion, merely by rearranging the operator. For
instance, let

A = − ∂
2

∂x2
1

− ∂2

∂x1∂x2
− ∂2

∂x2
2

.

We may write

A = − ∂
2

∂x2
1

− ∂2

∂x2
2

− ∂

∂x2

(
1
2
+ i

)
∂

∂x2
− ∂

∂x1

(
1
2
− i

)
∂

∂x2
.

The associated forms are

a(u, v) =

(
∂u
∂x1

,
∂v
∂x1

)

o

+

(
∂u
∂x2

,
∂v
∂x2

)

o

+

(
∂u
∂x2

,
∂v
∂x1

)

o

, and

a(u, v) =

(
∂u
∂x1

,
∂v
∂x1

)

o

+

(
∂u
∂x2

,
∂v
∂x2

)

o

+

(
1
2
+ i

) (
∂u
∂x1

,
∂v
∂x2

)

o

+

(
1
2
− i

) (
∂u
∂x1

,
∂v
∂x2

)

which are different.
Let (u, v)g be the leading part ofa(u, v),

(u, v)g =

n∑

i, j=1

∫
gi j

∂u
∂x j

∂v̄
∂xi

dx.

To determine whena(u, v) is elliptic, we have to investigate when
Re(u, u)g ≥ α|u|21 for all u ∈ V and for someα > 0.

6.2

Theorem 6.1. LetΩ be a bounded open set in Rn, gi j be constants and V=
H1(Ω). A necessary and sufficient condition that

Re(u, u)g ≥ α|u|21 for all u ∈ H1(Ω) (1)

is that ∑
(gi j + ḡi j )pi p̄i for all complex(pi). (2)
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Proof.

(a) Necessity. Let u(x) =
n∑

i=1
pi xi . BecauseΩ is boundedu(x) ∈ H1(Ω). Hence

by (1)

Re


∑∫

Ω

gi j pi p̄idx

 ≥ α
∑
|pi |2

∫

Ω

dx,

i.e., Re
(∑

gi j p j p̄i

)
≥ α∑ |pi |2 which is (2).

(b) Sufficiency. From (2) we have 47

∑
(gi j + ḡ ji )

∂u
∂x j

(x)
∂v̄
∂xi

(x) ≥ α
∑
| ∂u
∂xi

(x)|2 a.e.

Integrating over

∑∫

Ω

(gi j + ḡ ji )
∂u
∂x j

∂ū
∂xi

dx≥ α|u|21

i.e., Re(u, u)g ≥ α|u|21. �

Theorem 6.2.LetΩ = Rn, and gi j be constant. Then a necessary and sufficient
condition in order that (1) holds is that

Re
(∑

gi jξiξ j

)
≥ α

∑
ξ2

i for real ξi and for someα > 0 (3)

(We observe (2)=⇒ (3), but converse is not true, e.g., the example quoted
above).

Proof. By Fourier transform

(u, u)g =

∑
gi j

∫
2πiξiû.2πiξ jûdξ

= 4π2
∫ ∑

gi jξiξ j |û|2dξ.

�

Hence (1) is equivalent to

Re


∫ ∑

i j

ξiξ j |û(ξ)|2dξ
 ≥ α|ξ|

2|û(ξ)|2dξ for all u ∈ H1 (4)
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Let p(ξ) = Re(
∑

gi jξiξ j) − α|ξ|2.
Form (4), (1) is equivalent to

∫
P(ξ)|û(ξ)|2dξ ≥ 0 (5)

We have to prove (5) holds if and only ifP(ξ) ≥ 0.
Sufficiency is trivial. To see the necessity ifP(ξo) < 0,P(ξ) < 0 in a certain

neighbourhood and then to obtain a contradiction we need take u the Fourier 48

transform of which has support in this neighbourhood.
The following problem however is not answered: Ifxi ∈ H1(Ω), (Ω) of

capacity> 0 is (2) necessary in order that (1) holds foru ∈ H1(Ω).

6.3 V = H1
o(Ω), gi j constant.

Theorem 6.3. Let V = H1
o(Ω) and gi j be constant. A necessary and sufficient

condition in order that

Re(u, u)g ≥ α|u|21 for all u ∈ H1
o(Ω) for someα > 0 (6)

is that
Re

(∑
gi jξiξ j

)
≥ α

∑
|ξ|2 for all ξi ∈ Zn. (7)

Proof. In order to apply theorem 6.2 we prove that (6) implies that (1) holds
for u ∈ H1

o(Rn) = H1(Rn). We require a lemma. We may assume without loss
of generality that the origin is inΩ. Further, we observe∪λΩ = Rn. �

Lemma 6.1. (6) holds if and only ifRe(u, u)g ≥ ∂|u|21 for all u ∈ H1
0(Ω) for all

λ.

Proof. Let u ∈ H1
0(Ω). Defineuλ(x) = u(λx) for x ∈ Ω. �

It is easily seen thatuλ ∈ H1
o. From (6) we get

Re


∑∫

Ω

gi j
∂uλ
∂x j

¯∂uλ
∂xi

dx

 ≥ α
∑∫

Ω

∣∣∣∣∣
∂uλ
∂xi

∣∣∣∣∣
2

dx (8)

Since
∂uλ
∂xi

(x) = λ
∂u(λx)
∂xi

, from (8) we get

Re


∑∫

Ω

gi j
∂u(λx)
∂xi

∂u(λx)
∂xi

dx

 ≥ α
∑∫ ∣∣∣∣∣

∂u(λx)
∂xi

∣∣∣∣∣
2

dx.
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Puttingλx = y, we get the required inequality and lemma (6.1) is proved.49

Returning to the proof of theorem, letϕ ∈ D(Rn). There existsλ such that
K ⊂ λΩ. Thenϕ ∈ D(Rn). and henceϕ ∈ H1

o(λΩ). This means

Re (u, u)g ≥ α|u|2, for all ϕ ∈ D(Rn).

SinceD(Rn) is dense inH1
o(Rn), we have proved

Re (u, u)g ≥ α|u|21 for all u ∈ H1
o(Rn).

Theorem 6.2 then gives (7).

6.4

Some problems with variable coefficients :V = H1
0(Ω).

Theorem 6.4. LetΩ be any open set in Rn and gi j be continuous.
If

Re(u, u)g ≥ α|u|21 for all u ∈ H1
0(Ω), (9)

then

Re
∑

gi j (xo)ξiξ j ≥ α
n∑

i=1

∣∣∣∣∣ξi

∣∣∣∣∣ for all (ξi) ∈ Rn.

Proof. Given any∈> 0, let B be a neighbourhood ofxo such that

|(u, u)g(xo) − (u, u)g| ≤∈ |u|21 for all u ∈ H1
o(B).

We need chooseBǫ such that
∣∣∣∣gi j (x) − gi j (xo)

∣∣∣∣ are sufficiently small. (9)
gives then

Re(u, u)g ≥ (α− ∈ |u|21) for all u ∈ H1
0(β∈).

From theorem 6.3, it follows that

Re
∑

gi j (xo)ξiξ j ≥ (α − ξ)
∑
|ξ|2i .

Since this is true for arbitrarily small∈, we have

Re
∑

gi j (xo)ξiξ j ≥ (α − ξ)
∑
|ξi |2.

Regarding the sufficiency of the above condition, we have �
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Theorem 6.5. Garding’s inequality. IfReΣgi jξiξ j ≥ αΣ|ξi |2 for someα > 0 50

for all x ∈ Ω̄ andΩ is bounded then there existsλ > 0 such that

Re(u, u)g + λ|u|20 ≥ α|u|21 for all u ∈ H1
o(Ω).

We do not prove this. For a proof, see Yosida [21].

We have a general sufficient condition

Theorem 6.6. If Σ(gi j + ḡ ji )p j p̄i ≥ αΣ|pi |2) for someα > 0 and picomplex a.e.
in Ω, then

Re(u, u)g ≥ α|u|21 for all u ∈ H1(Ω).

Having seen some cases when Re(a(u, u)g) ≥ α|u|21 we see now some ex-
amples when different formsa(u, v) giving rise to the same operatorA areV-
elliptic.

1) Leta(u, v) = (u, v)g + (gou, v)o with go(x) ≥ β > 0.

Then
Re(a(u, u)) ≥ α|u|21 + β|u0|2 ≥ min(α, β)||u||21.

Hencea(u, v) is V-elliptic for anyV such thatH1
o ⊂ V ⊂ H1.

2) Let a(u, v) = (u, v)g + (gou, v)o + Σ

(
gi
∂u
∂xi

, v

)

o

, gi real constants,go(x) ≥

β > 0. Let V = H1
0(Ω). Let V = H1

0(Ω). We first observe that for

u ∈ H1
0(Ω) Re

(
u,
∂u
∂xi

)
= 0. For, if ϕ ∈ D(Ω), by integration by parts

(
∂ϕ

∂xi
, ϕ

)

o

=

(
ϕ
∂ϕ

∂xi

)

o

and since

Re

(
∂ϕ

∂xi
, ϕ

)

o

=

(
∂ϕ

∂xi
, ϕ

)

o

+

(
ϕ,
∂ϕ

∂xi

)

o

we have Re(ϕ,
∂ϕ

∂xi
) = 0 for allϕ ∈ D(Ω). SinceD(Ω) is dense inH1

o(Ω)we

have the result foru ∈ H1
o(Ω). Hence Re(a(u, u)) = Re(u, u)g +ℜ(gou, u).

Hencea(u, v) is H1
o(Ω) elliptic.
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6.5

We now consider another kind of sesquilinear forms giving rise to the same 51

operatorA =
n∑

i, j=1

∂

∂x j
(gi j (x)

∂

∂xi
) + gi(x)

∂

∂x j
+ gi

∂

∂xi
+ go(x).

LetΩ be an open set with the boundaryΓ having aC1(n− 1) dimensional
pieceΣ. Let γ u be the extension of functions inH1(Ω) to

∑
as defined in§

2.4.
On H1(Ω) consider the sesquilinear form

a(u, v) = (u, v)g +

∑(
gi
∂u
∂xi

, v

)

o

+

∑
(gou, v)o +

∫

Σ

γ uγ udσ,

wheredσ is the intrinsic measure onΣ. The operator associated with it is the
sameA as before. To consider the ellipticity of this from we require some
definitions.

Definition 6.1. LetΩ be a boundedconnectedopen set; we shall say thatΩ
is of Nykodym type if there exists a constants P(Ω) > 0 such that the following
inequality holds for all u∈ H1(Ω).

∫

Ω

|u|2dx− 1
mesΩ

∣∣∣∣
∫

udxP(Ω)|u|21. (1)

The inequality (1) is called Poincare inequality. We admit without proof
the

Theorem 6.7. EveryΩ with “smooth boundary” is of Nykodym type. (For
proof, see Deny [7]).

44
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Another interpretation of the inequality (1 ) is obtained byobserving that

∫
|u|2dx− 1

mesΩ

∣∣∣∣∣
∫

udx
∣∣∣∣∣
2

is the minimum of
∣∣∣ + co

∣∣∣
0

for all constantsc.
For 52

∣∣∣u+ c
∣∣∣2
0
= |u|2o + c̄

∫
udx+ c

∫
ūdx+ |c|2 mesΩ

=
1

mesΩ

(
c+

∫
udx

) (
c̄+

∫
ūdx

)
+ |u|2o −

1
mesΩ

∣∣∣∣∣
∫

udx
∣∣∣∣∣
2

Thus (1) means Inf|u+ c|2o ≤ P(Ω)|u|21.

Theorem 6.8. LetΩ be a domain of Nykodym type with the boundaryΓa(n−1)
dimensional C1 manifold. Then the form

a(u, v) = (u, v)g +

∫

Γ

γ uγ v dσ

is V-elliptic on H1(Ω).

Proof. Since Re(a(u, u)) = Re(a(u, u))g +
∫
|γu|2dσ ≥ α|u|21 +

∫

Γ

|γu|2dσ to

prove theV-ellipticity of a(u, v) it is enough to prove that there exists aβ > 0
such that

α|u|21 +
∫
|γu|2dσ ≤ β||u||21,

or that ∫
|γu|2dσ + |u|21 ≥ β1||u||21.

Let [u, v] = (u, v)1 +
∫
γuγvdσ. [u, v] is a continuous sesquilinear form on

H1(Ω) since [u, u] = 0 implies |u|21 = 0 and
∫
|γ u|2dσ = 0, we haveu = c, a

constant for|u|21 = 0 andc = 0 for
∫
|γu|2 = 0. That is to say [u, u] = 0 implies

u = 0. In fact, we have the �

Lemma. [u, v] defines a Hilbertian structure on H1(Ω).

Assuming the lemma for a moment, we see that on account of the closed
graph theorem, the two norms

√
[u, v] and

√
(u, v)V are equivalent. Hence

[u, u] ≥ β||u||21 which was to be proved.
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To complete the proof we have to prove the lemma, i.e., that under the
scalar product [ ],H1(Ω) is complete.

Let uk be a Cauchy sequence for the scalar product [ ]. Then
∂uk

∂xi
, i = 53

1, . . . , n, andγuk are Cauchy sequences inL2(Ω), andL2(Γ) respectively. Hence
∂u
∂xi
→ fi , i = 1, . . . , n in L2(Ω) andγuk → g in L2(Γ). SinceΩ is of Nykodym

type from (1), we have
∫

Ω

|uk −
1

mesΩ
|
∫

u dx|2|2 dx≤ P|u|21

i.e.,
∫

Ω

| uk − ck|2 ≤ P|uk|21 where ck =
1

mesΩ

∫
uk dx.

Sinceuk is a Cauchy sequence inL2(Ω), uk − ck is a Cauchy sequence in

L2(Ω). Henceuk−ck → v in L2(Ω) and
∂v
∂xi
= lim

∂uk

∂xi
= fi . Henceuk−ck→ v

in H1(Ω) and soγ(uk − ck) → v in L2(Γ). Sinceγuk → g in L2(Γ), ck → c.
Howeveruk = (uk − ck) + ck. Henceuk → v+ c in H1(Ω) under the norm [ ],
which proves the lemma.

6.6 Formal interpretation:

If Ω is of Nykodym type with a smooth (n − 1) dimensional boundaryΓ, we
have just proved that the forma(u, v) = (u, v)g + (γu, γv)0 is elliptic onH1(Ω).

The operatorA that it defines isA = −∑ ∂

∂ xi

(
gi j (x)

∂

∂ x j

)
andu ∈ N implies

a(u, v) = (Au, v)o for all v ∈ V. Now formally,
∫

Ω

A u v̄ d x= a(u, v) +
∫

∂u
∂ηA

v̄ dσ

where
∂u
∂ηA

=
∑

gi j
∂u
∂x j

cos(n, xi), (n, xi) being the angle between the outer

normal andxi . Thusu ∈ N implies formally
∂u
∂ηA
= 0.

6.7 Complementary results.

Boundary value problems of oblique type forΩ = {xn > 0}. For general theory, 54
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see Lions [4]. LetΓ be the boundary ofΩ : {xn = 0}. We recall the definition
of the spacesHα(Γ) for α real defined in§ 2.5. Hα(Ω) = { f L2(Γ)} such that
(1+ |ξ|α) f̂ ∈ L2(Γ), where f̂ is the Fourier transform off . We have proved in
2.4, that there exists a unique mappingγ : H1 (Ω) → H

1
2 (Γ) which onD ¯(Ω)

is the restriction toΓ and this mapping isonto.

Theorem 6.9. The dual of Hα(Γ) is H−α(Γ).

Proof. Let F (Hα(Γ)) be the space of Fourier transforms ofHα(Γ). F (Hα(Γ))
consists of functionsf̂ ∈ L2(Γ) such that (1+ |ξ|α) f̂ ∈ L2(Γ). Hence its

dual consists of functions ˆg ∈ L2(Γ) such that
1

1+ |ξ|α ĝ ∈ L2(Γ), i.e.,

(1 + |ξ|−α) ĝ ∈ L2(Ω). Hence the dual ofF (H−α(Γ)) is F (H−α(Γ)) which
proves the theorem. �

LetΛ =
n−1∑
i=1
αi

∂

∂ xi
with αi real constants. We callΛ a tangential operator.

Lemma 6.2. Λ is a continuous linear mapping of H
1
2 (Γ) into H

−1
2 (Γ).

Proof. It is enough to prove that
∂

∂xi
is a continuous linear mapping from

H
1
2 (Γ) into H−

1
2 (Γ) or that F

(
∂

∂xi

)
is continuous fromF (H

1
2 (Γ)) into

F
(
H−

1
2 (Γ)

)
. Let f ∈ H

1
2 (Γ). Then (1+ |ξ| 12 ) f̂ ∈ L2(Γ), and soF

(
∂ f
∂xi

)
=

2π i ξi f̂ ∈ H−
1
2 (Γ). Since the mappingg→ ξig is continuous, fromF (H

1
2 (Γ))

into F (H−
1
2 (Γ)) the proof is complete. �

From lemma 6.2 we see that〈Λγu, γv〉 is defined for allu, v ∈ H1(Ω).
Further we have the

Lemma 6.3. Re(Λγ u, γ u) = 0 for all u ∈ H1(Ω). For by Fourier transform 55

Re 〈 ∂
∂xi

γu, γu〉 = Re
∫

2 π i ξi | γ û |2 d ξ.

Let a(u, v) = (u, v)1+ λ(u, v)0+ 〈Λ γ u, γv〉 for u, v ∈ H1(Ω). From lemma
6.2, we see thata(u, v) is a continuous sesquilinear form onH1(Ω).

Lemma 6.4. If λ > 0, a(u, v) is H1(Ω) elliptic. For Re(a(u, u)) = |u|21 + λ|u|20 ≥
min(λ, 1)||u||1.

From theorem 3.1, we have the
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Theorem 6.10. The operator associated with a(u, v) is −△ + λ and−△ + λ is
an isomorphism from N onto L2(Ω).

To get a formal interpretation of the problem, we have to see thatu ∈ N
means.u ∈ N if and only if

((−△ + λ)u, v)0 = (u, v)1 + (Λ γ u, γu)o + λ(u, v)o.

By Green’s formula, (−△ u, v)0 = (u, v)1 +
∫
Γ

∂u
∂xn

v̄. Henceu ∈ N implies

formally
∂ u
∂xn

(x1, . . . , xn, 0) = Λγ u, a condition of oblique derivative.



Lecture 12

6.8

Upto now we considered problems in which the spaceV was a closed subspace 56

of H1(Ω). We wish to consider now some cases in whichV is not closed in
H1(Ω).

LetΩ = {xn > 0}, p be the boundary ofΩ andγ be the mapping ofH1(Ω)→
H

1
2 (Γ) as defined in§ 2.4. LetV = u ∈ H1(Ω) such thatγ u ∈ H1(Γ). OnV

we introduce the norm

| u |2V = ||u||21 + ||γ u||H1(Γ) (1)

Lemma 6.5. (1) defines on V a Hilbert structure.

Remark. V is not closed inH1(Ω).

OnV consider the sesquilinear form

a(u, v) = (u, v)1 + λ(u, v)0 + (γu, γv)1, λ > 0.

Lemma 6.6. a(u, v) is continuous on V and is elliptic forλ > 0. Let Q= L2(Ω).
Then by theorem 3.1, a(u, v) determines a space N and an operator A which is
an isomorphism of N onto L2. To see what A is we observe a(u, v) = 〈Au, v̄〉
for all ϕ = v ∈ D(Ω). Then a(u, ϕ) = (−△ u + λu, ϕ)o. Hence A= −△ + λ.
Further u ∈ N if and only if u ∈ V,−△ u ∈ L2(Ω) and(Au, v)o = a(u, v) for
all v ∈ V.

To interpretformally u ∈ N we see that from above we have

(−△ u, v)o + λ(u, v)o = (u, v)1 + λ(u, v)o + (γ u, γ v)

49
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for all v ∈ V. Applying Green’s formula

∫

Γ

∂u
∂xn

(x′, 0) γ v dx′ = −
n−1∑

i=1

∂2

∂x2
i

γ u v̄ dx′, wherex′ = x1, . . . , xn−1),

for all v ∈ V. Henceu ∈ N if and only if
∂u
∂xn
= −△x′u(x′, 0).

Before leaving the study of second order equations, we allude to its con- 57

nections with the theory of semi-groups and to mixed problems.

a) Let V be such thatH1
0(Ω) ⊂ V ⊂ H1(Ω) andQ = L2(Ω). Let a(u, v) be

a continuous sesquilinear form. Then by theorem 3.1, a spaceN ⊂ V and
an operatorA ∈ L (N, L2) is defined. If onN we consider the topology
induced byL2(Ω),A is an unbounded operator with domainN. If a(u, v)
is elliptic, it is easily proved that there existsξ so that (A + λ)I has an
inverse (A+ λ)−1 bounded in norm by 1/λ whenλ > ξ, A is an infinitesimal
generator of a regular semi-group.

b) In mixed boundary value problems we have to consider the following prob-
lem: A family of sesquilinear forms

(a(u, v, t)) =
∫ ∑

ai j (x, t)
∂u
∂x j

∂v̄
∂xi

are given whereai j (t) are continuous functions fromR to L∞ with the weak
topology of dual. LetV = H1(Ω) andQ = L2(Ω) and let for everyt, a(u, v)
beV-elliptic. Then for everyt, a spaceN(t) and an operatorA(t) is defined
such thatA(t) is an isomorphism ofN(t) onto L2(Ω). If f ∈ L2(Ω) and
u(t) ∈ N such thatAtu(t) = f , thenu(t) is acontinuousfunction fromR
into V.

7 Operators of order 2m

7.1

Definition 7.1. An operator A=
∑

(−1)|p|Dp(apq(x)Dq), apq ∈ L∞(Ω) is called
uniformly elliptic in Ω̄ if there exists anα > 0 such that

Re
∑

|p|, |q|=m

apq(x) ξ pξq ≥ α


m∑

i=1

ξi
2


m

for all x ∈ Ω̄ andξ ∈ Rn.
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We admit without proof (for a proof, see Yosida [21]).

Theorem 7.1. Garding’s inequality. 58

If Ω is bounded andA is uniformly elliptic, then there exists aλ > 0 such
that

Re a(ϕ, ϕ) + λ|ϕ|20 ≥ α||ϕ||2m for all ϕ ∈ D(Ω) (2)

where a(u, v) =
∑∫

Ω

apq(x)DquDpv dx (3)

7.2 Applications to the Dirichlet’s problem.

Theorem 7.2. If Ω is bounded and A is uniformly elliptic, then

a) (A+ λ) is an isomorphism of Hmo (Ω) onto H−m(Ω) for λ large enough;

b) (A+λ) is an isomorphism for allλ except for a countable systemλ1, . . . , λn;
such thatλn → 0.

Proof. (A+λ) is the operator associated witha(u, v)+λ(u, v)o which on account
of Garding’s inequality is elliptic onHm

o (Ω), for largeλ. Hence by theorem 3.1,
A + λ is an isomorphism ofHm

o (Ω) onto H−m(Ω). Further since the injection
Hm

o (Ω)→ L2 is completely continuous, we have the second assertion. �

7.3

To consider other boundary value problems and specially theNeumann prob-
lem it is useful to introduce the motion ofm-regularity.

Let Km(Ω) be the space of allu ∈ L2(Ω) such thatDpu ∈ L2( ) for
|p| = m. On Km(Ω) we define the norm|u|2Km = |u|2 + |u|2m.Km(Ω) is a Hilbert
space. TriviallyHm(Ω) ⊂ Km( ). However, the inclusioncan be strict.

Definition 7.2. Ω is said to be m-regular if Hm(Ω) = Km(Ω) algebraically.

For instance,Ω = Rn is m-regular forHm(Rn) = Km(Rn) as is seen easily
by Fourier transformation.

Theorem 7.3. If Ω is m-regular, then there exists a constant c such that 59

|u|2k ≤ c (|u|21 + |u|2m) for k = 1, . . . ,m− 1. (4)
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Proof. The injection ofHm(Ω) into Km(Ω) is onto and continuous. Hence by
the closed graph theorem, it is an isomorphism. And so||u||m ≤ c1 (|u|20 + |u|2m),
which implies the inequalities (4). �

Now the problem arises whether if (4) holdsΩ is m-regular or not. If (4)
holds the inclusion mapping is continuous, one to one, and its range is closed.
We have to prove then thatHm(Ω) is dense inKm(Ω). This is still an unsolved
problem.

we admit following theorems without proof.

Theorem 7.4. Every open set with smooth boundary is m-regular.

Theorem 7.5. If the injection H1(Ω) → L2(Ω) is completely continuous, then
Ω is m-regular.

Definition 7.3. Ω is strongly m-regular, if (a) it is m-regular, and (b) for every
∈> 0, there exists a c(∈) such that

|u|2k ≤∈ |u|2m+ c(∈) |u|20 for k = 1, . . . ,m− 1 (5)

for all u ∈ Hm(Ω).

Proposition 7.1. Ω = Rn is strongly m-regular for every m.

Proof. By Plancherele’s theorem, we have to prove that given any∈> 0 there
existsc(∈) such that

|u|2k ∈
∫
|û(ξ)|2 |ξ|2kd ξ ≤

∫
(∈ |ξ|2m

+ c(∈))|û|2dξ

for k = 1, . . . ,m−1, i.e.,|ξ|2k ≤∈ |ξ|2m
+c(∈) for k = 1, . . . ,m−1, which follows

from elementary considerations. �

We do not know however if there existsm-regular domain which are not 60

stronglym-regular.

Theorem 7.6. If the injection H1(Ω) → L2(Ω) is completely continuous, then
Ω is strongly m-regular.

Proof. By theorem 7.5, we see thatΩ is m-regular. We have now to prove the
inequality (5). If it is not true there exists an∈> 0 and a sequenceui ∈ Hm(Ω)
and a sequenceci → ∞ such that

|ui |2k ≧∈ |ui |2m+ ci |u|20.

Let vi =
ui

(|ui |2m+ |ui |o)
1
2

. Thenvi ∈ Km(Ω) = Hm(Ω). �
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Further

|vi |2k ≥∈ +(ci− ∈)
|ui |20

|ui |2m+ |ui |2
andc′i = ci− ∈→ ∞.

Hence
|vi |2 ≥∈ +c′i |vi |20. (6)

Now |vi |2 + |vi |2m = 1, so thatvi are bounded inHm(Ω) and hence|vi |k ≤ C.

From (6) it follows that|vi |2 ≤
C− ∈

c′i
, and hencevi → 0 in L2(Ω). There-

fore there exists a sequencevµ converging weakly to 0 inHm−1(Ω). Since the
injection of H1(Ω) into L2(Ω) is completely continuousvµ → 0 strongly in
Hm−1(Ω), i.e., |v|k→ 0 which contradicts (6).
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7.4 Applications

Let a(u, v) =
∑
|p|,|q|≤m

∫
apqDq(u)D̄p v dxwith apq ∈ L∞ 61

and
A(u, v) =

∑

|p|,|q|=m

apqD
q (u) D̄p v dx

be the leading part ofa(u, v).

Theorem 7.8. Let (a)Ω be strongly m-regular and(b) ReA(u, u) ≥ α|u|2m for
someα > 0 and for all u ∈ Hm(Ω). Then there existsλ such thatRe a(u, u) +
λ|u|20 ≥ β||u||2m for someβ > 0, and for all u ∈ Hm.

Proof. We have

Re a(u, v) = Re A(u, u) + Re ρ(u, u)

where

ρ(u, v) =
∑

|p|≤m,

∫
apqD

quDpv dx |q| ≤ m and|p| + |q| ≤ 2m− 1.

�

Every term ofρ(u, v) is majorized byc||u||m||u||m−1 and so Reρ(u, u) ≤
c1||u| m||u||m−1. Hence

Re a(u, u) ≥ α|u|2m− c1 ||u||m ||u||m−1.

We have then to prove that we can findλ such that there existsβ satisfying

X = α|u|2m− c1||u||m ||u||m−1 + λ|u|20 ≥ β||u||2m (1)

54
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SinceΩ is strongly m-regular, using definition for any∈> 0, there exists
c(∈) such that||u||m−1 ≤∈ ||u||m+c(∈)|u|o. Hencec1||u||m||u||m−1 ≤ c1 ∈ ||u||2m+c(∈ 62

)||u||m|u|o. SinceΩ is m-regular also||u||m is equivalent to|u|m + |u|o. Hence
c1||u||m||u||m−1 ≤ c2 ∈ (|u|m + |u|20) + c′(∈)(|u|m|u|o + |u|1o). So X ≥ α|u|2m −
c2 ∈ (|u|2m+ |u|2o)− c′(∈)(|u|m|u|o+ |u|2o+ |u|2o. Now 2|u|m|u|o ≤ ∈1 |u|2m+

1
∈1
|u|2o

for any∈1. Hence

X ≥
(
α − c2 ∈ −

∈1 c′(∈)
2

)
|u|2m+ (λ − c′′(∈) + 1

∈1
)|u|2o.

First we choose∈ so thatα − c2 ∈= α
2 . This determinesc(∈) andc′(∈).

Then we choose∈1 so small that∈1 c′(∈) < α/4, and thenλ so large that

λ − c′′(∈) + 1
∈1

> 0.

ThenX ≥ β1(|u|2m + |u|2o) and by m-regularity ofΩ, X ≥ β||u||2m as it was
required to be proved.

8 Regularity in the Interior

8.1

Having established the existence and uniqueness of weak solutions of certain
elliptic differential equations, we turn now to consider their regularity problem,
that is to say, to see whether in the equationAu = f sufficient regularity off
will imply some regularity ofu. First, we shall investigate whenu is regular in
the interior of the given domainΩ and next we shall consider whenu is regular
in Ω̄ in some sense.

To formulate the problem of interior regularity, we shall require some defi-
nitions of new spaces.

We recall having defined in§ 2.1, thatH−r (Ω) = (Hr(Ω))′, for positiver.
If 0 is an open set inΩ and ifu is a function inΩ, u0 will denote the restriction
of u to 0.

Definition 8.1. Let Ω be an open set in Rn.L r
= Hr

loc(Ω) for any integer r, 63

consists of functions u which for any relatively compact0 ⊂ Ω are such that
u0 ∈ Hr (0), r integer≥ 0 or < 0.

Let Kn be an increasing sequence of closures of relatively compactopen
sets 0n coveringΩ. Let pn = ||u0n||r be the norms inHr

0n
of u0n. p′ns are semi-

norms inL r . OnL r we put the locally compact topology determined by the
semi-normspn.
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Definition 8.2. Kr r, any integer will denote the space of u∈ Hr with compact
support.

OnKr we put the natural inductive limit topology. A sequenceun converges
in Kr if all un have their supports in a fixed compactA and allun→ 0 in Hr (A)
. We see easily (Zr )′ = K−r .

Proposition 8.1. E ′(Ω) =
⋃
r∈Z

Kr (Ω) algebraically.

Proof. By definition∪ Kr (Ω) ⊂ E ′ (Ω). We have to prove only that ifT ∈ E ′

thenT ∈ Kr for somer. Now by a theorem of Schwartz,T ∈ E ′(Ω) implies
T =

∑
|p|≤µ

Dp fp where fp are continuous and have a compact support. Hence

fp ∈ L2(Ω) and by theorem 2.1,T ∈ H−µ(Ω). This means thatT ∈ Kr (Ω),
wherer = −µ. �

Proposition 8.2. Let B=
∑
|p|≤µ

bp (x) Dp with bp ∈ E . Then B is a continuous

linear mapping ofD , E ,D ′, E ′ into itself and also a continuous linear mapping
of L r (Ω) into L r−µ(Ω) and Kr (Ω) into Kr−µ(Ω).

Remark. It is not true, however, thatB is continuous fromHr to Hr−µ.

Proof. The first assertion is trivial and the last one follows if we prove the 64

middle one. Letf ∈ L r (Ω). Sincebp ∈ E onΩ, b′ps and their derivatives
are bounded on 0 so that it is enough to prove thatDµ f ∈ H r−µ(0). We
may assume 0 to be an open set with smooth boundary. Ifµ < r andr > 0 we
have the result from the definition. Ifµ > r, then by integration by parts for
g ∈ Hµ−r (0).

〈Dµ f , g〉 = (−1)µ−r〈Dµ f ,Dµ−r g〉
exists and henceDm f is a continuous linear function onHµ−r (0), i.e., Dµ

f ∈ Hr−µ (0). �

8.2 Statements of theorems

Let
A =

∑

|p|,|q|≤m

(−1)pDp(apq(x)Dq), apq ∈ E (Ω) (1)

Definition 8.3. A is uniformly elliptic in Ω if given any compact K⊂ Ω we
have anαK > 0 such that

Re
(∑

apq(x)ξ pξq
)
≥ α K |ξ|2m for all x ∈ K and all

ξ = (ξ1, . . . , ξn) ∈ Rn. (2)
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Remark. If A is uniformly elliptic, Garding’s inequality (Theorem 7.1)is true
on every compactK.

Let
B =

∑

|p|≤µ
bp(x) Dp, bp ∈ E (Ω) (3)

Definition 8.4. B is elliptic inΩ if
∑

bp(x)ξp
= 0 with ξ ∈ Rn, impliesξ = 0.

We see at once that a uniformly elliptic operator is elliptic. The converse,

however, is inexact. For example, in the casen = 2, B =
∂

∂x1
+ i

∂

∂x2
is elliptic,

but evidently is not uniformly elliptic being not of even order.
In this and the next lecture, we shall prove the following twotheorems on 65

the regularity in the interior.

Theorem 8.1. Let A be a uniformly elliptic operator of order2m inΩ. If for
some T ∈ D ′(Ω),A T ∈ L r (Ω) for some fixed r, then T∈ L r+2m(Ω).

Theorem 8.2. Let B be an elliptic differential operator of orderµ in Ω. If for
some T ∈ D ′(Ω), B T ∈ L r (Ω) for some fixed r, then T∈ L r+µ(Ω).

From these theorems, the regularity in the classical sense will follows by
the

Corollary . Let B be an elliptic operator of orderµ. If for some T ∈ D ′,
B T‘ ∈ E , then T ∈ E .

For B T ∈ E meansB T ∈ L r for all µ. Hence by the theorems
T ∈ L r+µ for everyr. Hence all the derivatives ofT will be functions which
meansT ∈ E .

Before proving these theorems, we shall establish some connections be-
tween elliptic and uniformly elliptic operators. Using these, we shall prove
that theorem 8.1 implies theorem 8.2, and then we shall occupy ourselves in
the proof of theorem 8.1.

Proposition 8.3. Let n ≥ 3. If B is elliptic, then B is of even order (See
Schechter [15]).

Let x ∈ Ω and
∑
|p|=µ

bp(x)ξp
= Q(ξ), That B is elliptic at x means that

only real zero ofQ(ξ) is ξ = 0. We proveQ(ξ) must be of even degree. By a
non-singular linear transformation, if necessary, we may assumeξn has degree
µ.

Let ξ′ = (ξ1, . . . , ξn−1) , 0 be a point inRn−1 ⊂ C n. Let Q(ξn) be the 66
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polynomial inξn obtained by substituting (ξ1, . . . , ξn−1) by ξ′. ThenQ(ξn) has
n complex roots all of which have imaginary part, 0, for otherwise (ξ′, ξn)
would be a real non-trivial zero ofQ(ξ). Let π+ andπ− be number of roots
of Q(ξn), with positive and negative imaginary parts respectively. On account
of homogeneity ofQ(ξ) if we put ξ′′ = −ξ′, the number of positive roots of
Q(ξ′′, ξn) will be π− and negative roots will beπ+. Let ξ′, ξ′′ be joined by
an are not passing through the origin which is possible becausen − 1 ≥ 2.
From a classical theorem the roots ofQ(ξn) can be continued fromξ′ to ξ′′

continuously. Now at no point on the areξ′, ξ′′ canξn be real on account of
ellipticity. So the positive roots atξ′ are continued into positive roots atξ′′.
Henceπ+ = π− andµ = π+ + π− = 2π+ is even.

Proposition 8.4. Let B be an elliptic differential operator with real coefficients.
Then B is uniformly elliptic inΩ.

Proof. Let
∑
|p|=µ

bp(x)ξp
= P(x, ξ). SinceB is elliptic, P(x, ξ) = 0 implies

ξ = 0. Hence on|ξ| = 1,P(x, ξ) for fixed x keeps same sign which we may

assume> 0. Hence
P(x, ξ)
|ξ|µ ≥ α for fixed x. If now K is any compact,P(x, ξ)

is continuous on the compactK × |ξ| = 1 and hence
P(x, ξ)
|ξ|µ > α for all x ∈ K

and allξ , 0. If we put−ξ for ξ we get the inequality multiplied by (−1)µ

henceµ is even. �

Proposition 8.5. Theorem 8.1⇒ Theorem 8.2 67

Proof. Let B =
∑
|p|≤µ

bp(x)Dp. PutB̄ =
∑
|p|≤µ

bp(x)Dp. Let

A = B̄B=
∑

|p|=|q|=µ
bp(x) bp(x) Dp Dq

+ · · ·

�

A is of even order and ifP(x, ξ) is its associated form, thenP(x, ξ) =
|Σbp(x)ξ p|2. Further sinceB is elliptic, A also is. By proposition 8.4,A
is then uniformly elliptic. Let nowT ∈ D ′ such thatBT ∈ L r . Hence
A T = B̄B T ∈ L r−µ. If theorem 8.1 is true, thenT ∈ L r+µ proving theorem
8.2.
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8.3

We now proceed to prove the theorem 8.1. First we prove a lemmaof funda- 68

mental character which will help to establish an inductive procedure to prove
the theorem.

Lemma 8.1. Let A be a uniformly elliptic differential operator of order2m. Let
u ∈ L m(Ω) and let Au∈ L −m+1 (usually Au∈ L −m only). Then u∈ L m+1.

Proof. We prove the lemma in two steps. In the first one it will be shownthat
it is enough to prove the lemma assumingA andAu to have compact support,
for which the assertion will be proved in the second step. �

Step 1. The lemma is equivalent to “if u∈ Km and Au∈ K−m+1, then u∈
Km+1”.

The direct part is evident. To prove the converse, letu ∈ L m be such that
Au ∈ L −m+1. For anyϕ ∈ D(Ω), v = ϕ u ∈ L m. Now Au = A(ϕ u) =
A u+

∑
|p| ≤ 2m, |q| ≤ 2m−1

Dp Dq u.

Since for |q| ≤ 2m− 1,Dqu ∈ L −m+1 and by assumption,Au ∈ L −m+1, it
follows that Av ∈ L −m+1. Sinceϕ has compact support,v and Av are in
K−m+1. Hencev ∈ Km+1. Since this is true for everyϕ ∈ D(Ω), v ∈ L −m+1.

Now we prove the

Step 2. If u ∈ Km and Au∈ K−m+1, then u∈ Km+1.

We have to prove that
∂u
∂xi
∈ Hm(Ω). A general method to prove this, here

and in later occasions, will be to estimate the difference quotients ofu. Let 69

59
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h = (h, 0, . . . , 0) anduh(x) =
1
h

u(x + h) − u(x) which exists ifh is small

enough. Now we establish the following:

a) A(uh) − (Au)h
=

∑
(−1) pDp (ah

pq Dqu(x+ h)).

b) A(uh) is bounded inK−m.

c) uh is bounded inHm.

Assuming for a moment thata), b), c) are proved, we complete the proof
of the lemma. Sinceuh is bounded inHm, it is a weakly compact and hence
there existshi → 0 such thatuhi → g weakly inHm(Ω). On the other hand,

uhi → ∂u
∂ xi

in D ′. Hence
∂ u
∂ xi

= g ∈ Hm, i.e., u ∈ Hm+1. Sinceu has

compact support,u ∈ Km+1.
Now the provea), b), c).

a) We verify easily that (α f )h−α f h
= αh f (x+h). Applying this term by term

in (Au)h − A(uh) we obtain (a).

b) On account of (a), to prove thatA(uh) is bounded inK−m it is enough to
prove that (Au)h and each ofDp(ah

pqD
qu(x+ h)) are bounded inH−m. Since

Au = g ∈ K−m+1,
∂g
∂x1

∈ K−m and since (Au)h → ∂g
∂x1

, (Au)h is a con-

vergent sequence inK−m and so is bounded, Further, sinceah
pq ∈ C∞ as

h → 0, ah
pq →

∂

∂x1
apq(x) ∈ C∞ uniformly on every compact set. Also

Dqu(x+h)→ Dqu(x) in L2. Henceah
pqD

qu(x+h) converge inL2. SinceDp

are derivatives of order than or equal tom, Dp(ah
pqD

qu(x+ h)) converge in
H−m, and hence inK−m. This proves (b).

c) Since by (b),A(uh) is bounded, we have

〈A uh, u−h〉 ≤ ||A(uh)||H−m||uh||m
≤ c1||uh||m

On account of Garding’s inequality, we have 70

Re a(uh, uh) + λ|uh|20 ≥ α||uh||2m
on every compact set. Ash→ 0, we may assume that alluh have their support
in a fixed compact set. Hence

α||uh||2m ≤ λ|uh|20 + c1||uh||m.
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Sinceu ∈ Km, uh→ ∂u
∂xi

in L2 and so|uh|o is bounded. Further we have

c1||uh||m ≤
c2

1

2
+
α

2
||uh||2m.

Hence
α

2
||uh||2m ≤ c3 which provesuh

m is bounded, and this completes the

proof of lemma 8.1.

Lemma 8.2. Let u ∈ L m, and Au∈ L −m+1+ j . Then u∈ L m+ j+1 for every
non-negative integer j.

Proof. Lemma 8.1 proves the lemma for the casej = 0; assuming it proved for
integers uptoj = 1, we prove it forj. SinceL −m+ j+1 ⊂L −m+ j ,Au ∈ L −m+ j+1

implies thatAu ∈ L −m+ j and hence by induction hypothesis thatu ∈ L m+ j .
Now D Au− A Du= A′u whereA′ is a differential operator of order 2m. Since
Au ∈ L −m+ j+1,D Au ∈ L −m+ j and sinceu ∈ L m+ j ,Au ∈ L m+ j . Hence
A(Du) ∈ L −m+ j . But Du ∈ L m asu ∈ L m+ j , j ≥ 1. Hence by lemma 8.1,
Du ∈ L m+ j , i.e.,u ∈ L m+ j+1. �

Lemma 8.2 can be put in a slightly better form of

Lemma 8.2′. Let u∈ L m and Au∈ L r , then u∈ L r+2m.

For, if r ≤ −m, the lemma is trivial and ifr > −m we haver = −m+ j and
lemma 8.2′ follows at once from lemma 8.2.

Now we complete the proof of theorem 8.1. We have to prove thatif T ∈ D ′ 71

and A T ∈ L r , then T ∈ L r+2m. Let O,O1 be two relatively compact
open sets such thatO ⊂ O1 ⊂ Ω. On account of a theorem of Schwartz,
T0 =

∑
Dp fp where fp are continuous in with support contained inO1. By

theorem 2.1,T0 ∈ H−β(O). Now△m+β where△ is the Laplacian is on account
of theorem 1.3 is an isomorphism ofHm+β(O) ontoH−m+β

o . Hence there exists
u ∈ Hm+β(0) such that△m+β u = T0. Applying lemma 8.2′ to △m+β, we have
u ∈ L 2m+β(0) as the order of△ is 2(m+ β),T0 ∈ L −β, andu ∈ L m+β(0).
Now (A T0) = (A △m+β u) ∈ L r (0). The order ofB = A △m+β is 4m+ 2β and
B is uniformly elliptic. Asu ∈ Z2m+β andBu ∈ L r , applying lemma 8.2, we
haveu ∈ L r+4m+2β. HenceT = △m+β u ∈ L r+2m.

8.4 Some remarks.

We remark that theorem 8.2 implies theorem 8.1 trivially though in the course
of the proof, we proved theorem 8.1, before proving theorem 8.2. This raises



62

a vague question what properties which are true for uniformly elliptic differ-
ential equations can be upheld for the elliptic ones. For instance, we know for
Dirichlet’s problem for bounded domains with smooth boundary Fredholm’s
alternative holds if the operator is uniformly elliptic. Inthe casen = 2, we
have the following counter example of Bicadze [4].

Consider the Dirichlet problem in the unit circle for the operator A =
1
4

(
∂

∂ x
+ i

∂

∂ y

)2

. A is elliptic but is not uniformly elliptic, for the associ-

ated form hasξ2 − η2, as its real part. We prove that the space ofu such that
Au = 0, u = 0 on the boundary is not finite dimensional and hence that Fred- 72

holm alternative does not hold.Au= 0 means
∂2 u
∂z̄2
= 0, where

∂

∂z̄
=

∂

∂ x
+i

∂

∂ y

and hence
∂ u
∂z̄

is holomorphic in the unit circle. Henceu = f + z̄gwhere f and

g are holomorphic in the unit circle. Butu = 0 on the boundaryzz̄= 1 . Hence
0 = z u = z f + g on the boundary, and henceg = −z f everywhere asf and
g are holomorphic in the unit circle. Thusu = (1− zz̄) f (z) is a solution of the
above problem for any holomorphicf (z) which shows that the space ofu such
thatAu= 0, u = 0, on the boundary, is not finite dimensional.

For complementary results, see Schechter [15] and a forthcoming paper by
Agmon, Douglis, Nirenberg.
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9 Regularity at the boundary.

In the last lecture we dealt with the regularity in the interior or local regularity 73

of the solutions of the elliptic differential equations. Now we wish to consider
the regularity of the solutions in̄Ω. In a sense such solutions can be extended to
the boundary. These should not be confused with problems in which boundary
values to be attained are given. These will be considered in ageneral set up
under the name of Visik-Sobolev problems.

9.1

Theorem 9.1. LetΩ be a bounded open set in Rn with a boundary which is an
n− 1 dimensional C∞ manifold. Let

a(u, v) =
∑

|p|,|q|≤m

∫
apq Dq u Dp v dx

with apq ∈ E (Ω̄) be given such thatRe (a(u, u)) ≥ α ||u||2m for someα > 0
and for all u ∈ Hm(Ω). Let V= Hm(Ω) and Q= L2(Ω) and let A and N be as
determined in theorem3.1. If f ∈ L2(Ω) and u ∈ N is such that Au= f , then
u ∈ H2m(Ω).

Remark . If we do not take any condition on the boundary (eg.,u ∈ N)
then we can assert only thatu ∈ L 2m(Ω) and cannot assert in general that
u ∈ H2m(Ω).

The proof of this theorem is fairly complicated and will be broken in several
steps.

63
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Step 1. First we reduce the problem to one in a cube in the following way:
Let Oi be a finite covering by relatively compact open sets of the boundaryΓ

such that there exists C∞ homeomorphismsψi of Oi to W̄ =


0 < ǫi < 1,

−1 < ǫn < n
74

i = 1, . . .n − 1 such thatψi maps0i ∩ Ω onto W+ =


0 < ǫi < 1,

0 < ǫn < 1
i =

1, . . . , n− 1 andΓ ∩ Oi onto W0 =
{
W ∩ {ξn = O}}. Since the regularity is the

interior of u ∈ Hm(Ω) has been already proved to prove that u∈ H2m(Ω),
it remains only to prove the restrictions of u to Oi , i.e., uOi ∈ H2m(Oi). The
homeomorphismsψi define isomorphisms of Hm(Oi ∩ Ω) onto Hm(W+). Let
u1, v1 ∈ Hm(W+). Define a0(u, v) = a(ψ−1(u1), ψ−1(v1)). (We drop i from
the suffix). This definition is possible as A is an operator of local type, more
precisely

a(ψ−1(u1)), (ψ
−1(v1)) =

∫

O

apq(x) Dq(ψ−1(u1)Dp(ψ−1(v1)dx.

a0(u, v) is a continuous sesquilinear form on Hm(W+). Now by theorem 3.1,
a(u, v) = ( f , v)o for all v ∈ Hm(Ω). Let, in particular, v vanish near the
boundary of O− Γ ∩ O, and have its support in O. Then a(u, v) − ao(u, v) =
( f , v)0. Hence if v1 is in Hm(W+), and vanishes, near the boundary of W+ − Γ,
then

a(ψ(u), v) = (ψ( f ), v)0, whenψ( f ) ∈ L2(W+).

If we prove now thatψ(u) ∈ H2m(Wǫ) for every∈> 0, whereWǫ
=

1− ∈< ǫ <∈
0 < ǫn < 1

, then by an obvious shrinking argument, we will have proved

the theorem.

9.2

Step 2. Thus our problem is reduced to the following one. LetΩ =
{
0 <

xi < 1
}
, i = 1, . . . , n, be n-dimensional cube in Rn. Let a(u, v) =

∑∫

m

apq(x)Dqu

Dpudx with apq ∈ E (Ω̄) be an elliptic form on Hm(W). Let f ∈ L2(Ω) and
u ∈ Hm(ω) be such that for every v∈ Hm(Ω) which is zero near∂ Ω−∑

, we 75

have
a(u, v) = ( f , v)0. (1)
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Then we have to prove thatu ∈ H2m(Ωǫ) for every∈> 0, where

Ω
ǫ
=


∈ < xi < 1− ∈, i = 1, . . . , n− 1

0 < xn < 1

 .

We shall prove this in two steps. First we consider the derivatives of u
in the direction parallel toxn axis, which we call tangential derivatives and
denote them byDp

τ (u) with p = (p1, . . . , pn−1, 0). By an induction argument
and considering difference quotients as in the previous lecture, we shall prove
that Dp

|p|=m
u ∈ Hm(Ω). In the next section we shall considerDm

xn
u.

Proposition 9.1. Under the hypothesis of the reduced problem Dp
τ

|p|=m
u ∈

Hm(Ωǫ).

Proof. If u ∈ Hm(Ω) is such thatv = 0 near∂Ω − ∑
, then we denote by

vh(x) =
1
h

[v(x + h) − v(x)] which is defined for sufficiently smallh, where

h = (h, 0, . . . , 0). We note two simple identities relating tovh.

1.
∫
Ω

uh v dx+
∫
Ω

uvh dx= 0 whereu andv both vanish near∂Ω −∑
.

2. (au)−h
= a u−h

+ a−h u(x− h).

Let φ be a function inD(Ω̄) vanishing near∂Ω − ∑
. u is in Hm(Ω) and

vanishes near the boundary. Using Leibnitz’s formula, it isseen at once that to
proveu ∈ Hm(Ω), it is enough to show thatDτ(φu) ∈ Hm(Ω). We shall prove
first that (φ u)−h is bounded. �

Let 76

b(u, v) = a(φ u, v) − a(v, φu)

=

∑

|p|≤m,|q|≤m,|p|+|q|≤2m−1

∫
bpq(x) dqu Dpv dx (2)

wherebpq(x) are products of derivatives ofφ with a′pqs, and so vanish near
∂Ω −∑

and are inD(Ω̄). Using (1) and (2), we have

a(φ u)−h, v) = [a((φ u)−h, v) + a(φu, vh)] − b(u, vh) − ( f , φvh)o. (3)

Now we prove three lemmas.

Lemma 9.1. | a((φ u)−h, v) + a(φ u, vh)| ≤ c1 ||u||m.
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Lemma 9.2. | b(u, vh) | ≤ c2 ||v||m.

Lemma 9.3. | ( f , φ vh)0 | ≤ c3 ||v||m.

Using these in (3) withv = (φ u)−h and using ellipticity condition, we have

α || (φ u)−h ||2m ≤ c4 || (φ u)−h ||m.

Hence (φ u)−h is bounded inHm. Since bounded sets inHm are weakly
compact, there exists a sequencehi such that (φ u)−hi converges weakly to a

functiong ∈ Hm. However since (φ u)−hi → ∂ u
∂ xi

in D , we have
∂ u
∂ x1

∈ Hm.

This proves the proposition 9.1, thatDT u ∈ Hm. It remains to prove the above
lemma 9.1, 9.2 and 9.3.

Proof of Lemma 9.1. a((φ u)−h, v)) + a(φu, vh) consists of sums of terms like

X =
∫

|p|=m,|q|=m

a(x) Dq(φ u)−h Dpv dx+
∫

|p|=m,|q|=m

a(x)Dq(φ u) Dpvh dx

=

∫
a(x) Dq(φ u)−h Dpv dx−

∫
((a(x)Dq(φ u)) Dp v dx

=

∫
a(x)Dq(φ u)−h Dpv dx−

∫
[a(x)Dq(φ u)−h

+ a−h(x)Dq(φ u)(x− h)] Dpv dx

= −
∫

a−h Dq(φ u)(x− h)Dpv dx.

Sincea−h are bounded and translations are continuous inHm and|q| ≤ m, 77

we have, by using Schwartz’s lemma.

|X| ≤ c|Dpv|o ≤ c1||v||m.

Proof of Lemma 9.2. By definition,b(u, vh) =
∑∫

bpq(x)DquDpvndx
|p|≤m,|q|≤m,|p|+|q|≤2m−1

. If |p| ≤

m − 1, then asv ∈ Hm,Dpvh is bounded inL2. If |p| = m we have
|q| ≤ m− 1, and

∫
bpq(x)DquDpvhdx= −

∫
(bpqDqu)−hDpvdx, and since

bpq ∈ D(Ω̄) andu ∈ Hm(Ω), we have (bpqDqu)−h bounded inL2; so that
at any rate|b(u, vh)| ≤ c||v||m.

Proof of Lemma 9.3. This follows easily, for ash → 0, vh → Dτv in L2 and
hence (f , φvh)o ≤ c||Dτv||L2 ≤ c||v||m.
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9.3

We continue with the proof of theorem 9.1. Having proved thatDτu ∈ Hm(Ωǫ) 78

we proceed to prove now the

Proposition 9.2. Dp
τu ∈ Hm(Ωǫ) for |p| ≤ m.

We prove this by induction. Assume it to have been proved forp = 1, . . .,
r −1; we prove it forp = r. Letφ be as before inD(Ω̄) vanishing near∂Ω−∑

.
To prove thatDµ

τu ∈ Hm(Ω∈), it is enough to prove thatφDǫ
τu ∈ Hm(Ω), whereφ

is as in proposition 9.1. This will follow from the weak compactness argument
used previously if we prove that (φDµ

τu)−h is bounded inHm(Ω) and this itself
will follow on account of ellipticity if we have proved that

|a((φDµ
τu)−h, v)| ≤ c||v||m. (1)

To prove (1), we write as before

a((φDu)−h, v) = (a(φDµ
τu)−h, v) + a((φDµ

τu), vh) − a(Dµu, vh) − b(Dµ
τuvh)

where b(u, v) = a(φu, v) − a(uφv).

We prove now in the following three lemmas saying that each ofthe terms
above is bounded inHm(Ω).

Lemma 9.4.
∣∣∣a((φDµ

τu)−h, v) + a(φDµ
τu−h, v)| ≤ c1||v||m.

Lemma 9.5.
∣∣∣a(φDµ

τuφvh)| ≤ c1||v||m.

Lemma 9.6.
∣∣∣b(φDµ

τuvh)
∣∣∣ ≤ c3||v||m.

67
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We begin with 9.4. The expression to be estimated consists ofsums of
terms like

X =
∫

(α(x)Dp(φDr
τu)−hDqv+ (x)dp(φDµ

τu)Dqvhdx

=

∫
((α[Dp(φDr

τu)−h − (αDp(φDr
τu))−h]Dqvdx by using (1)

=

∫
α−hDpφDr

τu(x− h)Dqv by using (2)

Since|r | = k−1, by induction hypothesis,Dr
τu(x−h) is bounded inH2m(Ω∈) 79

andα−hDp(φDr
τu(x− h)

)
in L2 as|p| ≤ m, which proves 9.4.

Now we prove 9.5. We havea(Dr
τuφvh) = a(Dr

τuφvh) − (−1)k−1a(u
Dr
τ(φu)h)+ (−1)k−1a(u,Dr

τ(φv)h).
From 9.2, we have

a(u,Dr
τ(φv)h) = ( f ,Dr

τ(φv)h)o, for |r | = k− 1 ≤ m− 1,

and hence|a(u,Dr
τ(φv)h)| ≤ c||v||m.

It remains to consider the first difference, which consists of finite sum of
terms

Z =
∫

|q|≤m,|p|≤m,r=k−1

αDqDr
τuDpφvhdx− (−1)k−1

∫

|q|≤m,|p|≤m,|r |=k−1

αDqDr
τuDpφvhdx

By induction hypothesis, if|q| ≤ m − 1, and |p| ≤ m − 1,Dpφvh and
Dp(Dr

τφv−h) are bounded inL2. So we consider the terms where|p| = |q| = m.
Now ∫

αDquDp(Dr
τφvh)dx= (−1)k−1

∫
Dr
τ(αDqu)Dqφvhdx

and terms inZ with |p| = |q| = m become

∑

j≥1

∫
βDr− j

τ DquDqφvhdx

which proves that|Z| ≤ c||v||m.
Finally we prove 9.6b(Dru, vh) is a sum of terms like

∫
αDqDr

τuDpφvhdx.
If |p| ≤ m−1, sincevh are bounded inHm,Dpvh are bounded inL2. If |p| = m−1, 80

∫
βDqDr

τuDqφvhdx= −
∫

(βDqDr
τu)−hDpvdx
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andvh are bounded inL2. Hence in any case

|b(Dr
τu, v

h)| ≤ c||v||m.

Upto now we followed the proof given by Nirenberg [2]. In the following,
the proof will be slightly more complicated than his, but will prove slightly
more. Another proof is briefly indicated in Browder [5].

9.4

We still require a few preparatory lemmas before taking up the proof proper of
the theorem.

Lemma 9.7. LetΩ =]0, 1[n be n-cube and u∈ L2(Ω) be such that Dmi u ∈ L2

where Dm
i =

∂m

∂xm
i

(exactly m-th derivatives in each variable). Then u∈ Hm(Ω).

Remark. This lemma is related to the theory ofcoercive formsof Aronszajn
[1].

This lemma will be proved in two steps.

(a) We prove firstDk
i ∈ L2(Ω)for |k| ≤ m− 1.

Let Km(Ω) be the space ofu ∈ L2 such thatDk
i u ∈ L2(Ω). This is a space

of typeH(Ω,A) and hence is a Hilbert space with its usual norm. By using
Fourier transforms, we see that onD(Ω) theKm metric andHm metric are
equivalent. Hence the closure ofD(Ω) in Km(Ω) is Hm

o (Ω). From prop.
1.3, we have

Km(Ω) = Hm
o (Ω) ⊕H ,

where f ∈ H if and only if
∑

(−1)mD2m
i f + f = 0. Now as the operator∑

(−1)mD2m
i is uniformly elliptic, we havef ∈ E (Ω).

To prove (a) we have to prove, sayDk
1 f (x1, . . . , xn) ∈ L2(Ω), f ∈ E (Ω) ∩ 81

Km. From a classical inequality, we have

1−ǫ∫

ǫ

Dk
1 f (x1, . . . , xn)|dx1 ≤ c

1−ǫ∫

ǫ

(| f |2 + |Dm
1 f |2)dx1,

wherec is independent of∈. Integrating over the remaining variables, we
have ∫

Ωǫ

Dk
1 f (x1, . . . , xn)|2dx≤ c

∫

Ωǫ

(| f |2 + |Dm
1 f |2)dx
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for every∈> 0. Hence
∫

Ωǫ

Dk
1 f (x1, . . . , x)|2dx≤ c||u||2Km for f ∈H .

We have proved then ifu ∈ Km(Ω), thenDk
i u ∈ L2 for all |k| ≤ m− 1.

Corollary. If O ∈ D(Ω) and u∈ Km, thenOu ∈ Km.

This follows at once from Leibnitz’s formula, and (a). Now the second
step is to prove

(b) Let

Ω
′
=


−1 < x1 < 1

0 < xi < 1
, i = 2, . . . , n.

Then for everyu ∈ Km(Ω), there existsU ∈ Km(Ω′) such thatU = ua. e.
onΩ.

Assuming this for a moment, we finish the proof of the lemma, Applying
(b) to each of variablesxi , we get an open cubeQ such thatΩ̄ ∩ Q and
such that for everyu ∈ Km(Ω), there existsU ∈ Km(Ω) with U = u a.e. on
Ω. Let O be a function inD(Q) which is 1 onΩ. Then by the corollary
to (a), θU ∈ Km(Q) and having compact support is inHm

o (Ω). Hence its
restriction toΩ which isu is in Hm(Ω).

Now to prove (b), we require

(c) D(Ω̄) is dense inKm(Ω).

We may obviously assumeΩ =] − 1, 1[n·. Let u ∈ Km(Ω) and define

vt(x) = v(tx), for t < 1 for all x ∈ Ω such thatx ∈ 1
t
Ω.

Let ut be the restriction ofvt to Ω. Then it is easily seen that ast → 82

1, ut(x) → u(s) in Km(Ω). Hence to prove (c) it is enough to prove that each
ut(x) can be approached by functions ofD(Ω̄). SinceΩ̄ ⊂ Ω′, let θ be a
function inD(Ω̄) which is 1 onΩ̄. Thenω = θvτ(x)Km(Ω′) and has compact
support. Henceω ∈ Hm

0 (Ω′) and soω = lim ϕk in Hm
o (Ω′) whereϕk ∈ D(Ω′).

Hence restrictions ofϕk toΩ converge touτ = restriction ofω toΩ in Km(Ω).
Now we prove (b). It is enough to define a map fromD(Ω̄) to Km(Ω′)

which is continuous inD(Ω̄) with the topology ofKm(Ω). Let u(x) ∈ D(Ω̄)
and letΩ′ be as in (b). Define

U(x) =


u(x) in Ω.

λ1u(x′,−xn) + · · · + λnu(x′ − xn
n )
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wherex′ = (x1, . . . , xn−1) and (x′, xn) ∈ Ω′ − Ω. We findλi suitably so that all
the Derivatives ofU onΣ are well defined. (See§ 2.5). This mappingu→ U
of E (Ω) with the topology ofKm(Ω) to Km(Ω′) is seen at once to be continuous.
This finishes the poof of lemma 9.7.
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9.5 Completion of the proof of theorem 9.1.

We are now in a position to complete the proof of theorem 9.1. Our problem 83

is to prove that ifu is such thatAu= f ∈ Hm(Ωǫ), thenu ∈ H2m(Ωǫ) for every
∈> 0, whereA = Σ(−1)|p|Dp(apqDq) with apq ∈ D(Ω̄). We have already proved
that Dp

τu ∈ L2(Ω) for |p| ≤ m. We now have to considerDpu. We denote the
derivatives with respect toxn by Dy. In this part of proof only ellipticity ofA is
required, andboundary conditions will not be necessary. We write alsoΩ for
Ω
ǫ .

Now

Au=
∑

(−1)mDm
y g+

∑

r≤m−1,|p|≤2m−r

(x)Dm
y Dpu (1)

where g =
∑

|p|≤m

(x)Dpu = β(x)Dm
y u+ · · · (2)

We prove now

Lemma 9.8. Reβ(x) ≥ α > 0.

Lemma 9.9. g ∈ Hm(Ω).

Lemma 9.10. Dm+1
y u ∈ L2(Ω).

Using these lemmas and lemmas 9.7, since already it is provedthatDp
τu ∈

Hm(Ω), for |p| ≤ m, we have the

Corollary 1. u ∈ Hm+1(Ω).

Proof of the lemma 9.8 It is easily checked thatβ(x) = aρρ(x), ρ = (0, . . . ,
0,m). Since ReΣapq(x)ξpξq ≥ αξ2m, takingξ = (0, . . . , 0, 1), we have
Reβ(x) = apq(x) ≥ α > 0.

72
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Proof of the lemma 9.9 On account of lemma 9.7, it is enough to prove (a)
Dm

y g ∈ L2(Ω), (b) Dλ
τg ∈ L2(Ω), |λ| = m.

a) follows from (1) forAu ∈ L2 andDr
yD

p
τu = Dr

yD
q
τ(D

q′
τ u) ∈ L2(Ω), 84

|r | ≤ m− 1, |p| = 2m− r |q| + r ≤ m, |q′| ≤ m for by proposition 9.2,
Dq′
τ u ∈ Hm(Ω) and|q| + r ≤ m.

b) follows from (2) since we haveDλ
τg =

∑
p m, m

αDpDλ
τu andDλ

τu ∈
Hm(Ω) by proposition 9.2.

Proof of lemma9.10 From (2), we have

Dyg = βDm+1
y u+ (Dyβ)Dm

y u+
∑

|p|≤m+1,|pn|≤m

α(x)Dpu.

From lemma 9.9,Dyg ∈ L2; Dm
y u ∈ L2 asu ∈ Hm(Ω) and the last sum is

in L2 as seen in lemma 9.9. Now, by lemma 9.8, we haveDm+1
y u ∈ L2.

Thus, having proved thatu ∈ Hm+1(Ω). There are two ways in which we
could possibly carry the induction. However, the easier oneof proving that
u ∈ Hm+k(Ω) ⇒ u ∈ Hm+k+1(Ω) does not work for if we takeDk+1

y g we get
terms like

∑
ρ≤k+1,|p|≤m,:pn≤m−1

αDyDp
u about which we cannot say anything at once

unlessk = 0.
We proceed in a slightly different way. We prove first

a) Dλ
τD

m+1
y u ∈ L2(Ω) with |λ| = k, and

b) assumingDλ
τD

m+1
y ρu ∈ L2(Ω) for |λ| ≤ k−ρ+1, we prove thatDµ

τKm+ρ+1
y u ∈

L2 for |µ| ≤ k− ρ.

(a) From (2) we have

Dλ
τDyg = βDλ

τD
m+1
y u+

∑

|p|≤m+k+1,pn≤m

αDpu.

By lemma 9.9,Dλ
τDyg ∈ L2. Sincek + 1 ≤ m, andpn ≤ m, Dpu = Dρ

τDqu 85

with |q| ≤ m. Hence the last sum is inL2, andDλ
τD

m+1
y u ∈ L2(Ω) as Reβ(x) ≥

α > 0.
b) Again from (2),

Dµ
τDρ+1

y g = βDµ
τD

m+ρ+1
y u+

∑

|q|≤m+|µ|+
∫
+1,|qn|≤m+p

αDqu.
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We have|q| ≤ m+ 1k + 1, |qn| ≤ m+ ρ; hence by induction hypothesis,
the sum is inL2(Ω). Since|µ| + ρ + 1 ≤ k + 1 ≤ m,Dm

τ Dρ+1
y g ∈ L2. Hence

Dµ
yDm+ρ+1

y u ∈ L2. This provesD2m
y u ∈ L2.

Since we have already provedDp
τu ∈ L2, |p| ≤ 2m, by lemma 9.7, we have

u ∈ H2m(Ω).

9.6 Other results.

Theorem 9.1 is but a first step in considering the regularity at the boundary. We
prove now the

Theorem 9.2. Hypothesis being same as in theorem 9.1, if f∈ Hk(Ω) and
Au= f , then u∈ H2m+k(Ω).

Theorem 9.1 corresponds to the casek = 0. The proof of this theorem is
similar in its development to the proof of theorem 9.1. Firstby making use of
local mappings we prove that it is enough to make the proof in the case of a
cube ]0, 1[n.

Next to proveu ∈ H2m+k we have to proveDp
τu and Dpn

y u are in Hm(Ω)
for |p| ≤ m+ k andpn ≤ m+ k respectively. The third step not involving the
boundary conditions is essentially the same as in the previous considerations.
We consider briefly the second step by proving the

Lemma 9.11. Dp
τu ∈ Hm(Ωǫ) for |p| ≤ m+ k. 86

We have proved this lemma fork = 0; we assume it to be true for 1, . . . , k−
1, and prove it fork. As before we consider the difference quotients (Dr

τu)−n

with |r | = m+ k + 1, and prove that they are bounded inHm(Ωǫ). It is actually
enough to show that (φDru)−h is bounded whereφ ∈ D(Ω̄) vanishing near
∂Ω −∑

. As before, we consider the identity

a((φDr
τu)−hv) = a((φDr

τu)−h, v) + a(φDr
τu, v

h) − b(Dr
τu, v) − a(Dr

τu, φvh)

whereb(u, v) = a(φu, v) − a(u, φv).
By induction hypothesis we may assume thatDp

τu ∈ Hm(Ωǫ) for |p| ≤
m + k − 1. Using this and almost the same manipulation as in proposition
9.1, we prove thata((φDr

τu)−h, v) + a(φDr
τu, v

h) andb(Dr
τu, v) are bounded in

Hm(Ωǫ) by c||v||m. To provea(Dr
τu, φvh) is bounded we write

a(Dr
τu, φvh) =

[
a(Dr

τu, φvh) + (−1)|r |−1a(u,Dr
τ(φv)h)

]

+ (−1)|r |−1a(u,Dr(φv)h).
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The first sum is proved to be bounded again by the same methods as those
used in proposition 9.1. However, to provee(u,Dr

τφvh) is bounded, we cannot
use at oncea(u,Dr

τφvh) = ( f ,Dr
τφvh), for Dq

τv is not necessarily inHm(Ω) for
|q| ≤ r. However, by regularization, it is seen that suchv thatDq

τv ∈ Hm(Ω) for
|q| ≤ r are dense inHm(Ω). It is enough then to provea(Dr

τu, φvh) is bounded
for suchv′s and then we havea(u,Dr

τ(φvh))o, |r | = m+k−1. Now, sincef ∈ Hk

we can integrate the last expressionk-times by parts and obtain 87

a(u,Dr
τ(φv)h) = |(−1)k(Dk

τ f ,Dm−1
τ (φv)h)

≤ c|v|o ≤ c||v||m.

Having proved then thata((φDr
τu)−h, v) is bounded byc||v||m in Hm(Ω) by

puttingv = φ(Dr
τu)−h, we obtain, as usual, by ellipticity, that||φ(Dr

τu)−h||m ≤ c
and by now standard arguments thatDm+1

τ u ∈ Hm(Ωǫ).
From theorem 4.4 we haveHρ(Ω) ⊂ E ◦(Ω) if aρ > n. Further ifΩ has

ρ-extension property from theorem 4.4Hρ(Ω) ⊂ E ◦(Ω̄). Hence, by using the-
orem 9.2, we have the

Theorem 9.3. Under the hypothesis of theorem 9.1, if2k > n, then u is in
E 2m(Ω̄).

In this caseu is ausualsolution of Neumann problem.

Remarks.Analogous proof applies for Dirichlet’s problem. Now the question
arises for what spacesV such thatHn

o ⊂ V ⊂ Hm can we apply the above
methods for proving regularity at the boundary. One of the crucial steps in
above proof was the manipulation of difference quotientsvh and hence the
subspace ofV consisting of functions which vanish near the boundary∂Ω −
Σ must be invariant for translations. For spacesV given by conditions like{
u,
∂u
∂η
, . . . ,

∂ku
∂ηk

= 0, k ≤ n − 1
}
, this condition is satisfied. However, for

spacesV ⊂ Hm,m≥ 2, determined by conditions likeα(x)u+ β(x)
∂u
∂xn
= 0 on

Σ, this condition is obviously not satisfied. Nevertheless bychanging a little
the method of proof the regularity theorems have been provedby Aronsza jn- 88

Smith for the spacesV given by conditions likeα(x)u+ β(x)
∂u
∂xn
= 0. We shall

consider these methods in later lectures.

9.7 An application of theorem 9.1.

Let A andN be as in theorem 9.1. OnN we consider the metric|u|N = ||u||m+
|Au|o and onH2m∩N, the metric||u||2m+ ||u||m+ |Au|o which defines onH2m∩N
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the upper bound topology. The inclusion mappingH2m∩N→ N is continuous
and since from theorem 9.1 it is onto, it is an isomorphism. Hence

||u||2m+ ||u||m+ |Au|o ≥ c(||u||o + |Au|o).
i.e. , |Au|o + ||u||m ≥ γ′||u||2m.

This is equivalent to

|Au|o + |u|o ≥ γ′||u||2m,

in the case of stronglym-regular open sets (which is the case in theorem 9.1).
This is proved directly by Ladyzenskya for the casem= 2, and by Guseva

for the general case. [ ]. To obtain the regularity at the boundary from these
inequalities, one has to prove moreover a non-trivial density theorem.
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9.8 Regularity at the boundary in the case of problem of
oblique type

LetΩ = {xn > 0}. In § 2.4, we have defined mapγ of H1(Ω) ontoH
1
2 (Γ). Let 89

Λu = Σαi
∂u
∂xi

whereαi arereal constants, and leta(u, v) = (u, v)1+λ(u, v)o+ <

Λγu, γv̄ > with λ > 0 be a sesquilinear form onH1(Ω). In § 6.7, we have
proved that the forma(u, v) is H1(Ω) elliptic and that the operatorA associated
with it is −△+λ. We gave there a formal interpretation of the spaceN. Now we
prove some regularity theorems justifying the formal interpretation in regular
cases.

Theorem 9.4. If f ∈ L2 and u∈ N is such that Au= f , then u∈ H1(Ω).

As it is by now usual we consider the difference quotientsuh(x) =
u(x+ h) − u(x)

h
and prove that they are bounded inH1(Ω). This will im-

ply that
∂u

∂xi
∈ H1 for i = 1, . . . , n − 1. Next we consider

∂u
∂xn

. We know

a(u, v) = ( f , v)o for all v ∈ H1(Ω). Hencea(u, vh) = ( f , vh)o for all v ∈ H1(Ω).
Sincea(u, v) has constant coefficients we havea(u, vh) = −a(u−h, v). Hence
a(u−h, v) = ( f , vh)o and so

∣∣∣a(u−h, v)
∣∣∣ ≤ c|vh|o ≤ c||v||1. Takingv = u−h we have

α||u−h||2 ≤
∣∣∣a(u−h, u−h)

∣∣∣ ≤ c||u−h||1 . Hence||u−h||1 ≤ c. Next−∆u + λu = f

and∆u =
∂2u
∂x2

n
+ tangential derivatives. Since∆u ∈ L2, u ∈ L2, f ∈ L2 and

as has been proved the tangential derivative are inL2 we have
∂2u
∂x2

n
∈ L2, this

complete the proof thatu ∈ H1(Ω).
The same proof can be adopted to prove the 90

77
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Corollary. If f ∈ Hk, then u∈ Hk+2.

If k is large enough, say 2k > n, then we have proved in thatHk(Ω) ⊂
E o(Ω). Hence for 2k > n+2, u ∈ E 2(Ω̄). Hence the formal interpretation given
§ 6.7 foru ∈ N is a genuine one and we have if 2k > n+ 2 and if f ∈ Hk and

u ∈ N is such thatAu= f , thenu satisfiesΛγu = γ
∂u
∂xn

.

9.9 Regularity at the boundary for some more problems.

In the § 6.86.8 we have considered the case whereV consists ofu ∈ H1(Ω)
such thatγu ∈ H1(Γ), the topology onV being given by the norm||u||1+ ||γu||1.
If a(u, v) = (u, v)1 + λ(u, v)o + (γu, γv) with λ > 0, then we have proved that
a(u, v) is V-elliptic, that the operator defined bya(u, v) is −∆ + λ and that the

boundary value problem solved formally was
∂u
∂xn

(x′, 0) = ∆Γu. We prove now

the

Theorem 9.5. If f ∈ L2 and u∈ N is such that Au= f , then u∈ H1(Ω) and
γu ∈ H1(Γ).

Proof. First of all we observe thatV is closed for translations, i.e.,u ∈ V ⇒
vh ∈ V for sufficiently smallh. Now we knowa(u, v) = ( f , v)o for all v ∈ V and
hencea(u, vh) = ( f , vh)o. Sincea(u, v) is with constant coefficients−a(u−h, v) =
+a(u, vh) = ( f , vh)o. Hence

∣∣∣a(u−h, v)
∣∣∣ ≤ c||v||V. Puttingv = u−h we obtain

||u−h||21 + ||γu−h||21 ≤ c||u−h||1. Henceuh andγuh are bounded so that as usual,
Dτu ∈ H1(Ω) andDτγu ∈ H1(Γ). Further since−∆u ∈ L2 andDτu ∈ H1(Ω),

we have
∂2u
∂xn
∈ L2. Henceu ∈ H2(Ω). �

Corollary. If f ∈ Hk, then u∈ Hk+. 91

For sufficiently largek, e.g., 2k > n, we haveHk ⊂ E o. Hence fork >
n
2
+1,

the formal boundary condition becomes a genuine one, and we have

∂u
∂xn

(x′, 0)− ∆Γu = 0.

10 Visik-Soboleff Problems

10.1

In a sense these problems generalize non-homogeneous boundary value prob-
lems, e.g., such ones in which solutions ofAu = f are sought which would



10. Visik-Soboleff Problems 79

attain in some sense boundary values given a priori. However, since not until
late this aspect of the problem will be evident from the way weshall formu-
late the problem, and since the hypothesis we shall have to assume in order
to ensure the existence and the uniqueness of solutions willnot be obvious, in
this lecture we prefer to discuss the development of the problem and deduce
theorems as consequences thereof.

Let Ω be an open set inRn and V be such thatHm
o (Ω) ⊂ V ⊂ Hm( ).

Let Q = L2(Ω) anda(u, v) =
∑

|p|,|q|≤m

∫
ΩapqD

q
uDpvdx+ some surface integrals

for u, v ∈ V. (However in the sequel we shall drop surface integrals as their
inclusion only complicates the technical details. ). As in theorem 3.1, we
define the spacesN and the operatorΛ =

∑
|p|,|q|≤m(−1)pDp(apqDq).

We shall assumea(u, v) to be V-elliptic, i. e. ,|a(u, u)| ≥ α||u||2m . for some
α > 0 and allu ⊂ V. In this case it is known thatA is an isomorphism ofN
ontoL2. Let a∗(u, v) = ¯a(v, u). Then

∣∣∣a∗(u, u)
∣∣∣ ≥ α||u||2m for all u ∈ V and the 92

operatorA∗ =
∑

(−1)|p|(Dpaqp(x)Dq) it defines is an isomorphism ofN∗ onto
Q = L2.

Suppose now there existsAqp ∈ DL∞ (Rn) such thatApq = apq onΩ and let
A =

∑
(−1)|p|Dp(Apq(x)Dq). We remark that thoughA is elliptic, A need not

be elliptic. Let for f ∈ L2(Ω), u ∈ N be such thatAu = f . Let f̃ andũ be the
extensions off andu respectively obtained by defining them to be zero outside
Ω. Of course, we do not haveA ũ = f̃ . The differenceA u− f is given by the

Proposition 10.1. If u ∈ N be such that Au= f , then for every v∈ H2m(Rn)
such that vΩ ∈ N∗ we have< A u− f , v̄ >= 0, where vΩ is the restriction of v
toΩ.

Proof. < A u− f , v̄ >=< ũ,A ∗v > − < f̃ , v̄ > for v ∈ H2m(Rn). �

Now sinceu vanishes outsideΩ, we have

< ũ,A ∗v >= (u,A∗vΩ)o = (A∗vΩ, uo).

SincevΩ ∈ N∗ we have(A∗vΩ, u)o = φa∗(vΩ, u) = a(u, vΩ) = (Au, vΩ)o.
Further< f̃ , v̄ >= ( f , vΩ) as f vanishes outsideΩ. Hence

< A ũ− f̃ , v̄ >=< Au− f , v̄ >= 0, for v ∈ H2m(Rn)

such thatvΩ ∈ N∗.
Now arises the converse problem. Letw ∈ L2(Rn) be such that the support

of w is contained inΩ̄ and let there existf ∈ L2(Ω) such that< A w− f , v̄ >= 0
for all v ∈ Hm(Rn) such thatvΩ ∈ N∗. Does there existu ∈ N such thatw = ũ
andAu = f . Let uo ∈ N be the solution ofAuo = f . By proposition 10.1,<
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A ũo− f̃ , v̄ >= 0 forv ∈ Hm(Rn) such thatvΩ ∈ N∗. Hence< A −w−ũo, ū >= 0, 93

i.e.,< −(w− ũo),A ∗v >= 0. Since and ˜uo have their support inΩ, the above
means (w− ũo,A ∗ vΩ) = 0.

In order to havew− ũo = 0, we have to secure thatΛ∗vΩ be dense inL2(Ω).
A∗ being an isomorphism ofN∗ ontoL2(Ω) we must consider when the solution
x ∈ N∗ of Ax = g is restriction of av ∈ H2m(Rn). This would follow (a) if we
should apply the theory of§ 9. Then it would follow thatx ∈ H2m(Ω), and (b)
if Ω had 2m-extension property, then there would existx ∈ H2m(Rn), such that
(πx)Ω = x.

In other words, for everyg ∈ L2(Ω) there existsvΩ such thatA∗vΩ = g if
the above two conditions are satisfied. We have proved then the

Proposition 10.2. Besides the hypothesis of Proposition 10.1. , assume

1) A∗u = g with u∈ N∗ and g∈ Ho implies u∈ H2m(Ω),

2) Ω has2m-extension property, and

3) there is given∈ Ho(Rn) such that the support of̄Ω contained inΩ̄ and
< A w− f , v̄ >= 0 for all v ∈ H2m(Rn) such that vΩ ∈ N∗. Then wuo, uo ∈ N
being the solution of Auo = f .

Remarks.SinceD is dense inL2(Ω) instead of assuming the theory of§ 9, it
would be enough to assume thatA∗x = g, g ∈ D(Ω) impliesx ∈ H2m(Ω).

(2) It is not known whether (1) and (2) in proposition 10.2 areindependent
or not, or whether (2) is a consequence of (1) . The condition (3) can be put
more succinctly by making the following

Definition 10.1. Mo is the subspace of H−2m(Rn) consisting of distribution T 94

such that< T, v̄ >= 0 for all v ∈ H2m(Rn) such that vΩ ∈ N∗.

It is easily seen thatMo is a closed subspace ofH−2m(Rn) and that the
support ofT ∈ Mo is contained in⌈. We may summarize the proposition 10.1
and 10.2 in the following.

Theorem 10.1.Under the hypothesis of Proposition 10.1 and 10.2 the bound-
ary value problem “Given f∈ L2(Ω), find u∈ N such that Au= f ′′ is equiva-
lent to “Given f ∈ L2(Ω), find w ∈ Ho(Rn) such thatA w− f̃ ∈ Mo”.

10.2

Now the second formulation has an advantage over the first onethat it can be
generalized. In the first instance we notice that instead off we could take any
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T ∈ H−2m
Ω̄

1 and raise the problem

Problem 10.1.GivenT ∈ H−2m
Ω̄

does there existw ∈ L2(Rn) with the support
in Ω such thatA w− T ∈ Mo.

Similarly a much general problem could be formulated by defining new
spacesMk.

Definition 10.2. Mk is the subspace of H−(k+2m)(Rn), k being a non-negative
integer, such that< T, v̄ >= 0 for all v ∈ Hk+2m(Ω) with vΩ ∈ N∗.

Lemma 10.1. Mk is a closed subspace of H−k+2m.

Proof. We prove only that the support ofT ∈ Mk is contained in the other
assertion being then obvious. Ifϕ ∈ D(σΩ̄), takev = ϕ̃. ThenvΩ = 0, and
hence is inN∗. Then< T, ϕ̄ >=< T, vΩ >= 0. Hence the support ofT is
contained inΩ̄. If now ϕ ∈ D(Ω), then again letv = ϕ̃. Now v ∈ Hk+2m(Rn) 95

andvΩ = ϕ ∈ N∗. Hence< T, ϕ >= 0. This proves that the support ofT is
contained inΓ. �

We have now the

Problem 10.2.GivenT ∈ H−(k+2m) does there existU ∈ H−k(Rn) with support
in Ω̄ such thatA U − T ∈ Mk. ForK = 0 we get the problem 10.1

1H−m(Ω) consists ofu ∈ H−m(Rn) such that the support ofu ⊂ Ω̄
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The problem of formulated in the last lecture would loose itsinterest ifA ∪ 96

were not independent of the extensionA of A that we have chosen. We prove
that in fact this is the case for some kinds of domains.

Let A andA ′ be two extensions ofA. Let ∈ H−k
Ω̄

. We have then〈A ∪
−A ∪, v̄〉 = 〈∪., (A ∗ −A ∗)v > for v ∈ Hk+2m(Rn). SinceA ∗

= A ∗ onΩ,w =
(A ∗ −A ∗)v is such thatwΩ = 0. Now in order thatA ∪ = A ′∪ it is sufficient
to assume some sort of density of (A ∗ −A ∗′ )v, for v ∈ Hk+2m(Rn) in Hk(Rn), i.
e. , ofw ∈ Hk(Rn) such thatwΩ = 0. This can be done by having the following
definition.

Definition 10.3. Ω is k-sufficiently regular if w∈ Hk(Rn) is such that wΩ = 0.
Then there exists g∈ Hk

o(σΩ̄) such that= g̃.

Assuming thenΩ to be sufficiently regular, we haveA ∗ − A ∗′v = w =
lim ϕi in Hk

o([Ω̄) with ϕ j ∈ D([Ω̄). But since∪ = 0 on [Ω̄, 〈∪, ϕ̄ j〉 = 0. Hence
〈(A −A ∗)∪, v̄〉 = 0 for all v ∈ Hk+2m(Rn), and soA u = A ′∪.

Definition 10.4. If Ω is k-sufficiently regular, the problem will be called Visik-
Soboleff problems.

10.3

We prove now the uniqueness and existence theorem for the Visik-Soboleff
problems.

Theorem 10.2.

(1) LetΩ be a domain in Rn such that

(a) Ω has k and k+ 2m extension property;

82
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(b) Ω is k and k+ 2m sufficiently regular.

(2) Let V be such that Hmo (Ω) ⊂ V ⊂ Hm(Ω) and a(u, v) be a sesquilinear form 97

on V satisfying a(u, v) ≥ α||u||2m and such that there existsApq ∈ DL∞(Ω)
such thatApq = Opq onΩ.

(3) Let the operator A∗ defined by a∗(u, v) = a(v, u) be such that A∗u ∈ Hk(Ω)
imply u ∈ Hk+2m. Then Visik-Soboleff problem admits a unique solution
i. e. , given T∈ H−k+2m(Ω̄, there exists a unique u∈ H−k(Ω̄) such that
Au− T ∈ Mk.

Proof. To prove this theorem we shall require some lemmas. Let (Hk(Ω))′ be
the dual ofHk(Ω). We do not identify (Hk(Ω))′ with any space of distributions
for D(Ω) is not dense in general inHk(Ω). We know the restriction mapv→
vΩ of Hk(Rn) into Hk(Ω) is continuous. The transpose of this mapping is a
mapping ofHk(Ω))′ into (Hk(Rn)) = (Hk

o(Rn)) = (Hk
o(Rn)) = H−k(Rn), given

explicitly by 〈πk,T, v̄〉 = (Tv̄Ω) for v ∈ Hk(Rn). Further ifvΩ = 0, 〈πkT, v̄〉 = 0,
i. e. ,πkT = 0 on [Ω̄ so that the support ofπk is contained inΩ̄. Henceπk is a
continuous mapping of (Hk(Ω))′ into H−k

Ω̄
. �

Using (1) - (a), and (b) of the theorem we prove the fundamental

Lemma. The mapping T→ πkT of (Hk(Ω))′ into H−k
Ω̄

is an isomorphism.

Proof. We build explicitly the inverse. On account of them-extension property
of Ω, there exists a continuous mappingu→ P(u) of Hk(Ω) into Hk(Rn), with
Pµ = u a. e. onΩ. Let S ∈ H−k

Ω̄
. Then the semi-linear formu → 〈S, P̄u〉

is continuous onHk(Ω) and hence defines an element ¯ωS ∈ (Hk(Ω))′ so that
〈S,P(u)〉 = (ω̄kS) (ū)

The mappingS→ ω̄kS is obviously continuous. The lemma will be proved98

if we prove
a) ω̄k −−k T = T, andb) πkω̄kS = S. �

a) We have ¯ωkπkT(ū) = 〈πkT,Pu〉 = T((Pu)Ω) = T(ū).

b) Forv ∈ Hk(Rn) we have

〈πkω̄kS, v̄〉 = (ω̄kS)(v̄Ω) = 〈S, P̄(vΩ)〉.
Let w = P(v ) we have to prove

〈S, w̄〉 = 〈S, v̄〉.
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Let g = w − v; we haveg ∈ Hk(Rn) andgΩ = WΩ = 0. By 1b) we have
g = h̃ with h ∈ Hq

o(
∑

(Ω̄). Hence

〈S, ḡ〉 = 〈S, h̃〉 = lim
0
〈S, ϕ j〉, ϕ j ∈ D(∈ Ω̄)

sinceζ ∈ H−k
Ω̄

.
Hence〈S,w〉 = 〈S, v̄〉 which completes the proof of lemma. To complete

the proof of the theorem, givenT ∈ H−k+2m(Ω̄) we have to determine∪ ∈
H−k)Ω̄ such thatA V − T ∈ Mk; 〈A u− T, v̄〉 = 0 for v ∈ Hk+2m(Rn) such that
vΩ ∈ N∗; or suchaU that

〈U,A ∗v〉 = 〈T, v̄〉. (1)

By hypothesis 1) (a), (b), on account of the above lemma, there exist iso-
morphisms ¯ωk, ω̄k+2m of H−k

Ω
andH−(k+2m)

Ω̄
into (Hk(Ω))′ and (Hk+2m(Ω))′ re-

spectively. Let ¯ωkU = u, ω̄k+2mT = t. Then

〈U,A ∗v〉 = 〈πku,A ∗v〉 = u((A ∗v)Ω) = u(A∗vΩ)

and〈T, v̄〉 = 〈πk+2mt, v̄〉 = t(v̄Ω), so that from (1) our problem will be solved if
givent = ω̄k+2mT we can determineu ∈ (Hk(Ω))′ such that

u(A∗vΩ) = t(v̄Ω), for all v ∈ Hk+2m(Rn) such thatvΩ ∈ N∗. (2)

We prove that the problem can be still simplified in as much as we need 99

prove (2) only forw ∈ Hk+m(Ω) ∈ N∗. Indeed on account of (k+2m) extension
property ofΩ, w ∈ Hk+2m(Ω) ∩ N∗ is avΩ whenv = P(w). Hence our problem
is reduced to: Givent = ω̄k+2mT determineu ∈ (Hk(Ω))′ such that

u(A ∗ v) = t(v̄) for all v ∈ Hk+2m(Ω) ∩ N∗.

Now we use (3). Letf ∈ Hk. ThenA∗v = f has a unique solutionG∗ f ∈ N∗

which on account of the hypothesis (3) of the theorem is inHk+2m(Ω). If f → 0
in Hk(Ω),G∗ f → 0 in Hk+2m(Ω). Hence by the closed graph theorem,G∗ is a
continuous mapping ofHk into Hk+2m(Ω) ∩ N∗ in the topology ofHk+2m(Ω).
Sincet (Hk+2m(Ω))′ f → t(G∗ f ) is a continuous semi-linear mapping onHk(Ω)
and hence there exists a uniqueu ∈ (Hk(Ω))′ such that

u(A∗v) = u( f̄ ) = t(G∗ f ) = t(v̄).

Remark. U depends continuously onT.
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10.4 Application.

We now consider some applications of the above theory bringing out how the 100

usual non-homogeneous boundary value problems are particular case of Visik-
Soboleff problems.

Let V be such thatH1
o(Ω) ⊂ V ⊂ H1(Ω). anda(u, v) = (u, v)1 + λ(u, v)o for

λ > 0. The operatorA associated witha(u, v) is then by§ 3.5F − △ + λ. Let
A = −△ + λ. Sincea(u, v) is hermitianA = A∗ andn = N∗. Visik-Soboleff
problem reads now forMo as: GivenT ∈ H−2

Ω̄
determineU ∈ L2(Ω̄) such that

−△u + λv − T ∈◦. From theorem 10.2, it follows that this problem admits a
solution, say for example, ifΩ has smooth boundary.

Now we take a particularT = f̃ + S where f ∈ L2(Ω) andS ∈ H−2
Γ

. Since
the support ofA u− T is in Γ restricting toΩ we seeAu = f whereu = UΩ.
Further〈A U − T, v̄〉 = 0 for all v ∈ H2(Rn) such thatvΩ ∈ N∗. Hence for such
v,

〈−△U + λU, v̄〉 = 〈T, v̄〉 = 〈 f̃ , v̄〉 + 〈S, v̄〉
= (− ˜(△U) + λu), v̄〉 + 〈S, v̄〉.

Formally, by Green’s formula,

〈−△U + λU, v̄〉 =
∫

Ω

−(△ + λ)Uv̄dx=
∫

Ω

U(−△ + λ)v̄dx

=

∫

Ω

u.(−△ + λ)v̄dx= −
∫

u
∂v̄Ω
∂η

dσ +
∫

∂u
∂η

v̄Ωdσ +
∫

Ω

(−△ + λ)uv̄Ωdx

and〈 ˜(−△u+ λu), v̄〉 =
∫
Ω

(−△ + λ)uv̄dx.

85
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Hence the original problem is formally equivalent to: givenS ∈ H−2, find

u ∈ L2(Ω) such that
∫
Γ

(
∂u
∂η

v̄− u
∂v̄
∂η̄

)
dσ = 〈S, v̄〉 wherev ∈ H2(Rn) such that

vΩ ∈ N∗.
We now take some particular cases ofS. 101

1) Let g andh ∈ L2(Γ). If ϕ ∈ D(Rn) the mappingϕ →
∫
Γ

gϕ̄dσ −
∫

h
∂ϕ̄

∂η
d

is a continuous linear mapping onD(Rn) with the topology ofH2(Rn). For

if ϕ → 0 in H2(Rn),
∂ϕ

∂η
→ 0 in H1(Rn) and since the mappingγ from

H1(Rn) to L2(Γ) is continuous,
∫
Γ

gϕ̄dσ and
∫
Γ

h(
∂ϕ̄

∂η
)dσ tend to zero in

L2(Ω). Hence this mapping definesS ∈ H−2(Γ). Then (1) reads
∫

Γ

(
∂u
∂n

v̄− u
∂v̄
∂n

)
dσ =

∫

Γ

gv̄d−
∫

Γ

h
∂v̄
∂n

dσ (2)

Let now

a) V = H1(Ω). Then
∂v
∂n
= 0 and (1) means

∫
Γ

∂u
∂n

v̄dσ =
∫
Γ

gv̄dσ for all v.

Hence
∂u
∂n
= g, onΓ. Hence the problem solved is

△ λ − u+ u = f ,
∂u
∂n
= g onΓ. (3)

b) V = H1
o(Ω). Thenγv = 0, and (2) becomes

−△u+ λu = f , u = h onΓ. (4)

2) Another example would be to takeg ∈ H−3/2(Ω) andh ∈ H−
1
2 (Γ). Then the

mappingϕ→ 〈g, ϕ̄〉 − 〈h, γ
(
∂ϕ̄

∂n

〉
is continuous onD(Rn) with the topology

of H2(Rn) for as we shall prove later onγϕ→ 0 in H3/2(Ω) andγ

(
∂ϕ

∂n

)
→ 0

in H
1
2 (Ω), asϕ→ 0 in H2(Rn). This defines aS ∈ H−2(Γ). With thisS and

a) V = H1, the formal problem solved is−△u+ λu = f ,
∂u
∂n
= g ∈ H−

3
2 (ϕ).

b) V = H
1
2 , . . . − ∆u+ λu = f , u = h ∈ H−

1
2 (Ω).

These are the problems studied by the Italian School. The principal prob-
lem is to give a precise meaning to (3), (4) and so on. (See Magenes [11].
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11 Aronszajn and Smith Problems1

11.1 Complements onHm(Ω)

In § 2.4, we have defined a mappingγ of H1(Ω) ontoH
1
2 (Γ) whereΩ̄ = {xn > 102

o} andΓ = {xn = 0}. Now we prove the

Proposition 11.1. LetΩ = {xn > 0} andΓ = {xn = 0}. Then the mappingγ
maps Hm(Ω) onto Hm− 1

2 (Γ) for all m.

Proof. We denotex′ = (x1, . . . , xn−1), xn = y, ξ′ = (ξ1, . . . , ξn−1). �

Here we shall prove that the mapping is into. That it is onto will follow
from a more general theorem to be proved later on. SinceΩ is m-extendible
and sinceγ on D(Ω̄), the restrictions of functionsu(x′, y) of D(Rn) is u(x′, 0),
it is enough to prove that the mappingu → u(x′, 0) is a continuous mapping
of D(Rn) with the topology ofHm

o (Rn), into Hm− 1
2 (Γ). This we do by using

Fourier transform.
Let F (u(x)) = ū(ξ) =

∫
e−2πix.u(x)dx be the Fourier transform ofu. Then

u(x) =
∫

e2πix.v(ξ)dξ and sou(x′, 0) =
∫

e2πξ′ . v(ξ, ξn)dξdξn. Hence

F
′
x′u(x′, 0) =

∫
v(ξ′ξn)dξn. (1)

We have now to prove that the mappingF (u) = vFx′ (u(x′, 0)) is contin-
uous fromF (D) with the topology ofĤ(m) into F (Hm− 1

2 (Γ)) or thatv →
(1 + |ξ|m− 1

2 )Fx′ (u(x′, 0)) is continuous fromF (D) with the topology ofĤm

into L2.
Hence we have to prove, using (1), that

∫
(1+ |ξ|2m−1dξ′

∣∣∣∣
∫

v(ξ′, ξn)dξn

∣∣∣∣
2
≤ c

∫
(1+ |ξ|2m)|v(ξ)

∣∣∣2dξ.

Now 103

∣∣∣∣
∫

v(ξ′, ξn)dξn

∣∣∣∣
2
=

∣∣∣∣
∫

v(ξ′, ξn)(1+ |ξ|m)(1+ |ξ|m) − 1dξn|2

≤
∫
|v(ξ′, ξn)|2(1+ |ξ|m)2dξn

dξn

(1+ |ξ|m)2

≤ c
∫

dξn

(1+ |ξ|2)m

∫
|v|2(1+ |ξ|m)2dξn. (2)

1The author’s thanks are due to Professors Aronszajn and Smith for lending him an unpublished
manuscript concerning these problems.
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Putting

ξn =

√
1+ ξ′2t,

∫
dξn

(1+ |ξ|2)m− 1
2

=

∫
dt

(1+ t2)m
(3)

Hence from (2) and (3),
∫

(1+ |ξ′|2m−1)
∣∣∣∣
∫

v(ξ′, ξn)dξn

∣∣∣∣
2

≤ c
∫

(1+ |ξ′|2m−1)
dξ′

(1+ |ξ′|2)m− 1
2

∫
|v|2(1+ |ξ|m)2dξn

≤ c
∫
|v|2(1+ |ξ|m)2dξ

as was to be proved.

Now, if u ∈ Hm(Ω), we have
∂u
∂xn
∈ Hm−1(Ω) and by the above proposition,

γ

(
∂u
∂xn

)
∈ Hm− 1

2 (Γ). Hence we have the

Corollary. γ∂(u) = γ(D j
yu) ∈ Hm− j− 1

2 (Γ) for j = 1, . . . ,m− 1.

Now, let
→
γ(u) = (γou, . . . , γm−1u) andF = Hm− 1

2 (Γ)× . . .×Hm− j− 1
2 (Γ) with

the product Hilbertia an structure.

Theorem 11.1. The mapping u→ →
γ(u) of Hm(Ω) onto F with kernel Hm

o (Ω).

From the above proposition, it follows that
→
γ mapsHm(Ω) into F and that

its kernel isHm
o (Ω). To prove that

→
γ is onto it is enough to show that if

→
f =

(0, . . . , f j , . . . , 0) ∈ F with f j ∈ Hm− j− 1
2 (Γ), then there existsu ∈ Hm(Ω) such

thatγ ju = f j andγku = 0 for k , j andk ≤ m− 1.
Taking Fourier transforms inx′, with ξ′ = (ξ1, . . . , ξn−1) we have to find 104

v(ξ′, y) such that

1) (1+ |ξ|m)v(ξ′, y) ∈ L2(, y).

2) Dm
y v(ξ′, y) ∈ L2(ξ′, y), and

3) (a)D j
yv(ξ′, 0) = f̂ j(ξ′)

(b) Dk
yv(ξ′, 0) = 0 for k , j, k ≤ m− 1.
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Put φ(ξ′, y) =
1
j!

y je−1+|ξ′ |y f̂ j(ξ′).

Let t = (1+ |ξ′|)y. Then put

v(ξ′, y) = φ(ξ′, y)(1+ α1t + · · · + αm− j−1tm− j−1).

By direct computation, we have

Dk
yφ(ξ′, 0) = 0 for k ≤ j − 1, D j

yφ(ξ′, 0) = f̂ j(ξ′), and

D j+1
y (ξ′, 0) =

1
j!

C j
j+1D j(y j)(−1)l(1+ |ξ′|)l f̂ j(ξ

′).

HenceDk
yv(ξ′, 0) = 0, for k ≤ j − 1, D j

y(ξ′, 0) = f̂ j(ξ), and

D j+1
y v(ξ′, 0) = C j

j+1(−1)l(1+ |ξ′|)lF j( )+ ( j+1)C j
j+l−1(1+ |ξ

′|)l−1(11+ |ξ′|) f̂ j(ξ′).

α1, . . . , αm− j−1 are determined bym− j − 1 conditions thatD j+1
y v(ξ′, 0) = 0 for

l = 1, . . . ,m− j − 1, .α1, . . . , αm− j−1 are then well-determined independent of
ξ′, e. g. , (j + 1)α1 = C j

j+1 and so on.
It remains to verify

(a) (1+ |ξ′|m)tkφ(ξ′, y) ∈ L2 for k ≤ m− j − 1, and

(b) Dm
y (tkφ(ξ′, y) ∈ L2.

(a) We have to consider
∣∣∣∣(1+ |ξ′|mtkφ(ξ′, y)

∣∣∣∣
o
.

∫ (
1+ |ξ′|2m

)∣∣∣∣ f̂ j(ξ′)
∣∣∣∣
2
(1+ |ξ′|2k)dξ′

∫ ∞

o
y2 j+2ke−(1+|ξ′ |)ydy

=

∫
(1+ |ξ′|2m| f̂ j(ξ

′)|2(1+ |ξ′|2k)dξ′
∫ ∞

o

t j+2ke−tdt

(1+ |ξ′|2 j+2k+1

by putting (1+ |ξ′|)y = t.

≤ c
∫

(1+ |ξ′|2m−2 j−1| f̂ j(ξ′)|2dξ′ < ∞, since f j ∈ Hm− j− 1
2 (Γ).

b) We have to considerDm
y (tky je−(1+|ξ′ |)y f̂ j(ξ′)). This is a sum of terms 105

tk−r (1+ |ξ|r )y j−1(1+ |ξ|m−r−1e(1+|ξ′ |)y f̂ j(ξ′) for r = l, . . . , k
1=1,..., j.

.
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Hence we have to consider
∫

(1+ |ξ′|)2k−2r (1+ |ξ′|)2m−2l | f̂ j |2dξ′
∫

y2 j+2l+2k−2re−2(1+|ξ′ |y)dy

=

∫
(1+ |ξ|)2k−2r(1+ |ξ′|)2m−2l | f̂ j |2dξ′

1
(1+ |ξ′|)2 j−2l+2k−2r+1

t2 j−2l+2k−2re−2td by puttingt = (1+ |ξ′|)y

≤ c
∫

(1+ |ξ′|)2m−2 j−1| f̂ j |2dξ′ < ∞,

which proves the theorem.
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11.2 Aronszajn-Smith Problems

We prove a lemma which will be required often. 106

Lemma 11.1. LetΩ =]0, 1Ln andΓ = {Ω∩{xn = 0}}. Let F = Hm− 1
2 (Γ)× . . .×

H
1
2 (Γ). Let fα be a bounded set in F such that all fα have their support in a

fixed compact set
∑

in Γ. Then there exists a bounded set vα in Hm(Ω) such
that

→
γvα = fα,

→
γ being as defined in 11.1 above, and vα ≡ 0 near∂Ω −∑

.

Proof. By Theorem 11.1,
→
γ : Hm(Ω) → F is onto with kernelHm

◦ . Hence
→
γ induces an isomorphism

→
γ1 of Hm/Hm

o onto F. Since fα is a bounded set

in F,
→
γ
−1

( fα) is bounded inHm/Hm
◦ . Therefore we can choose a bounded

setωα ∈ Hm such thatγωα = f . Next letϕ ∈ D(Ω̄) be zero near∂Ω − ∑

andϕ = 1 on
∑

. Then vα = ϕvα are bounded, vanish near∂Ω − ∑
and

→
γvα =

→
γ(ϕ)

→
γ(ωα) =

→
f α. �

In § 9, we considered regularity at the boundary of some problemsre-
lated to the operatorA defined by a sesquilinear forma(u, v) on V such that
Hm

o ⊂ V ⊂ Hm. Now we take up a particular example of a different spaceV. In
this case the technique used in§ 9 is not at once applicable. Since the prelimi-
nary step of using local maps is at any rate permissible we assumeΩ =]0, 1[n.
Further to avoid technical details, we assume thatm= 2. Letϑ be the subspace
of H2(Ω) consisting of functions

a) vanish near∂Ω −∑
,

b) Bu= 0 on where

Bu=
∂u
∂xn

(x′, 0)+
n∑

i=1

αi(x′)
∂u
∂xi

(x′, 0)+ αo(x′)u(x′, 0)

91
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with αo, . . . , αn−1 ∈ D(ξ). 107

Let a(u, v) =
∑
|p|,|q|≤

∫
Ω

apq(x)DquDpvdxwith apq ∈ E (Ω̄).

Let Rea(u, u) ≥ α||u||22 for all u ∈ ϑ. In this case according to the theory of
§ 3, as transformed by local maps as in§, for a given f ∈ L2(Ω), there exists
u ∈ N such thata(u, v) = ( f , v)o for all v ∈ ϑ. We prove now

Theorem 11.2. Let u ∈ H2(Ω) with Bu = 0 and a(u, v) = ( f , v)o for all v ∈
ϑ, f ∈ L2. Then u∈ H4(Ωǫ) for every∈> 0.

Proof. Though a shorter proof by induction is possible in order to bring out the
significance of the method we give a direct proof. Since afterhaving proved
thatDp

Tu ∈ H2 for |p| ≤ 2, to proveDm
y u ∈ H2 no use of boundary conditions

need be made as in§9, to prove the theorem, we have to proveDP
τu ∈ H2 for

|p| ≤ 2. Further ifφ ∈ DΩ̄), ϕ ≡ 0, near∂− −∑
, to proveDp

τu ∈ H2 for |p| ≤ 2,
it is enough to proveDp

τ (φu) ∈ H2 for |p| ≤ 2. We break this in two steps. �

Step 3. D1
τ(φu) ∈ H2.

As usual we need prove (φu−h) is bounded inH2(Ω) by c||u||2, and for this
we considera((φu)−h, v).

Lemma 11.2.
∣∣∣a(φu)−h, v)

∣∣∣ ≤ c||v||2.

We write

a((φu)−h, v) = [a((φu)−h, v) + a(φu, vh)] − b(u, vh) − a(u, φvh)

whereb(u, v) = a(φu, v) − a(u, φv).
As in § 9, we can estimatea((φu)−h, v)+a(φu, v−h) andb(u, v) by almost the

same methods. It remains to be proved that
∣∣∣a(u, φvh

∣∣∣ ≤ c||v||2. We cannot put 108

a(u, φvh) = ( f , φvh)o asϑ is not necessarily closed for translations. However by
“correcting”φvh with a “compensating” functionωh we prove that

∣∣∣a(u, φvh)
∣∣∣ <

c||v||2. More precisely we prove the

Lemma 11.3. There exists wh in H2(Ω) such that

(a) φvh − wh ∈ ϑ

(b) ||wh||2 ≤ c||v||2.

Assuming for a moment the lemma 11.3, we prove lemma 11.2. We have

a(u, φvh) = a(u, φvh − wh) + a(u,wh).
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Sinceφvh − wh ∈ ϑ, a(u, φvh − wh) = ( f , φvh − wh)o.

Hence
∣∣∣∣a(u, φvh − wh)

∣∣∣∣ ≤ | f |o|φvh − wh|o ≤ c(||v||1 + |wh|o) ≤ c||v||2.
Further

∣∣∣∣a(u,wh)
∣∣∣∣ ≤ c||wh||2 ≤ c||v||2, whence the lemma 11.2.

Now we prove lemma 11.3. We have to findwh such that

φv j − wh ∈ ϑ, i. e. , B(φvh − wh) = 0,

i.e.,
∂wh

∂xn
(x′, 0)+

∑
αi(x′)

∂wh

∂xi
(x′, 0)+ αo(x′)wh(x′, 0) = B(φvh).

This holds if
∂wh
∂xn

(x′, 0) = B(φvh), andwh(x′, 0) = 0.

If we prove thatB(φvh) is bounded inH
1
2 by c′||v||2, by using lemma 11.1,

we can findwh bounded byc||v||2, such thatγwh = 0 andγ1wh = B(φvh) which
will prove the lemma. Now

B(φvh) = gh + kh

where gh(x′, 0) = φ(x′, 0)Bvh,

and kh(x′, 0) =
∂ϕ

∂xn
(x′, 0)vh(x′, 0)+

∑ ∂ϕ

∂xi
(x′, 0)αivh(x′, 0).

Sinceϕ has compact support allkh have support in a fixed compact.

Further sincev ∈ H2, we havevh(x′, 0) ∈ H3/2(ΓΓ) and since
∂ϕ

∂xh
are 109

smooth, we havekh(x) ∈ H3/2(Γ). Now ash→ 0, vh(x′, 0)→ Dτv(x′, 0), hence
kh is bounded byc||v||2 in H

1
2 (Γ).

It remains to see thatgh is bounded inH
1
2 (Γ) by c||v||2. SinceBv = 0,

(Bv)h
= 0, and since

(Bv)h
= Bvh

+

∑
αh

i
∂v
∂xi

(x′ + h, 0)+ αh
ov(x′ + h, 0)

we havegh = ϕBvh
= −φ(x′, 0)(

∑
αh

i

∂v
∂xi

(x′ + h, 0)+ αh
ov(x′ + h, 0)).

As h → 0, αh
i are uniformly bounded and

∂v
∂xi

are bounded inH
1
2 (Γ) as

translations are continuous.
This proves then thatB(φvh) is bounded inH

1
2 (Γ) and the proof of lemma

11.3 and hence that of lemma 11.2 is complete.
Now we are in a position to prove the

Lemma 11.4. ||(φu)−h||2 ≤ c.
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We cannot prove this as in§ 9 by takingv = (φu)−h in lemma 11.2, and
using ellipticity for (φu)−h does not necessarily belong toϑ. We again correct
this by

Lemma 11.5. There exists wh ∈ H2(Ω) such that

a)(φu)−h − wh ∈ ϑ and b)||wh||2 ≤ c||u||2 = c′

(since u is fixed).

To prove this we note (φu)−h
= φu−h

+ φu−h(x− h) and from lemma 11.3,
there existsw′h such thatφu−h − wh ∈ ϑ, and||wh||2 ≤ c||u||2. We have only to
look then forw(2)

h such that

φ−hu(x− h) − w(2)
h ∈ ϑ, and

||w(2)
h ||2 ≤ c||u||2.

We have to findw(2)
h bounded inH2(Ω) by c||u||2 and such that 110

w(2)
h (x′, 0) = φ−hu(x′ − h, 0)

∂wh

∂xn
(x′, 0) =

∂

∂xn
(φ−hu(x′ − h, xn)xn = 0.

Hence, by lemma 11.1 suchw(2)
h as required above exist and the lemma

11.5 is proved.
To prove lemma 11.4 consider now

a((φu)−h − w′h, (φu)−h − w′h) = a((ϕu)−h, (φu)−h − w′h).a(w′h, (φu)−h − w′h),

= Xh − Yh.

By lemma 11.2, we have

|Xh| ≤ c||(φu)−h − w′h||2
|Yh| ≤ c||w′h||2||(φu)−h − w′h||2 ≤ c′||(φu−h − w′h||22.

On account of ellipticity,|a((φu)−h − w′h, (φu)−h − w′h)| ≥ α||(φu)−h − w′h||22.
Hence||(φu)−h − w′h||2 ≤ c and since||w′h||2 ≤ c we get the lemma. This

completes the first step of the proof, viz.Dp
τu ∈ H2(Ω), |p| = 1.
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11.3

Now we come to the 111

Second step.We wish to prove (φDτu)−h is bounded inH2(Ω). To do this we
considera((φDτu)−h, v) and prove the

Lemma 11.6.
∣∣∣a((φDτu)−h, v)

∣∣∣ ≤ c||v||2 for v ∈ ϑ such that Dτū ∈ H2.

Proof. We write

a((φDτu)−h, v) = a((φDτu)−h, v+ a(φDtauu, vh) − b(Dτu, v
h)

− a(Dτu, φvh).

As in the previous cases, we have straight forward estimatesexcept for
a(Dτu, φvh). Now

a(Dτu, φvh) = a(Dτu, φvh) + a(u,Dτ(φvh)) − a(u,Dτ(φvh))

which exists sinceDτv ∈ H2. Again as in the previous cases, only non-trivial
part is to prove that

∣∣∣a(u,Dτ(φvh))
∣∣∣ ≤ c||v||2. �

To do this we have to correctDτ(φvh) by the

Lemma 11.7. There exists wh ∈ H2(Ω),wh = 0 near∂Ω −∑
such that

i) Dτ(φvh) − wh ∈ ϑ.

ii) ||wh||1 ≤ c||v||2.

iii)
∣∣∣a(u,wh)

∣∣∣ ≤ c||v||2.

95
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Admitting this for a moment, we have

a(u,Dτ(φvh)) = a(u,wh) + a(u,Dτ(φvh) − wh)

= a(u,wh) + ( f ,Dτ(φvh) − wh)

and we have the lemma 11.6 as usual.
So we have to prove now lemma 11.7. Ifwh have to verify

i) Then we can write :

B(wh) = BDτ(φvh) = fh +
n−1∑

i=1

Dig
i
h,Di =

∂

∂xi
, say.

We shall prove that one can choosefh andgi
h such that 112

a) fh have their support in a fixed compact and are bounded inH
1
2 (Γ) by c||v||2.

b) gi
h ∈ H3/2(Ω), and are bounded inH

1
2 (Ω) by c||v||2 with support in a fixed

compact.

Assuming (a) and (b) we prove thatwh satisfying (i), (ii), and (iii) can
be found. For by (a) and lemma. 11.1, there existswo

h ∈ H2(Ω) such that

wo
h(x′.0) = 0,

∂

∂xn
wo

h(x′, 0) = fh,wo
h are bounded inH2(Ω) by c||v||2 andwo

h

vanish near∂Ω −∑
. Similarly on account of (b) and lemma 11.1, there exists

w′h ∈ H2(Ω) with wi
h(x′, 0) = 0,

∂

∂xn
wi

h(x′, 0) = gi
h,w

i
h bounded inH2(Ω) by

c||v||2 andwi
h ≡ 0 near∂Ω − ∑

. Settingwh = wo
h +

∑n−1
i=1 Diwi

h we see that (i)
and (ii) are at once satisfied. Further to verify (iii) we have

∣∣∣a(u,wo
h

∣∣∣ ≤ c||v||2
and it remains to estimatea(u,Diwi

h). But sinceDτu ∈ H2 and sincewi
h = 0

near∂Ω −∑
by integration by parts, we get

∣∣∣a(u,Diwi
h)
∣∣∣ ≤ c||v||2.

We have still to verify (a) and (b), we indicate which parts ofB(Dτ(φvh))
are to be taken asfh and which asgi

h and prove each time that they are bounded
by c||v||2 in the appropriate spaces. We have

B(Dτ(φvh) = B((Dτφ)vh) + B(φDτv
h)

B((Dτφ)vh) = (Dτφ)Bvh
+

(
∂

∂xn
Dτφ

)
vh
+

∑
αi

(
∂

∂xi
(Dτφ)

)
vh,

and

Bvh
= −

∑
αh

i
∂v
∂xi

(x′ + h, 0), since (Bv)h
= 0.
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Then we takeB((Dτφ)vh) as part offh; it is H
1
2 and is bounded byc||v||2.

Now B(φ(Dτvh)) = φB(Dτvh) +
∂φ

∂xn
(x′, 0)Dτvh

+
∑
α
∂φ

i∂xi
Dτvh. 113

We consider each of the summands separately :

∂φ

∂xn
(Dτv

h) = Dτ

(
∂φ

∂xn
vh

)
−

(
Dτ

∂φ

∂xn

)
vh.

We takeDτ

∂φ

∂xn
)vh as part of fn and it is seen that it satisfies (a). For

Dτ

(
∂φ

∂xn
vh

)
we take it as part ofDτgi

h. It is also seen thatgi
h satisfies (b).

Similarly we consider
∑

i

∂φ

∂xi∂xi

Dτv
h. It remains only to considerφB(Dτvh).

Now since (Bv)h
= 0, we have

φB(Dτv
h) = −φ

(∑
Dταi

∂vh

∂xi
+ Dταo

)
vh),

and they are to be taken as parts offh. This completes the proof of lemma 11.6.
To complete the proof of the theorem, we require the

Lemma 11.8. ||Dτ(φu)−h||2 ≤ c.

Again we require correctionsw′h as follows:

Lemma 11.9. There exists w′h ∈ H2(Ω) vanishing near∂Ω −∑
and such that

(1) Dτ(φu)−h − w′h ∈ ϑ

(2) ||w′h||2 ≤ c.

Assuming the existence of suchw′h and considering

a(Dτ(φu)−h − w′h,Dτ(φu−h − w′h)

and using the ellipticity ofa(u, u) we obtain lemma 11.8, as in the lemma 11.4,
after observing that lemma 11.6 can be applied thoughv = Dτ(φu)−h − w′h is
such thatDτv < |H2(Ω). To see this last point we prove that inϑ, v′s such that
Dτv ∈ H2(Ω) are dense.

Let v ∈ ϑ andv(x′, 0) = f . Letψ ∈ D(Ω) be such thatϕα f in H3/2(Γ), and

let ψα = −
∑
α
∂ϕ

∂xi
− αoϕα.
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Now it is possible to findvα ∈ H2(Ω)∩ϑ(Ω̄) such thatvα(x′, 0) = ϕα,
∂v
∂xn
= 114

ϕα, v ≡ 0 near∂Ω −∑
andvα → v in H2. By the choice ofψα, v belongs toϑ

and the result follows.
To prove lemma 11.9, we observe

(φu)−h
= φu−h

+ φ−hu(x′ − h, xn), and

Dτ(φu)−h
= (Dτφ)u−h

+ φDτu
−h
+ (Dτφ

−hu(x′ − h, xn) + φ−hDτu(x− h).

We first definew1
h such that

a) (Dτφ
−h)u(x− h) + φ−hDτu(x− h) − w1

h ∈ ϑ, and

b) ||w1
h||2 ≤ c.

To verify (a) we choosew1
h so that

w1
h(x′, 0) = ((Dτφ)−hu(x− h) + φ−hDτu(x− h))xn = 0.

and
∂ω′h(x′, 0)

0xn
=


(
∂

∂xn

)−h

u(x− λ) + φ−h ∂

∂xn
u(x− λ)

 xn = ∂

SinceDτu ∈ H2(Ω) the right hand side in the first expression ie inH3/2(Γ),
and is bounded. Similarly the one in the second expression isin H

1
2 (Γ), and is

bounded, and by lemma 11.1 the existence ofw1
h is proved. Next we findw2

h so
that

a) (Dτφ)u−h − w2
h ∈ ϑ and

b) ||w2
h||2 ≤ c.

The existence of suchw2
h is assured by lemma 11.4. Finally we definew3

h
so that

a) σDτu−h − w3
h ∈ ϑ and

b) ||w3
h||2 ≤ c.

To verify (a), we should haveB(φ(DTu−h)) = Bw3
h. But

B(φ(Dτu
−h)) = φB(DTu−h) +

∂φ

∂xn
Dτu

−h
+

∑
αi
∂φ

∂xi
Dτu

−h.

SinceBu= 0 andDτBu= 0, we have 115
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B(Dτu) +
n−1∑

i=1

(Dταi)Diu+ (Dταo)u = 0.

Hence on the support ofφ,

(B(Dτu))−h
+

∑
((Dταi)Diu)−h

+ ((Dταo)u)−h
= 0, i.e.,

(B(Dτu
−h
+

∑
α−h

i Dτu(x− h) +
∑

(DταiDiu)−h
+ ((Dταo)u)−h

= 0;

so that we have to findw3
h satisfying

Bw3
h = −φ

∑
α−h

i Dτu(x− h) − φ
∑

((Dταi)Diu)−h − φ((Dταo)u)−h

+
∂φ

∂xn
Dτu

−h
+

∑
αi +

∂φ

∂xi
Dτu

−h
= gh.

Hence it is enough to findw3
h such that


w3

h(x′, 0) = 0
∂w3

h
∂xn

(x′, 0) = gh defined above.

SinceDτu ∈ H2(Ω), gh ∈ H3/2(Γ) and is bounded inH
1
2 (Γ). Hence by

lemma 11.1 we have the existence of suchw3
h. This completes the proof of the

theorem 11.2.

Final Remarks.

(1) By using Stampanhia [17] and Lions [6], Campanato [6] hasproved the
regularity at the boundary for Picone problems.

(2) For another method for Dirichlet conditions with constant coefficients in
two dimensions, and very general conditions on the boundary, see Agmon
[1].
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12 Regularity of Green’s Kernels

12.1

In § 3.5 we have defined Green’s kernel of the operatorA associated with an 116

elliptic sesquilinear froma(u, v) onV such thatHm
o (Ω) ⊂ V ⊂ Hm(Ω),Q being

L2(Ω) say. We recall thata(u, v) beginV elliptic, A is an isomorphism ofN onto
Q′. HenceA−1

= G is an isomorphism ofQ′ ontoN. SinceD(Ω) is dense in
Q′, by Schwartz’s kernel theoremA−1

= G is given byGx,y ∈ D ′(Ωx×Ωy).Gx,y

is called the kernel of the operatorA.
Let a∗(u, v) = a(v, u); a∗(u, v) is alsoV elliptic and defines a spaceN∗ and

an operatorA∗. Let its kernel beG∗x,y. If Tx,y ∈ D ′(Ωx,Ωy), thenTy,x will be
defined by setting on the everywhere dense setD(Ωx)×D(Ωy) in D(Ωx×Ωy).

Ty,x(ϕ(x) · ψ(y)) = Tx,y(ψ(x)ϕ(y)).

We denoteD(Ωx) by Dx,D(Ωx ×Ωy) by Dx,y and so on. We have the

Proposition 12.1. Gxy = G∗y,x.

Let ϕ, ψ ∈ D(Ωx). We have to verify that〈Gϕ, ψ̄〉 = 〈ϕ,G∗ψ〉. Let Gϕ =
u ∈ N andG∗ψ = w ∈ N∗. Thenϕ = Auandψ = A∗w. Hence we have to verify
that 〈u,A∗w〉 = 〈Aψ, ω̄〉. This follows since〈u,A∗w〉 = a∗(w, u) = a(u,w) =
〈Au, w̄〉.

Definition 12.1. An element Gx,y in Q′(Ωx × Ωy) will be called akernel.

Definition 12.2. A kernel is semi-regular, with respect to x, if Gx,y is given by 117

a C∞ function ofΩx into D ′y. We write it then as G(x)y or Gy(x).

100
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Definition 12.3. A kernel is regular if it is semi-regular with respect to x and
y.

Definition 12.4. A kernel is very regular if it is regular and a C∞ function
outside the diagonal.

If Gx,y is semi-regular it is an element ofEx⊗̂D
′
y = E (x,D

′
y). Hence it

defines a mappingG : Dy → Ez given by
∫

G(x)yϕ(y)dy ∈ E (x) for ϕ(y) ∈ Dy.
Conversely by Schwartz’s kernel theorem, any linear mapping G : Dy → Ex is
given by a semi-regular kernel.

We now with to consider conditions ona(u, v) so that the kernelGx,y be
very regular.

Definition 12.5. A partial differential operator A defined inΩ with C∞ coef-
ficients is said to byhypo-elliptic if for s ∈ D

′
(Ω)(AS)θ ∈ E (θ) implies that

S ∈ O, for every0 ⊂ Ω.

For example, ifa(u, v) is V elliptic, Ω is bounded with smooth boundary,
then by the results of§ 8, it follows thatA is hypo-elliptic.

Theorem 12.1. Let |a(u, u)| ≥ α|u|2V and the operators A and A∗ be hypo-
elliptic. Then Gx,y is very regular.

Proof. First we proveGx,y is regular. We knowG is an isomorphism ofQ′

onto N. Let ϕ ∈ D(Ω). ThenGϕ = u ∈ N andAu = ϕ. By hypo-ellipticity
of A it follows thatu ∈ E . HenceG defines a mapping ofD(Ω) ontoN ∩ E .
By closed graph theorem this mapping is continuous and henceSchwartz’s
kernel theorem is given by a semi-regular kernelG(x)y. HenceGx,y = G∗(x)y.
Similarly, sinceA∗ is hypo-ellipticG∗x,y = G∗(x)y. But by proposition 12.1, 118

Gx,y = G∗y,x and henceGx,y = G∗x(y). This shows thatGx,y is regular. �

To complete the proof we have to show that outside the diagonal it is a C∞

function.
LetO1 andO2 ⊂ Ω be two open sets such thatO1∩O2 = φ. LetT ∈ E ′(O2).

Then
∫

Gx(y)Tydµ is defined and is an element ofDx saySx such thatAS = T.
RestrictingA,S,T to O1 sinceT = 0 onO1 by hypo-ellipticity ofA onO1, we
haveS O1 ∈ E (O2). HenceT →

∫
Gx(y)Tydµ is a mapping ofE ′(O2) onto

E (O1), which on account of the closed graph theorem, is continuous. Hence

G ∈ L(E ′(O2); E (O1) ≃ E (O1)⊗̂E (O1 = E (θ1 × θ2).

That is to sayG is C∞ in O1 × O2. SinceO1 andO2 are any two open set
such thatO1 ∩O2 = φ,G is aC∞ function outside the diagonal.
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Remark. For a more detailed study, see Malgrange [12].
2. The extension of the mappingG : Q′ → N.

Under the hypothesis of theorem 12.1,G defines an algebraic isomorphism
of Q′ ∩ E onto N ∩ E . For if f ∈ Q′ ∩ E andG f = uE N . ThenAu = f .
Hence by hypo-ellipticity ofA it follows thatu ∈ E . Conversely ifu ∈ N ∩ E ,
thenAu = f ∈ Q′ ∩ E andG f = u. If we could apply closed graph theorem,
then it would follow thatG is a topological isomorphism ofQ′∩E ontoN∩E ,
the intersections being given as usual the upper bound topology. This is so, for
example, ifQ is a Banach space. We have then the

Theorem 12.2.If the closed graph theorem is applicable G∈ L (Q′∩E ,N∩E ) 119

and is an isomorphism. Similarly G∗ ∈ L (Q′ ∩ E ,N ∩ E ) and is an isomor-
phism.

12.2

Now we wish to consider the transposeG. Let us first consider the Dirichlet
problem so thatV = Hm

o = Q · D(Ω) is dense inV andN = V. Hence by
transposingG we have an isomorphismtG : V′+E ′ → V′+E ′. However since
D(Ω) is not always dense inN, the dual ofN is not a space of distributions and
hence we do not consider directly the transport ofG. Here the sums of locally
convex topological vector spaceA andB subspaces of an algebraic vector space
F is topologized as follows : we consider the mapping (a, b)→ a+ b of A× B
ontoA + B and put onA + B the finest locally convex topology such that this
mapping is continuous. IfZ is the kernel, thenA+ B ≈ A× B/Z.

Theorem 12.3. Under the hypothesis of theorem 12.1, if further, for every
S ∈ Q′ ∩ E ′ there exists a sequenceϕn ∈ D(Ω) such thatϕn → S in Q′ ∩ E ′,
then G: Q′ → N can be extended by continuity to G: Q′ + E ′ → N + E ′.

Proof due to L. Schwartz (unpublished). We define firstG on Q + E ′. G
is already defined onQ′. By theorem 12.1 is very regular and is given by∫

G(x)yϕ(ϕ)dyϕ(ϕ) ∈ Q′ We cannot use this at once to define it onE ′, for
then the integral itself is not inE ′. We proceed then as follows : Letα(x, y) ∈
E (Ωx × Ωy) be a function with support in a neighbourhood of diagonal and
equal to 1 in another neighbourhood of diagonal. Let

Hx,y = α(x, y)Gx,y = H(x)y = Hx(y).

HenceHx,y is regular. It is easily seen, sinceGx,y is aC∞ function outside 120

the diagonal thatAxHx,y − δ(x)y = L(x, y) ∈ E (Ωx × Ωy). Now let T ∈ E ′(Ω)



12. Regularity of Green’s Kernels 103

with compact supportK say. Since
∫
ρ(x)yT = T, we haveT = LT + AHT

where

LTx =

∫
L(x, y)Tydy ∈ E .

(H,T)x =

∫
Hx(y)Tydy ∈ D

′.

But the supports of the mappingy→ Hx(y) andy→ L(x, y) are contained
in the support ofα(x, y). By choosing the support of near enough the diagonal,
we may have the support ofHT andLT in any arbitrary neighbourhood of the
support ofT. HenceHT ∈ E ′ andLT ∈ D . We defineG̃T = HT +GLT ∈
E ′ +N. We have to verify that ifϕ ∈ D(Ω), thenG̃(ϕ) = G(ϕ). This follows as
in general

AG̃T = AHT + AGLT = T − LT + LT = T.

If ϕ ∈ D(Ω), G̃ϕ = Hϕ + GLϕ ∈ D+N ⊂N andAG̃ϕ = ϕ. SinceA is an
isomorphism,G̃ϕ = Gϕ.

Now G is continuous fromξ
′

k(Ω) into E ′ + N. This proves that̃G does not
depend onα andG̃ can be extended toE ′(Ω) so thatG̃ : E ′(Ω) → E ′(Ω) + N
is continuous.

We denote nowG̃ be G itself. G defines then a continuous mappingθ
from Q′ × ǫ′ → N + ǫ′ by θ( f , s) = G f + GS. If we proveθ is zero on the
kernel ofQ′ × E ′ → Q′ + E ′, we shall have proved thatθ defines a mapping
G of Q′ + ǫ′ → N + E ′ as required. Letf ∈ Q′ and S ∈ E ′ such that
f + S = 0. Hencef ∈ Q′ ∩ E ′. By assumption (2), there existsϕn ∈ D(Ω)
which converges inQ′ andE ′ to f . Hence -ϕn converges toS in E ′ and we
haveG f +GS = lim(Gϕn +G(ϕn)) = 0. 121

Corollary. We have A.G = IQ′+E ′ and G.A = IN+E ′ where IQ′+E ′ and IN+E ′ are
the identity maps Q′ + E ′ and N+ E ′ respectively.

For
A(G f +GS) = f + AGS= f + S

andG.A(u+ S) = GAu+G A S= u+G A S.
SinceGAS= S onD(Ω) it is so onE ′. This proves the

Theorem 12.4. Under the hypothesis of theorem 12.3, A is a topological iso-
morphism from N+ E ′ to Q′ + E ′.

The uniqueness ofGx(y) is given by the following
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Theorem 12.5. Under the hypothesis of theorem 12.3, for y∈ Ω, Gx(y) is
defined as the solution of

Ax(Gx(y) = δx(y)

Gx(y) ∈ N + E
′.

Considery → δx(y) ∈ E (Ωy, E
′(Ωx)). Let G(δx(y)) = Gx(y). Theny ∈

Gx(y) is aC∞ function fromΩ→ N+ ǫ′ we haveAx(Gx(y)) = δx(y), andGx(y)
is the only distribution to verify the equation inN + E ′.
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12.3 Study at the boundary.

Definition 12.6. We say that a(u, v) is regular at the boundary if u∈ N is such 122

that a(u, v) = 0 for every v∈ V vanishing outside a neighbourhood of some
compact K⊂ Ω then u is C∞ in a neighbourhood ofΓ.

If V = Hm
o (Ω) or Hm(Ω) anda(u, v) =

∑
apqDqDpv then the results on

regularity at the boundary of§ 9 state that under the conditions specified in
theorem 9.1,a(u, v) is regular at the boundary.

Theorem 12.6. Under the hypothesis of theorem 12.3, if further a(u, v) is reg-
ular at the boundary, then for fixed y,Gx(y) is C∞ in a neighbourhood ofΓ.

This means in this caseG(x, y) for fixed y is a usual function in a neigh-
bourhood ofΓ satisfying usual boundary conditions.

By theorem 12.5,Gx(y) = G(δx(y)) = S+ u with S ∈ E ′ andu ∈ N. Hence
Au+ AS = δx(y), i.e.,Au = δx(y) − AS = T for T ∈ E ′. Let K be the support
of T, which on account of the splitting proved in theorem 12.1 canbe taken in
any arbitrary neighbourhood ofy.

Let ∈ V such thatv = 0 in neighbourhood ofK. Now by regularization
we can findϕn vanishing on the support ofv such thatT = lim ϕn in E ′. Then
〈Au, v̄〉 = lim〈ϕn, v̄〉. Hencea(u, v) = 0 for all v ∈ V vanishing in a neighbour-
hood ofK. By regularity at the boundary ofK, u is C∞ in a neighbourhood of
Γ. This completes the proof of the theorem.

105
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13 Regularity at the Boundary Problems for Gen-
eral Decompositions.

13.1

Hitherto we considered boundary value problems for differential operators in 123

the spaceHm(Ω). For this we obtainedA as the operator associated with a
form a(u, v) on Hm(Ω) is the space of typeH({A},Ω) where {A} stands for
the systemD(p). More generally we consider now what problems are solved
by consideringA as the operator associated with sesquilinear formsa(u, v) on
spacesH({Ai},Ω). That this solves now problems can be seen from the fol-
lowing example. LetA = ∆2

+ 1. Consider onH(∆,Ω) the sesquilinear
form a(u, v) = (∆u,∆v)o + (u, v)o. The operatorA associated witha(u, v) is
∆

2
+ 1.a(u, v) is H(∆,Ω) elliptic and hence forf ∈ Q′ whereQ is such that

H(∆,Ω) is dense inQ, we haveu ∈ N such thatAu= f .
Firstly we observe thatH2(Ω) may be contained inH(∆,Ω) strictly. For

example, ifΩ is a domain such that for a givenT ∈ H−2
Ω̄

, there exists∈ Ho such
that−∆U − T ∈ Mo, i.e., for which Visik-Soboleff problem is soluble, then
there existsu ∈ H(∆,Ω) such thatu < H1(Ω). For, letT ∈ H−2

Ω̄
be defined by

〈T, ϕ̄〉 =
∫

r
f (γϕ̄)dσ for f ∈ L2(Γ) and such thatf < H

1
2 (Γ) = γ(H1(Ω)).

Now if ∪ is the corresponding solution, letu be its restriction toΩ. We
haveu ∈ L2(Ω) and−∆u = u by § 10. Henceu ∈ H(∆,Ω) : If u were inH1(Ω),
thenγu = f would be inH

1
2 (Γ) contrary to the assumption. Another more

elementary example can be given for a circle. It is easy to construct examples
such thatu ∈ L2 and∆u = 0, butγu < H1. Thus Hadamard’s classical example
with u =

∑
anrneinθ with suitablean is of this type.

However it is true thatH2
o(Ω) = H(∆,Ω). For, by Plancherel’s formula, 124

the two norms are equivalent onD(Ω). This raises in fact the question : To
determine the conditions onAi andΩ so thatH(A;Ω) = Hm(Ω) wherem =
highest of orders of the operatorsAi .

Now we interpret formally the boundary value problems that are solved on
V ∈ H(∆,Ω). We write first of all Green’s formula

∫
∆

2u · v̄dx=
∫

Γ

∂∆u
∆n

.v̄dσ −
∫

Γ

∆u.
∂v̄
∂n

dσ +
∫
∆u.∆vdx (1)

a) LetV = Ho(∆,Ω). SinceH2(∆,Ω) = H2
o(Ω) no new problem is solved.

b) V = H(∆,Ω). Given f ∈ Q′ there existsu ∈ N such thata(u, v) = ( f , v)o for
all v ∈ V. Further

(∆2
+ 1)u = f (2)
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Hence
∫
Ω

(∆2u− ∆̄v|dx+
∫
Ω

u, v̄dx=
∫

( f − v̄)dx

Using (1) and (2),
∫

Γ

∂∆u
∂n

.v̄dσ + ρ ∈ ∆u.
∂v
∂n

d = 0 for all v ∈ V.

Formally this means∆u = 0, and
∂∆u
∂n
= 0.

c) V = Closure inH(∆,Ω) of continuous function withu = 0. Thenu ∈ N
impliesuΓ = 0 and∆uΓ = 0.

d) V = Closure inH(∆,Ω) of continuous function with
∂u
∂nΓ
= 0 Thenu ∈ N

implies
∂u
∂nΓ
= 0 and

∂∆u
∂n Γ

= 0.

However, problems in which
∂u
∂n
= 0 and∆u = 0 oru = 0 and

∂∆u
∂n
= 0 are

not solved by this method.
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Now we consider the regularity at the boundary of solutions so determined. 125

This means we want to determine whether iff ∈ Hk(Ω) impliesu ∈ Hk(Ω).
The solution of this problem in full generality is not known though it would
be desirable to know it, for in that case, for largek weak solutions would be
usual ones. We shall show that this is the case with certain kind of operators in
Ω = {xn > 0} with constant coefficients. Let

Ω = {xn > 0} andBu= Dm
y u+ Dm−1

y ∧1 u+ Dm−2
y ∧2 u+ · · · + ∧mu,

where∧m are partial differential inx1, . . . , xn−1 operators with constant coef-
ficients of order≤ k. Let V = H(B,Ω) anda(u, v) = (Bu, Bv)o + (u, v)o be
a sesquilinear form onV, a(u, v) is V-elliptic. Let Q = L2(Ω). If f ∈ L2(Ω),
by § 3, there existsu ∈ N such thata(u, v) = ( f , v)o for all v ∈ V. Further
(B∗B+ 1)u = f . To consider the regularity ofu we consider first its tangential
derivatives and next the normal ones.

Proposition 13.1. Let Dp
T f ∈ L2 for all |p| ≤ µ for any positive integerµ. Then

Dp
τu and BDp

τu are in L2 for |p| ≤ µ. Let vh(x) =
1
h

(v(x + h) − v(x)) where

h = (0, . . . , h, . . . , 0), hn = 0. Since B is with constant coefficients, vh ∈ V if
v ∈ V. Hence a(u, vh) = ( f , vh)o, i.e., (Bu, Bvh)o + (u, vh)o = ( f , vh)o for all
v ∈ V. Since B is with constant coefficients

(Bhh, Bv) + (u−h, v)o = ( f −h, v)o. (1)

Putting v= u−h,
|Bu−h|2o + |u−h|2o ≤ C| f −h|o|u−h|o.

If Dτ f in L2, Bu−h andu−h are bounded inL2 which meansBDτu andDτu ∈ 126

108
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L2. Lettingh→ 0 in (1),

(B(Dτu), Bv)o + (Dτu, v)o = (Dτ f , v)o.

If now D(µ)
t f ∈ L2 we can repeat the process proving that ifDµ

τ f ∈ L2, then
Dµ
τu andBDµ

τu ∈ L2. Now we consider normal derivatives.

Theorem 13.1. Let µ = m. Under the hypothesis of proposition 13.1 u∈
Hm(Ω).

We use the

Lemma 13.1. LetΩ = {y > 0}. Considerµ such that

(1)



Dp
τu ∈ L2 for |p| ≤ k

DyD
p
τu ∈ L2 for |p| ≤ k− 1
...

...

Dk−1
y Dp

τu ∈ L2 for |p| ≤ 1

and

(2) Dm
y u ∈ H−m+k.

ThenDk
y ∈ L2.

If we denote byE(Ω) the space defined by all the conditions above, the
lemma meansE(Ω) = Hk(Ω). In general, i.e., for arbitraryΩ,Hk(Ω) ⊂ E(Ω).
This lemma should hold forΩ with smooth boundary, though as yet it is not
proved.

Assuming the lemma for a moment, we complete the proof of the theorem.
We haveBu= Dm

y u+ Dm−1
y + Dm−1

y ∧1 u+ · · · + ∧mu.
From proposition 13.|,Dp

τu ∈ L2 and Dp
τBu ∈ L2 for |p| ≤ m. Hence

∧ku ∈ Ho(Ω) andDm−k ∧k u ∈ H−m+1. Hence by lemma 13.1

Dyu ∈ L2.

Next we considerDτBuwhich is inL2. 127

DτBu= Dm
y Dτu+ Dm−1 ∧1 Dτu+ · · ·

This givesDm
y Dτu ∈ H−m+1. But Dp(Dτu)L2, |p| ≤ 1. By lemma 13.1 again

DyDτu ∈ L2.
Proceeding similarly we obtainDk

yu ∈ L2. Henceu ∈ Hk(Ω). Now we
prove ifΩ = {xn > 0}, thenE(Ω) = Hk(Ω).

Lemma 13.2. If Ω = Rn,Hk
= E(Rn).
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Let by Fourier transformationx1, . . . , xn−1 go intoξ1, . . . , ξn−1 andxn into
ξn. Actually we need use onlyDp

τu ∈ L2|p| ≤ k andDm
y u ∈ H−m+k(Ω);

i.e.,

(1+ |ξ|k)û ∈ L2 and
|η|mû

1+ |ξ|m−k + |η|m−k
∈ L2 (1)

We may also assumem> k. We have to conclude that|η|kû ∈ L2. Now we
use the following inequality

|η|k ≤ c1(1+ |ξ|k) + c2
|η|m

1+ |ξ|m−k + |η|m−k
.

For then|η|kû ∈ L2 by (1). To prove the inequality we have to prove that

|η|k + |ξ|m−k|ξ|k + |η|m ≤ c1(1+ |ξ|k)(1+ |ξ|m−k
+ |η|m−k) + c2|η|m.

Sincem> k, |η|k ≤ c3|η|m1+ c. Hence we need prove

|η|m+ |ξ|m−k|η|k ≤ c1(1+ |ξ|k)(1+ |ξ|m−k
+ |η|m−k) + c2|η|m.

But |ξ|m−k|η|k ≤ |η|
kp

p
+
|η|(m−k)q

q

(
ab≤ ap

p
+

bq

q
,

1
p
+

1
q
= 1

)
.

Hence|η|m + |ξ|m−k|η|k ≤ |η|m + |ξ|m . This is trivially less than right hand
side of the inequality.

Lemma 13.3. If ρ ∈ DL∞(Ω) and u∈ E(Ω), thenρu ∈ E(Ω). This follows from
the definition of E(Ω) itself.

Lemma 13.4. E(Rn)Ω, i.e., restrictions of E(Rn) toΩ is dense in E(Ω). 128

Let ut(x) = u(x′, y+ t) for t > 0. Let vt = ut(x)|Ω. vτ → u in E(Ω). Let

ρ(y) =



0 for y < −t

1 for y > 1 ρ(y) ∈ DL∞(Ω)

0 < y < 1 elsewhere.

ρuτ ∈ V by lemma 13.3, and(ρuτ)Ω = vτ. The extensioñρuc of δut are in E(Rn)
and their restrictions vτ are dense in E(Ω).

Lemma 13.5. E(Ω) ∩D(Ω̄) is dense in E(Ω).

From lemma 13.4, we need prove that ifu = vΩ with u ∈ E(Rn) thenu can
be approached by function fromE(Ω)∩D(Ω̄). For∪ = lim ∪×ρn with ρn→ δ.
The restrictions of∪ ∗ ρn→ u.

To complete the proof of the lemma 13.1, then, we prove
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Lemma 13.6. Let u∈ E(Ω) ∩D(Ω̄). Then

U(x) =


u(x), xn ≥ 0

λ1u(x′, . . . , y) + λ2u(x′, . . . ,− y
2) + · · · + λn(x′, . . . ,− y

n)xn < 0

is in E(Rn) for suitableλ′s.

If we prove this sinceE(Ω)∩D(Ω̄) is dense inE(Ω), we have a continuous
mappingπ : E(Ω) → E(Rn) = Hk(Rn). HenceE(Ω) ⊂ Hk(Ω), which proves

thatHk(Ω) = Ek(Ω). λ′sare determined so that ony = 0,
∂R∪
∂y

should be equal

from above and below. A simple argument shows that∪ ∈ E (Rn).

14 Systems

14.1

We shall consider briefly systems. We shall denote in this article Hm(Ω) by 129

Hm. Let H(m)
= Hm1 × · · · × Hmν with the usual product Hilbert structures.

In H(m) the closure of (D(Ω))ν is Hm1
o × · · · × Hm

o . An element ofH(m)(Ω) we

denote by
→
u = (u1, . . . , uν) with ui ∈ Hmi. Let V be such thatH(m)

o ⊂ V ⊂ H(m).
Let

a(u, v) =
∑∫

apq,λu(x)DquµD
pvλdxλ = 1, . . . , ν

µ=1,...,ν

be a sesquilinear form withapq,λµ ∈ L∞(Ω) and

apq,λu = 0, if |p| ≥ mλ or |q| > mµ.

This last condition assures thata(u, v) is continuous onV × V.
If a(

→
u,
→
u) ≥ α||u||2 for all u ∈ V and forα > 0 and ifQ = L2 then from the

general theory of§ 3, there exists a spaceN and an operatorA which establishes
an isomorphism ofN ontoQ′ so that

〈A→u,→ϕ〉 = a(
→
u,
→
ϕ) for

→
ϕ ∈ (D(Ω))ν,

i.e., 〈A1
→
u
→
ϕ1〉 + · · · + 〈Aν

→
u
→
ϕ1〉 =

∑∫
apqλµDquµD

p
λ
dx.

Hence
Aλ(
→
u) =

∑

p,q,µ

(−1)pDp(apqλµD
quµ)
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Hence the theory solves the differential systems

Aλ
→
u =

→
f .

The variety of boundary value problems solved is much larger; e.g., ifν =
2,m1 = m2 andV may be defined as consisting of (u1, u2) such thatγu1 = γu2.

14.2

We now give, following Nirenberg [13] an example which presents a little 130

strange behaviour. We taken = 2, ν = 2,m1 = 1,m2 = 3. We writex1 = x
and x2 = y, so thatV = H1 × H3. Let L1,M2, L3,M3,Nz be the differential
operators the order of which is equal to the index. Let

a(u, v) = (Dxu1,Dxv1) + (Dyu1,Dyv1) + (u1, L
∗
1v1)+

+ (−D3
yu2,Dyv1) + (L3u2, v1) + (Dyu1,D

3
yv2)+

+ (u1,M
∗
3v2) + (D3

xu2,D
3
xv2) + (D3

yu2,D
3
yv2)+

+ 3(D2
xDyu2,D

2
xDyv2) + 3(DxD

2
yu2,DxD

2
yv2)

+ (M2u2,N3v2).

Lemma 14.1. If Ω is three strongly regular,

a(
→
u,
→
v) + λ(

→
u,
→
v)

elliptic for λ large enough. The system A associated with a(u, v) is

A1(
→
u) = −(D2

x + D2
y)u1 + L1u+ D4

yu3 + L3u2

A2(
→
u) = −D4

yu1 + M3u1 − (D6
x + D6

y + 3D2
xD

4
y)u2 + N3M2u1.

From the underlined term in the operator it would look like asif we have
to assumev1 ∈ H2 andu2 ∈ H2. While existence and uniqueness in ensured
in H1 × H3 itself, i.e., we require four conditions on boundary while from the

differential equation it looks as if we require five conditions. Furthera(
→
u,
→
v) is

not elliptic onH2 × H3. This happens because in computation of the real part

of a(
→
u,
→
v) the terms involvingD2

yu1, e.g., (−D3
yu2,Dyv1) + (Dyu1,D3

yu2) = e,
give zero real part as they are of the formz− z̄. To see that the form isH1×H3

is straight forward by using the definition of strong regularity and the above
remarks.
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