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Preface

As the title of this course of lectures suggests, my aim was not a system- 1

atic treatment of infinite groups. Instead I have tried to present some of
the methods and results that are new and look promising, and that have
not yet found their way into the books of Kurosh, Specht, Zassenhaus,
Marshall Hall, Jr. The contents of Chapters 8, 10, 11, 12 weremostly
still unpublished at the time of the lectures; those of Chapters 8 and 12
have recently appeared. All through the lectures I have drawn attention
to the numerous problems that still defy our efforts at solution. The
Theory of Groups is still very much alive today.

This course was delivered during the monsoon term, 1959, andex-
tended over 36 lectures. I enjoyed every one of them. I am profoundly
grateful to Professor K. Chandrasekharan for inviting me tospend this
term at the Tata Institute of Fundamental Research. I also wish to record
my gratitude to Mr. Pavman Murty, who took the notes and prepared
them for circulation.

B.H. Neumann.
The University,

MANCHESTER, 13,
ENGLAND.

December, 1959.
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Chapter 1

Introduction, Definitions and
Notations

1 Abstract Algebras

In this chapter we shall derive certain properties of groupsand fix certain 2

notations.
Let E be any set andΩ a set of functions defined on theCartesian

products
Eo
= {φ},E,E2, . . .En, . . .

with values inE, whereφ denotes the empty set and

En
=

{

(x1, . . . , xn)
∣

∣

∣xi ∈ E, i = 1, . . . n
}

.

The pair (E,Ω) is called analgebraic systemor anabstract algebra.
E is called thecarrier of the algebra (E, Ω) and the elements ofΩ are
calledoperators.

If ω ∈ Ω is a function onEn with values inE, we say thatω is in
n-ary operator. Thus ifω is an n-ary operator, then

ω(x1, . . . , xn) ∈ E, for all (x1, . . . , xn) ∈ En.

A nullary operator is a function on the set{φ}with value inE. Thus
if ω is a nullary operator then it is a function with the argumentφ and
with value inE. We denote this value by∈ { }.

1



2 1. Introduction, Definitions and Notations

We shall use the termsunary and binary operators for 1-ary and3

2-ary operators respectively.

2 Groups

We are here interested in a particular class of algebraic system called
groups.

Definition. A group (G, Ω) is an algebraic system withG as its carrier
andΩ consisting of a nullary operator∈, an unary operatorL and a
binary operatorπ, related by the following laws:

(1) π (x, π (y, z)) = π (π (x, y), z), for everyx, y, z ∈ G (Associative
Law);

(2) π (x, L(x)) =∈ { }, for everyx ∈ G;

(3) π (x, ∈ { }) = x, for everyx ∈ G.

We shall for convenience write,

π(x, y) = xy,

L(x) = x−1,

∈ {} = 1.

In this notation, it is customary to callxy the product elementsx and
y. The above three laws read as follows when written multiplicatively.

(1′) x(yz) = (xy)z, (Associative law)

(2′) xx−1
= 1,

(3′) x1 = x.

Because of (3′) we say that 1 is aright neutral element. Similarly4

as suggested by (2′)x−1 is a right inverseof x. For the sake of brevity
we shall identify the group (G, Ω) with its carrierG and refer toG as a
group through this chapter.

If a groupG in addition to the above three laws satisfies



3. Some elementary properties of groups 3

(4) π (x, y) = π (y, x), for all x, y ∈ G (Commutative law)

or

(4′) xy= yx (in the multiplicative notation)

thenG is anabelian group(or aCommutative group).
For the abelian group it is sometimes convenient to use the following

additive notation

π(x, y) = x+ y

L(x) = −x

∈ { } = 0.

3 Some elementary properties of groups

(1) In the definition of a group the associative law is formulated for
products of three elements ofG. One can prove by induction on
the number of factors that the corresponding law holds for prod-
ucts of any finite number of factors; in other words, the product will
be independent of the way in which the brackets are inserted.The
brackets are, therefore, irrelevant and will later on usually be omit-
ted. The proof of the general associative law is straight forward and
we omit it.

(2) The right neutral element′t′ is also a left neutral element; in other5
words,

1x = x, for all x ∈ G.

Proof. From law (3′), it follows that

11= 1,

then

1(xx−1) = xx−1 from (2′),

(1x)x−1
= xx−1 from(1′).

�



4 1. Introduction, Definitions and Notations

Therefore,

((1x)x−1)(x−1)−1
= (xx−1)(x−1)−1, where (x−1)−1 is the right inverse

of x−1.

An application of the associative law gives,

(1x)(x−1(x−1)−1) = x(x−1(x−1)−1),

and therefore (1x)1 = x1 = x.

Finally, by another application of the associative law,

1(x1) = 1x = x

This proves (2).

(3) The right inversex−1 is also a left- inverse ofx; in other words,6

x−1x = 1, for all x ∈ G.

Proof. (x−1x)x−1
= x−1(xx−1) = x−11 = x−1.

Therefore,

((x−1x)x−1)(x−1)−1
= x−1(x−1)−1

= 1,

(x−1x)(x−1(x−1)−1) = x−1(x−1)−1
= 1.

Hence, (x−1x)1 = 1,

x−1x = (x−1x)1 = 1.

This proves (3). �

We say that 1 is a (two-sided) neutral element or unit element, now
that it is both left neutral and right neutral. Similarlyx−1 is an in-
verse ofx.
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(4) There is only one right neutral element inG. For letn be any right
neutral element. An application of (2) immediately gives

n = 1n = 1.

This, in particular proves that 1 is the only neutral elementof G.

(5) The equationax = b, with a, b ∈ G, has the unique solutionx =
a−1b, in G. It is easy to verify thata−1b is a solution of the above
equation. Now ifx andy are two solutions of the equation, we have

x = 1x = (a−1a)x = a−1(ax) = a−1(ay) = (a−1a)y = 1y = y.

This proves the uniqueness. 7

Thus in a group the left cancellation law holds. Dually it follows
that the right cancellation law also holds. As a consequenceof (5),
x−1 is the only inverse ofx and alsox is the inverse ofx−1

4

We note that we have defined groups by postulates of the from “for all
x, y, z, . . . , a certain equation is true”. This does not mean that we have
made no existential assumptions; but all existential assumptions have
gone into the general algebraic frame work; that is to say, they are of
the form “there is a nullary operator∈, a unary operatorL”, and so on.
A class of algebraic systems that is singled out, like that ofgroups, by
postulates of the form “for allx, . . ., the equation· · · holds” is said to be
equation-ally defined, or avarietyof algebraic systems. Thus groups, as
we have defined them, form a variety. Not all important and interesting
classes of algebraic systems form varieties; thus e.g. the class of fields
is not a variety. This will be shown later.



6 1. Introduction, Definitions and Notations

5 The multiplication of subsets of groups and its re-
lation to the lattice operations

Let (E,Ω) be an algebraic system,ω ∈ Ω, ann-ary operator,X1, . . . ,Xn,
n subsets of the carrierE. We define the set

ω(X1, . . . ,Xn) ⊆ E by

ω(X1, . . . ,Xn) =
{

ω(X1, . . . ,Xn)
∣

∣

∣xi ∈ Xi , i = 1, . . . , n
}

.

Let G be a group,D, E andF subsets ofG. Correspondingly we8

have

EF =
{

e f
∣

∣

∣e∈ E, f ∈ F
}

,

E−1
=

{

e−1
∣

∣

∣e ∈ E
}

.

We denote the setE{ f } by E f and similarly{e}F by eF. Also we
identify {e}{ f } with elemente f.

Using the associativity of the multiplication of the elements of G it
is easy to verify that the same holds for the multiplication of sets. In
other words,

D(EF) = (DE)F, for D,E, F subsets ofG.

Let F ⊆ G, {Di}i∈I be a family of subsets ofG; then

(1) (∪Di)F = ∪DiF.

Proof. Let g ∈ (∪Di)F; then

g = d f with d ∈ ∪Di , f ∈ F; now

d ∈ D j for some j ∈ I ; hence

g = d f ∈ D jF ⊆ ∪DiF,

and thus, asg was arbitrary,

(∪Di )F ⊆ ∪DiF.
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Conversely, ifg ∈ ∪DiF, then9

g ∈ D jF for some j ∈ I ;

thus g = d f with d ∈ D j , f ∈ F,

Henced ∈ ∪Di , and therefore

g = d f ∈ (∪Di)F, and again asg was arbitrary,

∪DiF ⊆ (∪Di )F.

Combining this with the above inclusion we have the requiredequal-
ity.

In particular, we have

(D ∪ E)F = DF ∪ EF, for D,E, F ⊆ G.

�

A similar straightforward verification shows that

(2) (∪Di)F ⊆ ∩DiF.

In particular, we have

(D ∩ E)F ⊆ DF ∩ EF.

The following example demonstrates that in general inclusion can-
not be replaced by equality in (2).

TakeG to be the additive group of integers, and

E = {1},D = {−1}, F = G, then

(D ∩ E)F = φ, DF ∩ EF = G.

10



8 1. Introduction, Definitions and Notations

6 Subgroups

Let S ⊆ G, and

(1) ∈ { } ∈ S,

(2) L(s)S, for everys∈ S,

(3) π(s, t) ∈ S, for everys, t ∈ S.

It is obvious thatS is a group with the set of operatorsΩ =
{

∈, L, π
}

.

We call S, a subgroupof G. It should be noted that by definition a
subgroup is non-empty. If a subgroupS of G is a proper subset ofG, we
call it a proper subgroup.

Hereafter the notation “S ≤ G” will be used for “S is a subgroup of
G”. WhenS is a proper subgroup ofG, we shall write “S < G”.

The definition of a subgroup is immediately seen to be equivalent to
the following conditions.

(1′) 1 ∈ S,

(2′) S−1 ⊆ S,

(3′) S S⊆ S.

These three conditions can be replaced by the apparently weaker
condition given in the following simple theorem.

Theorem 1. The subset S of the group G is a subgroup if, and only if

(i) S , φ,

(ii) S S−1 ⊆ S .

Condition (ii) means that for anys, t ∈ S, the “right quotient”st−1 ∈11

S: we then say thatS is closedunder right division. Similarly closure
under left division can be defined.
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Proof. The ‘only if’ part of the theorem is trivial. We proceed to prove
the ‘if’ part. SinceS , φ, there is an elementx ∈ S, and therefore by
hypothesis

xx−1
= 1 ∈ S.

Now, for anyx ∈ S,
1x−1

= x−1 ∈ S.

Further, ifx, y, ∈ S, then by what we have just proved

y−1 ∈ S

and therefore, xy= x(y−1)−1 ∈ S.

This proves thatS is a subgroup. �

Also, by symmetry it follows that a non-empty subset ofG, closed
under left division is a subgroup.

In the above theorem instead of right or left division, we canalso
take their transposes. In other words, a non-empty subsetS of G is
a subgroup if and only if it is closed under one of the following four
binary operations.

(1) ϕ (x, y) = xy−1, (2) ϕ∗(x, y) = y−1x,
(3) ψ(x, y) = x−1y, (4) ψ∗(x, y) = yx−1.

Graham Higman (Higman and Neumann, 1952) has suggested a12

more general problem which stands unsolved in the case of non-abelian
groups.

Problem. Let ϕ be a binary operator (expressible in terms ofε, L, π and
two variables) with the property thatS ⊆ G is a subgroup if only if

(1) S , φ

(2) ϕ(x, y) ∈ S, for all x, y ∈ S.

What forms canϕ take?
In the case of abelian groups it is proved that the only possibilities

are the above four functions (which in this case reduce to only two func-
tions, right and left division).

Nothing is known in the case of non-abelian groups.





Chapter 2

Generators and Relations

1

In this chapter we shall show how to construct the smallest subgroup 13

containing a given set of elements of group. The concept of relation
will also introduced.

As an immediate consequence of the theorem of the last chapter, we
have

Theorem 1. The intersection of an arbitrary family of subgroups of a
groups is a subgroup.

Let G be a group andE a subset ofG. The subgroup

gp(E) =
⋂

E⊆S⊆G

S

is the subgroupgenerated by E. We callE a set ofgeneratorsof gp(E).
Since a subgroup by definition is non-empty, it follows that

gp(φ) = {1}.

We call{1} the trivial subgroupof G.
If X is any set, we denote by|X| its cardinal.
If E ⊆ G and |E| < X◦, thengp(E) is finitely generated. Similarly,

gp(E) is countably generated if|E| ≤ X◦.
If |E| = 1, thengp(E) is acyclic group.

11



12 2. Generators and Relations

We shall now constructgp(E), given E ⊆ G. We construct a non-14

decreasing sequence of sets inductively. PutE1 = E ∪ {1}.

Having definedE1, . . . ,En defineEn+1 = EnE−1
n write S =

∞
⋃

n=1
En.

It is immediately seen that
E1 ⊆ S.

Also, if T is an arbitrary subgroup ofG containingE, then

E1 ⊆ T.

If En ⊆ T, then alsoEn+1 ⊆ T.
It follows that

S ⊆ T (1)

and thus S ⊆ gp(E) =
⋂

E⊆T≤G

T.

We now prove thatS is a subgroup.S is non-empty and all theE′ns
contain 1. If f ∈ En, then

f .1−1
= f ∈ En+1.

ThereforeEn ⊆ En+1. Thus{En} is a non-decreasing sequence of
sets. Letx, y, ∈ S; so thatx ∈ Em, y ∈ En for somem, n. Put p =
max(m, n). Then,x ∈ Ep, y ∈ Ep and hencexy−1 ∈ Ep+1 ⊆ S. This
proves thatS is closed under right division. ThereforeS is a subgroup
containingE. Thus,gp(E) ⊆ S, and combining this with (1), we get15

S = gp(E).

2

The above construction shows that any element ofE has a ‘representa-
tion’ in terms of elements ofE as

w(e1, . . . , en) = em1
1 em2

2 · · ·e
mn
n ,mi = ±1, ei ∈ E, i = 1, . . . , n.
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Such expressions are calledwords. It is not assumed that differ-
ently indexedei are different. Different words may represent the same
element. For example,abb−1c−1 and ac−1 are different words repre-
senting the same elementac−1. The word containing noe at all is the
empty word. This represents the unit element, and we therefore denote
it (somewhat ambiguously) by 1. It is easy to see that any element ofG
that can be represented by a word in the elements ofE is in gp(E). Thus
we have,

Theorem 2. The subgroup gp(E) consists of all the elements of G rep-
resented by the ‘words’ formed by the element of E.

3

Cyclic groups are the simplest types of groups which one comes across.
The theorem below gives the structure of subgroups of a cyclic group.

Theorem 3. If G is cyclic, all subgroups of G are cyclic.

Proof. Let {a} be a generator ofG. Then,

gp({a}) = gp(a) = C.

�

Let S be a subgroup ofG. If = {1}, it is cyclic as claimed. If 16

{1} < S ≤ G, then there is an elementak ∈ S, ak
, 1; also,a−k ∈ S. Let

N be the set of positive integers defined by

N =
{

n
∣

∣

∣

∣

an ∈ S
}

Sincek ∈ N or −k ∈ N, N , φ. Denote bym the least positive
integer inN. We claim thatam is a generator ofS.

Trivially,
gp(am) ≤ S.

If c = aℓ ∈ S, then|ℓ| ≥ m. Write

ℓ = mq+ r, 0 ≤ r < m
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Thenar
= aℓa−mq ∈ S, and thereforer = 0. Hencec = amq ∈ gp(am).

Thus,
S ≤ gp(am)

Combining this with the above inequality, we have

S = gp(am)

and the theorem is proved.

4

In this context, we ask the following question

Problem. What groups can be subgroups of two-generator groups?17

A partial answer to this problem will be given now. It will be com-
pletely soled in the subsequent chapters.

Theorem 4. Countably generated groups are countable.

Let G = gp(E), whereE is countable. LetE =
{

e1, e2, . . .
}

. We
have seen thatgp(E) consists of all the elements represented by ‘words’
in e1, e2, . . ..

If g is an element ofG which can be represented by a wordw in
e1, e2, . . ., theng can be written in the form

g = w = em1
i1

em2
i2
· emℓ

iℓ
,

where thei j are positive integers andmi are integers, positive, zero,
for negative. Note that differentw′s can represent the same element.
Corresponding to eachmi, we define

m+i = max(mi , 0),

m−i = max(−mi , 0).

If mi ≥ 0, thenm+i = mi , m−i = 0. If mi < 0, thenm+i = 0, m−i = −mi.
Thus at most one ofm+i , m−i is non-zero.
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We now constructa 1− 1 mappingγ of the set of allw′s into the set
of positive integers. This will prove thatgp(E) is countable.

We writeγ(1) = 1. If em1
i1

em2
i2
· emℓ

iℓ
, then defineγ(w) = 2i13m+1 5m−1 7i218

11m−2 13m−
2 . . . p

m−
ℓ

3ℓ where pn denotes thenth prime when the set of all
positive primes is arranged in increasing order.

The numbersγ(w) are calledGödel numbers.
Since every positive integer can be written as a product of prime

powers uniquely, it follows that every positive integer is the Gödel num-
ber ofat most oneword; henceγ is 1− 1. Therefore the set of words in
E, and alsogp(E), is countable.

Remark. This theorem can also be proved by making use of the con-
struction we have given forgp(E). That is to say,

gp(E) =
∞
⋃

n=1

En,

whereE1 = E ∪ {1}, En+1 = EnE−1
n . If E is countable, so isE1. If En is

countable, so isEn+1 because|En+1| ≤ |E−1
n | |E

−1
n | = |En|

2. Therefore all
theE′nsare countable, and so is their uniongp(E).

Corollary. Necessary for a group to be embeddable in a two-generator
group is that it be countable

5

Let G = gp(E) be a group withE as the set of generators. Then ev-
ery element ofG can be represented by a ‘word’ formed of some finite
number of elements ofE. We denote byw(e1, . . . , en) a word consisting 19

of the ‘letters’ e1, . . . , en only (not necessarily all). Letw(e1. . . . , en),
v(e1

1, . . . , e
1
m) be two words inE. We say that

w(e1, . . . , en) = v(e1
1, . . . , e

1
m)

is arelation in G, if this equation holds whenw(e1, . . . , en) andv(e
′

1, . . .,
e′n) are considered as elements ofG. Without loss of generality we can
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write the above relation in the form

w(e1, . . . , en) = v(e1, . . . , en).

In the subsequent pages ewill stand for (e1, . . . , en). We say that

w(e) = u(e)

is a trivial relation if it follows from the group axioms and does not
depend upon the particular group under consideration. For example,

e1e2e−1
2 e3e4e−1

4 = e1e3e5e−1
5

is a trivial relation. A relation of the the type

e1e2 = e2e1,

if valid, is a non-trivial relation.
Let

w(e1, . . . , en) = em1
1 em2

2 · e
mn
n ,mi = ±1, ei ∈ E, i = 1, . . . , n

and v( f1, . . . , fr) = f ℓ1
1 f ℓ2

2 · · · f
ℓr
r , fi ∈ E, ℓi = ±1, i = 1, . . . , 2

be two words. By theproductof the wordsw andv (taken in this order),20

we mean the word

v = w(e1, . . . , er )v( f1, . . . , fr) = em1
1 em2

2 · · ·e
mn
n f l1

1 , . . . , f lr
1

similarly theinverseof w is defined to be the word

w−1
= e−mn

n · · · e−m2
2 e−m1

1 .

We now state certain elementary properties of relations which are im-
mediate from the definitions given above.

(1) v(e) = v(e) is a trivial relation.

(2) If u(e) = v(e) is a relation, then so isv(e) = u(e).

(3) If u(e) = v(e) andv(e) = w(e) are relations, then so isu(e) = w(e).
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(4) If u(e) = v(e) is a relation, then so isu−1(e) = v−1(e)

(5) If u(e) = v(e) andu′(e) = v′(e) are relations then so isu(e)u′(e) =
v(e)v′(e)

(6) For any wordu(e),
u(e)u−1(e) = 1

is a trivial relation.

6

In what follows, we shall abbreviatev(e) as v for convenience, when21

confusion is not possible.
we say that a relation

u∗ = v∗

follows from (or is a consequence of) relationsu1 = v1, . . . , ur = vr ,
if it can be derived from these by a finite chain of applications of (1) -
(6). We say that two relationsu = v andu′ = v′ are equivalent if each
follows from the other in the above sense.

Example.Every relationu = v is equivalent to a relation of the form

w = 1.

We can in fact prove this with

w = uv−1.

Suppose thatu = v is true. Then by (4), we have

u−1
= v−1

An application of (2) gives

v−1
= u−1

Also by (1),
u = u

is a relation. 22
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Multiplying these two relations using (5), we get

uv−1
= uu−1

By (6), uu−1
= 1

is a relation. By the transitivity of relations ((3)), we have

uv−1
= 1.

Similarly we can prove thatuv−1
= 1 implies thatu = v.

Let G = gp(E) be a group. Consider the set of relations valid inG.
Let Rbe a set relations in the elements ofE such that all relations in the
elements ofE follow from R.

We then say thatR is a set ofdefining relationsof the group with
respect to the system to generatorsE. The groupG is completely deter-
mined byE andR. We write

G = gp(E; R)

We call (E,R) apresentationof G.
G is finitely presentedif there is some presentation (E; R) of G with

|E| < N0 and |R| < N0. Similarly a countablypresentedgroup is de-
fined.

It is easy to see that all finite groups are finitely presented.An infi-
nite cyclic group is also finitely presented.

There exist groups which are finitely generated but not finitely pre-23

sented. Examples will be given later.
The following problem about finitely presented groups is unsolved.

Problem. What groups can be embedded in finitely presented groups?1

Not all countable groups can be embedded in finitely presented groups.
But I know of no example of a countable group of which it can be proved
that it cannot be embedded in a finitely presented group.

1∗ note added November 1959.A very significant advance towards a solution of
this problem has recently been made by GRAHAM HIGMAN (unpublished). He has
determined all finitely generated subgroups, and a large class of not finitely generated
subgroups, of finitely presented groups.
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7 The Word Problem for groups

In this section we give a brief account of what is known as the “Word
Problem”. This problem arose with the development of mathematical
logic. A precise statement of the problem entirely depends upon a pre-
cise definition of the concept of a “procedure” (also, “algorithm”, “rule”,
“effective procedure”, “recurrive procedure”, “computational proce-
dure” of “process”), which was given by Church, Turing, Kleene and
Post (see Kleene (1952)).

The Word Problem for groups

Given a group presentation (E; R) of a groupG, to give a “procedure” to
decide, for any two wordsu∗, v∗ in the elements ofE, whether

u∗(e) = v∗(e)

is a consequence of the relationsR. Here, roughtly speaking a “proce-24

dure” is a set of rules or instructions that could be so formulated as to
be programmed for an automatic computer with the dataE, R andu∗,
v∗ (suitably coded) and the computer so programmed as to answerby a
somehow cased “follows” or “does not follow”.

A similar problem can be formulated for other algebraic systems.
Markov and Post have proved the insolubility of the word problem in
associative systems. Turing (1950) proved the insolubility of the word
problem for semi-groups with cancellations. (A semi-groupwith can-
cellation is an algebraic system with an associative binaryoperator, with
the property)

ax= bx impliesa = b, and

ya= yb impliesa = b, for all x, y, a, b, ∈ S).

The solubility of the word problem for groups has been provedin
special cases. Magnus (1932) has constructed a procedure tosolve
the word problem for an arbitrary group with a single definingrela-
tion. Similarly V. A. Tartakovski (1949) - (1952), H. Sheik (1956) and
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J. L. Britton (1956), (1957) have given solutions for the word problem
in special classes of groups. However, the question of the existence of
a procedure for the solution of the word problem for groups ingeneral25

remained open until Novikov (1952), (1955), (1958) proved that in gen-
eral the word problem for groups is not soluble. Later, Boone(1954)
(1955) (1957) (1958) (1959) and Britton (1958) gave different proofs
for the insolubility of the word problem for groups.

We conclude this chapter with a precise statement of the insolubility
of the word problem for groups.

Theorem (Novikov, Boone, Britton).There is a finite presentation
(E; R) such that the word problem is insoluble in the group

G = gp(E; R),

in the sense that to every effective procedure M that purports to solve
the word problem for G, there is a word wM(e) such that the equation

wM(e) = 1

defeats the procedure.



Chapter 3

Homomorphisms of Groups

1

We shall, in the this chapter introduce the concepts of homomorphism, 26

isomorphism and other important mappings of a group into another
group.

Let G and H be any two groups. A mappingϕ if G into H is a
homomorphismif it preserves the group operations. On the face of itϕ

has to satisfy

(i) (∈ { })ϕ =∈ { }

(ii) ( l(g))ϕ = l(g)ϕ, for everyg ∈ G

(iii) ( π(g, g′))ϕ = π(gϕ, g′ϕ), for all g, g′ ∈ G.

To make the notation less clumsy, we have used the same symbols
∈, l, π for the operators of the groupsG andH. These three conditions
written in the multiplicative notation read as follows.

(a) 1ϕ = 1 (we use the same symbol ‘1’ for the neutral elements of both
G andH)

(b) (g−1)ϕ = (gϕ)−1

(c) (gg′)ϕ = gϕg′ϕ

21
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The definition of homomorphism given here is capable of gener-
alisation, and thus we can speak of a homomorphism of an algebraic
system into another. But, here we shall confine our attentionto groups.
In the case of groups conditions (a) and (b) are contained in (c). Thus
we have

Theorem 1. A mappingϕ of a group G into a group H is a homomor-27

phism if and only if it satisfies(c).

Proof. If ϕ is a homomorphism ofG into H, then trivially ϕ satisfies
(c). �

Now, letϕ be a mapping ofG into H satisfying (c). We first observe
that in a group the natural element is the only idempotent element. (An
elementx is idempotentif it satisfies the equationx2

= x.) For if x is
any idempotent element of a group, then

xx= x = x1;

therefore, x = 1.

Now,
1ϕ1ϕ = (11)ϕ = 1ϕ.

Therefore 1ϕ is idempotent and hence the neutral element ofH. Simi-
larly

gϕ(g−1)ϕ = (gg−1)ϕ = 1ϕ;

hence (g−1)ϕ = (gϕ)−1.

Thusϕ is a homomorphism ofG into H.
Let X,Y be any two sets andθ a mapping ofX into Y; further let28

E ⊆ X, F ⊆ Y. We define

Eθ
=

{

eθ
∣

∣

∣

∣

e ∈ E
}

Fθ−1
=

{

e
∣

∣

∣e∈ X, eθ ∈ F
}

The following two propositions are easy to verify.
Let ϕ be a homomorphism of a groupG into another groupH.
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(A) If S ≤ G, thenSϕ ≤ H

(B) If T ≤ H, thenTϕ−1
≤ G.

In particular,
{

1
}ϕ−1
= N ≤ G.

The subgroupN ≤ G is uniquely de terminal byϕ and is called the
kernelof the homomorphism.

A homomorphismϕ orG into H is anepimorphismif it mapsG onto
H; in other words, if

Gϕ
= H.

A homomorphismϕ of G onto H is a monomorphismif it is one-
to-one (briefly 1− 1), i. e. xϕ = yϕ implies x = y, for all x, y ∈ G. A
homomorphism which is both an epimorphism and monomorphismis
an isomorphism.

(C) If ϕ is an isomorphism ofG ontoH, then the inverse mappingϕ−1 29

of ϕ exists and is an isomorphism ofH ontoG.

Proof. The equation

gϕ = h, with g ∈ G, h ∈ H,

has one and only one solution inG. We define

hϕ
−1
= g, if gϕ = h.

The mappingϕ−1 is ‘onto’, because for anyg ∈ G, we have

(gϕ)ϕ
−1
= g.

Also, if

hϕ
−1
= h′ϕ

−1
, with h, h′ ∈ H, and

gϕ = h, g′ϕ = h′, then

g = g′, and therefore

h = gϕ = g′ϕ = h′.

Henceϕ−1 is one-to-one. �
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Now, leth, h′ ∈ H, with h = gϕ, h′ = g′ϕ, then (hh′)ϕ
−1
= (gϕg′ϕ)ϕ

−1

= gg′ = hϕ
−1

h′ϕ
−1

. Henceϕ−1 is an isomorphism ofH onto G. It is
easy to see thatϕ−1 is the two-sided inverse ofϕ, in other words; the
composite mappingsϕ ϕ−1 andϕ−1 ϕ are the identity mappings ofG
andH respectively.

We say that two groupsG andH are isomorphicif there is an iso-30

morphismϕ of G ontoH. We then write

G � H.

Let G,H andK be any three groups andϕ andψ be homomorphism
of G into H andH into K respectively. Then we have

(D) The composite mappingϕψ of G into K is a homomorphism.

For letg g′ ∈ G; then

(gg′)ϕψ = ((gg′)ϕ)ψ = (gϕg′ϕ)ψ = (gϕ)ψ = (g′ϕ)ψ = gϕψ = gϕψ

In (D), if ϕ andψ are isomorphisms then so isϕψ. This is easy to
verify.

It follows from the above considerations that isomorphism is an
equivalence relation on the class of all groups. Thus, we have

(R) G � G;

(S) G � H impliesH � G;

(T) G � G & H � K impliesG � K.

Let G be a group. A homomorphism ofG into itself is anendomor-
phism. An isomorphism ofG onto itself is anautomorphism.

The product of two homomorphisms, or more generally, the product
of two mapping is defined only under certain restrictions, viz. that the
range of the first mapping is contained in the domain of the second. This31

is, however, always the case for mapping of a set into itself.
By mere computation one can verify the associativity of the multi-

plication of mappings whenever the multiplication is defined.



1. 25

Thus the set of all endomorphisms of a groupG is closed under
an associative binary operation and therefore forms an algebraic system
calledsemi-group.

Now consider the set of all automorphisms of a groupG. Trivially
the identity mappingL belongs to this set and under the multiplication
of automorphisms it acts as an unit element. By what we have already
proved automorphism possesses a right inverse (in fact it isthe two sided
inverse) and the multiplication is associative.

Thus we have,

Theorem 2. The set of all automorphisms of a group G forms a group.

Let ϕ be an endomorphism ofG possessing a left inverseθ and a
right inverseψ. Thenϕ is an automorphism andθ = ψ. For if,

xϕ1 = xϕ2, with x1, x2 ∈ G

then, (xϕ1)θ = (xϕα)θ

i.e., x1 = xϕθ1 = xϕθ2 = x2.

Thereforeϕ is 1-1. Further for anyx ∈ G, we have 32

(xψ)ϕ = xψϕ = x.

Therefore,ϕ is ‘onto’ and hence an automorphism. This, in turn,
proves thatθ = ψ.

Thus we have proved that the automorphisms ofG are precisely
the endomorphisms having a left inverse and right inverse. But an en-
domorphism which is not an epimorphism may possess a left inverse
which is not a right inverse. Similarly an endomorphism which is not a
monomorphism can have a right inverse which not a left inverse.

Let X be any set. A mappingπ of X into itself is apermutationif it is
1-1 and ‘onto’. Thus every automorphism of a groupG is a permutation
of G.

With the usual techniques, we can verify the following:

Theorem 3. The set of all permutations on X form a group with the
composite of permutations as the binary operation.
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2 Equivalence relations and congruences

Let G andH be any two sets, not necessarily groups,ϕ, a mapping ofG
into H. We introduce an equivalence relation ‘∼’ as follows:

g ∼ g′ if and only if gϕ = g′ϕ.

It is immediate that ‘∼’ satisfies the following conditions:

(R) g ∼ g;33

(S) g ∼ g′ impliesg′ ∼ g, for all g, g′ ∈ G;

(T) g ∼ g′, g′ ∼ g′′ impliesg ∼ g′′, for all g, g′, g′′ ∈ G.

Hence ‘∼’ is an equivalence relation.
Now let G andH be groups andϕ a homomorphism ofG into H.

Then ’∼’ in addition toR,S,T also satisfies the following condition:

g ∼ g1, g
′ ∼ g′1 impliesgg′ ∼ g1g′1.

For
gϕ = gϕ1, g

′ϕ
= g′ϕ1 .

Therefore,

(gg′)ϕ = gϕ g′ϕ = gϕ1 gϕ1 = (g1 g′1)ϕ.

Further

g ∼ g1 implies g−1 ∼ g−1
1

For gϕ = gϕ1 implies (g−1) = (g−1
1 )ϕ

Such an equivalence relation is called acongruence.

Definition. Let G be a group and ‘∼’ an equivalence relation satisfying
the condition.

g ∼ g′, g1 ∼ g′1 impliesgg1 ∼ g′g′1
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Then we call ‘∼’ a congruence. Strictly speaking we should also34

demand that
g ∼ g′ impliesg−1 ∼ g′−1.

But in the case of groups our definition implies this. For if,

g ∼ g′, then

g′ ∼ g

Now,

g−1 ∼ g−1

and therefore g′ g−1 ∼ gg−1
= 1.

Again,
g′−1 ∼ g′−1.

Therefore
g−1
= g′−1(g′g−1) ∼ g′−11 = g′−1.

Let X be any set,ϕ a mapping ofX into another setY. We have
seen thatϕ induces an equivalence relation ‘∼’ in X. Every equivalence
relation splitsX into disjointblocks. Let ‘∼’ be any equivalence relation
in X. Define, forg ∈ X

[g] =
{

x ∈ XE
∣

∣

∣

∣
x ∈ g

}

.

Then clearly either

[g] ∩ [h] = φ,

or [g] = [h].

Conversely every partition ofX into blocks gives rise to an equiva-35

lence relation. To see this we have only to define “x ∼ y if and only if
x, y belong to the same block”.

Now letG be a group and ‘∼’ a congruence relation inG. That is to
say,

g ∼ g1, h ∼ h1 impliesgh∼ g1 h1, for g, h, g1, h1 ∈ G.
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In this case the block [gh] depends only on [g] and [h] and not on
the particular elementg andh. For if

[g] = [g′]

and [h] = [h′]

then [gh] = [g′h′].

This follows easily from the definition of a congruence in a group.
Now we shall prove that the product of [g] and [h] is again a block.

In other words,
[g][h] = [gh]

Let, p ∈ [gh], then p ∼ gh. But

g−1 ∼ g−1.

Therefore
g−1p ∼ g−1(gh) = h

Thus36

p = g(g−1p), with g ∈ [g], g−1p ∈ [h]

Hence
p ∈ [g][h]

thus
[gh] ⊆ [g][h]. (1)

Conversely ifx =∈ [g][h], then

x = g′h′, with g′ ∈ [g], h′ ∈ [h]

Hence

g′h′ ∼ gh, and

therefore x = g′h′ ∈ [gh].

This gives
[g][h] ⊆ gh. (2)



2. Equivalence relations and congruences 29

Combining this with (1) we have

[g][h] = [gh]

This multiplication of blocks turns the set of blocks into a group.
We have

[1][g] = [1g] = [g]

Similarly 37

[g][1] = [g1] = [g],

[g][g−1] = [gg−1] = [1],

[g−1][g] = [g−1g] = [1]

The above equations prove the following theorem.

Theorem 4. The books associated with a congruence in a group G from
a group

We denote this group byG/ ∼. The block [l] is the neutral element
of this group and [g−1] is the inverse of [g]. We callG/ ∼ thequotient
group(also the factor group) with respect of the congruence ‘∼’

The notion of congruence, as well as the notion of the quotient alge-
bra with respect to a congruence, can be defined much more generally
than for groups, namely for arbitrary algebraic systems.

In the case of groups, the book [l] plays an important part. In fact we
shall see that it completely determines the congruence associated with
it.

We one define an epimorphismθ of G ontoG ∼. Write

gθ = [g]

The equation
[gh] = [g][h]

demonstrates thatθ is a homomorphism. Obviouslyθ is ontoG/ ∼ and 38

thereforeθ is an epimorphism.
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Consider now

{[1]}θ
−1
=

{

x ∈ G
∣

∣

∣

∣

∣

xθ = [1]
}

=

{

x ∈ G
∣

∣

∣

∣

∣

[x] = [1]
}

.

We see from this that

{[1]}θ−1
= [1] (considered as a set).

Thus [l] is the kernel ofθ and we denote it byN.

Definition. Let S ≤ G; then the setSg is called aright cosetof S.
Similarly left cost coset is defined

We shall now prove that every block, with respect to a certaincon-
gruence is a right coset of the kernel of the epimorphism induced by the
congruence under consideration.

Let ‘∼’ be a congruence inG andθ the corresponding epimorphism
of G ontoG/ ∼, and again

N = [1] = [1]θ
−1
.

Then
[g] = Ng;

for let x ∈ Ng; then

x = ng with n ∈ N.

Now,39

n ∼ 1, g ∼ g, give

ng∼ 1g = g

i.e., x = ng ∈ [g]

Therefore
Ng⊆ [g]

Conversely ifx ∈ [g], then

x ∼ g, g−1 ∼ g−1 imply
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xg−1 ∼ gg−1
= 1

Therefore x = (xg−1)g ∈ Ng.
Thus

[g] ⊆ Ng, and it follows that

[g] = Ng, as claimed

Similarly
[g] = gN

Hence
Ng= [g] = gN.

Thus we have proved the following theorem. 40

Theorem 5. Let ‘∼’ be a congruence in G. The mappingθ of G into
G/ ∼ defined by

gθ = [g] with g∈ G

is an epimorphism with kernel N= [1]. Further every element of G/ ∼
is a right coset (left coset) of N. Also N commutes with every elements
of G.

LetR be the set of all congruences inG. Every∼∈ R in a 1−1 man-
ner determines the associated natural epimorphism. LetM denoted the
set of all such associated natural epimorphisms. Also everyθ ∈M de-
termines uniquely a kernelN. Let N be the of all such kernels. By the
above theorem everyN ∈ N determines completely all the blocks and
therefore uniquely determines the associated congruenceswhich in turn
determines the natural epimorphism. The consideration above prove the
following theorem.

Theorem 6. There is a ‘natural’ 1-1 correspondence betweenR,M
andN .

Because of the above theorem we shall write G/N for G/ ∼ where
N is the kernel determined by∼.
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3 Factorisation of a homomorphism

We shall now show that every homomorphism of a group onto another
can be factorised “canonically”.

Theorem 7. Let G and H be any two groups,ϕ a homomorphism of
G into H. Thenϕ can be factorised in the fromϕ = θψ, whereθ is41

the canonical epimorphism(or natural epimorphism) of Gonto G/ ∼
(= G/N), ∼ being the congruence determined byϕ, and whereψ is a
monomorphism of G/ ∼ into H.

Proof. Defineψ onG/ ∼ with values inH by

[g]ψ = gϕ

Let

[g] = [g′]

then g ∼ g′

and therefore gϕ = g′ϕ.

This proves thatψ is a defined mapping. Further,

([g][h])ψ = ([gh])ψ = (gh)ϕ

= gϕhϕ = [g]ψ[h]ψ, for all g, h ∈ G.

Also ψ is 1-1. For if

[g]ψ = [h]ψ, with g, h ∈ G, then

gϕ = hϕ; that is

g ∼ h and

therefore42

[g] = [h].

Thusψ is a monomorphism ofG/ ∼ into H. Now,

gθψ = [g]ψ = gϕ, for all g ∈ G.

Therefore
ϕ = θψ

Hence the theorem. �



4. Normal subgroups 33

4 Normal subgroups

We now proceed to characterise the kernels of the homomorphisms of
a groupG. We have already seen that the kernel determined by a con-
gruence inG commutes with all the elements ofG. We shall prove that
the kernel of any homomorphism ofG has this property. The following
establishes this.

Theorem 8. Let G and H be any two groups,ϕ a homomorphism of
G into H. Then the kernel ofϕ is also kernel N associated with the
congruence ‘∼’ determined byϕ.

Proof.

{1}ϕ
−1
=

{

x
∣

∣

∣xϕ = 1
}

=

{

x
∣

∣

∣xϕ = 1ϕ
}

=

{

x
∣

∣

∣x ∼ 1
}

= [1] =
{

1
}θ−1

= N.

Thus the kernel of any homomorphism of the groupG into H commutes 43

with all the elements ofG. �

We now make the following definition.

Definition. Let N ≤ G. Then is anormal subgroup(also self-conjugate
or invariant) ofG (notationN△G) if

Ng= gN for all g ∈ G.

Thus the kernel of a homomorphism ofG into H is a normal sub-
group

Let N△G. Definex ∼ y if and only if xy−1 ∈ N. A straight forward
verification shows that ‘∼’ is a congruence relation inG. Further,

[1] =
{

x
∣

∣

∣x ∼ 1
}

=

{

x
∣

∣

∣x ∈ N
}

= N

Hence we have
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Theorem 9. Every normal subgroup N△G determines a congruence ‘∼’
in G with

[1] = N.

Corollary. If N△G, then N is the kernel of some homomorphism of G.

Proof. We have only to consider the natural epimorphismθ of G onto
G/ ∼= G/N. Theorem 6 and Theorem 9 together imply �

Theorem 10. LetC be the set of all congruences in G,N the set of all
normal subgroup of G. Then there is a1− 1 mappingα of C ontoN ,44

in a natural way.

Proof. Defineα as

α(∼) =
{

x
∣

∣

∣x ∼ 1
}

= [1] = N, for all ∼∈ C

α serves our purpose. �

5 The graph of a binary relation

Let E be any set and ‘∗′ a binary relation inE. With every such relation
there is associated a setR⊆ E × E, namely

R=
{

(x, y)
∣

∣

∣x ∗ y, x ∈ E, y ∈ E
}

.

The subsetR is called the graph of the binary relation. Conversely
to everyR ⊆ E × E there is a binary whose graph isR; and this cor-
respondence is 1− 1. We shall usually identify the binary relation ‘*’
with its graph and refer toR itself as the binary relation. In particular,
with this identification, an equivalence relation inE will be subset of
E × E. We shall now interpret the reflexive, symmetric and transitive
laws in terms of the subset of the product setE × E. We call the subset
△ ⊆ E × E, defined by

△ =

{

(x, x)
∣

∣

∣x ∈ E
}
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the diagonal of E × E.
Let R⊆ E × E, S ⊆ E × E be two binary relations inE. Then

R−1
=

{

(x, y)
∣

∣

∣

∣

∣

(y, x) ∈ R
}

is the inverse of the relationR. By theproductof the relationsR andS 45

we mean the relation

RS=
{

(x, z)
∣

∣

∣∃y, y ∈ E, (x, y) ∈ R, (y, z) ∈ S
}

.

Let R be a binary relations inE. ThenR is reflexive if and only in
△ ⊆ R; alsoR is symmetric if and ifR−1 ⊆ R; finally R is transitive if
and only ifR2(= RR) ⊆ R.ThusR is equivalence relation if and only if it
has all three properties:

(R) △ ⊆ R,

(S) R−1 ⊆ R,

(T) R2 ⊆ R.

It is immediate from the above definitions that

R△ = △R= R, for all R⊆ E × E.

Further the symmetric and transitive laws are in the equivalent toR−
R−1 andR2

= R, respectively. The following fact is formally analogous
to Theorem 1 of Chapter 1; we omit the proof.

Theorem 11. R⊆ E × E is an equivalence relation if and only if

(1) R, φ

(2) RR−1 ⊆ R.
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6 The graph of a congruence in a group

Let G be a group. Before considering the congruences in a group, we
shall introduce a group structure on the product setG ×G in a natural 46

way. Define the unit element ofG×G to be (1,1) with 1∈ G, the inverse
of (g, h) to be (g−1, h−1) and the product of (g, h) and (g′, h′) to be

(g, h)(g′, h′) = (gg′, hh′), with g, g′, h, h′ ∈ G.

It is easily seen that this turnsG×G into a group. We call this group
the direct squareof G. In fact we can define the direct product of any
family of groups. We shall have occasion to return to this topic later
(See Chapter 6).

Let R⊆ G×G be a congruence inG. Since

△ ⊆ R,

it follows that (1, 1) ∈ R.

If (g, h) ∈ R and (g′, h′) ∈ Rthen

g ∼ h andg′ ∼ h′.

Therefore

gg′ ∼ hh′; that is

(gg′, hh′) ∈ R.

Thus
(g, h)(g′, h′) = (gg′, hh′) ∈ R.

Further if (g, h) ∈ R, then47

g ∼ h and therefore

g−1 ∼ h−1; that is

(g−1, h−1) ∈ R.

Thus we have proved thatR is a subgroup ofG×G, that is in symbols

R≤ G×G.
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Conversely reversing the above arguments we can prove that if R is
an relation andR ≤ G ×G, thenR is a congruence inG. Thus we have
following theorem.

Theorem 12. The equivalence relation R⊆ G×G is a congruence in G
if and only if R≤ G×G

7 The lattice of congruences and normal subgroups

Let R,S be two binary relations inE. By the intersectionof relations
R andS, we mean the relation whose graph isR

⋂

S. The following
theorem is an immediate consequence of the definition of an equivalence
relation.

Theorem 13. The intersection of any family of equivalence relations in
E is an equivalence relation.

Let S be any binary relation inE. Then
R = R(S)

⋂

S⊆Ri

Ri is the equivalence relationgenerated by Swhere 48

Ri runs all the equivalence relations containingS. In particular,

R(φ) = △

is theidentity relation.
In general, the union of two equivalence relations need not be an

equivalence relation. We make the following definition.

Definition. Let {Ri}i∈I be a family of equivalence relations. Thejoin of
{Ri}i∈I is the equivalence relation generated by

⋃

Ri
.

The discussion above, leads to the following theorem.

Theorem 14. The set of all equivalence relation in E is a lattice on
E × E with “⊆ in EXE” as the partial order.

In this case, the ‘cap’ and ‘cup’ operations are the set intersection
and the ‘join’ as we have defined above.

Let us turn to groups. LetG be a group. Similar to Theorem 13, we
have for congruences the following theorem.
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Theorem 15. The intersection of any family of congruences in G is
again a congruence.

Thus we can now speak ofthe congruence generated by a binary
relation in G. As in the case of equivalence relations we can similarly
define the join of a family of congruences inG. Note, however, that
“join” means different things according as we deal with the lattices of
equivalence or of congruences.

Analogous to Theorem 14 is the following theorem.49

Theorem 16. The set R of all congruences in a group G is a lattice on
G×G with “⊆ in G×G” as the partial order.

Of course, the ‘cap’ and the ‘cup’ operations again are the set inter-
section and the join. The lattice of congruences of a group have impor-
tant properties. But we shall not discuss them here. We only mention
that the lattice of congruences of a groupG is not a sub-lattice of the
lattice of equivalence relations.

Let us now consider the setN of all normal subgroups ofG. We
shall show thatN is a lattice with set inclusion as the partial order.
For this we need to following theorem, the proof of which is straight-
forward; and we omit it.

Theorem 17. The intersection of a family{Ni}i∈I of normal subgroups
is a normal subgroup.

We can now speak of the normal subgroup generated by a subset of
G. An an immediate consequence of this theorem we have

Theorem 18. The setN of all normal subgroups of G is a lattice with
inclusion as the partial order.

Here again the ‘cap’ operations is the intersection and the ‘cup’ op-
eration is the “join”, where the join of a family of normal subgroups is
the normal subgroup generated by the union of the groups of this family.

We have already need (Theorem 10) that there is natural 1-1 map-
ping λ of the set of all congruences inG ontoN . In fact this mapping50

is a lattice isomorphism ofR ontoN . To prove this we have only to
show that this mappingλ preserves the partial order.
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Let R⊆ R′ with R,R′ ∈ R, andRλ = N, Rλ = N′. Then,

N =
{

x
∣

∣

∣(x, 1) ∈ R
}

⊆

{

x
∣

∣

∣(x, 1) ∈ R′
}

= N′

Thus we have,

Theorem 19. The latticeR andN are isomorphic.

8 Extension of a mapping of a set of generators of a
group to a homomorphism

Let G = gp(E) andH = gp(F) be groups andϕ an arbitrary mapping of
E into F. Under what conditions canϕ be extended to a homomorphism
of G into H? In other words, when can a homomorphismψ of G into H
exists, with

eψ = eϕ, for all e ∈ E?

Further if such a mappingψ exists, is it unique? The mappingϕ
induces, in a natural way, a mappingϕ∗ on the set of all words inE with
values inH; namely

(w(e))ϕ∗ = w(eϕ), where

eϕ = (e1, . . . , en)ϕ = (eϕ1, . . . , e
ϕ
n), ei ∈ E, i = 1, . . . , n.

In generalϕ∗ need not be a well define mapping ofG. For an element 51

of G may have more than one word representation it and it is bot always
true that the images byϕ∗ of all these words are the same elements of
H. Wheneverϕ∗ induces a mapping onG, we shall denote the induced
mapping also byϕ∗.

Suppose now, thatϕ can be extended to a homomorphismψ of G
into H. Let g = w(e) ∈ G. Then

gφ = (w(e))ψ = w(eψ) = w(eϕ).

This shows thatϕ∗ induces a mapping onG and thatψ coincides with
ϕ∗. Conversely letϕ∗ induce a mapping onG. If g = w(e), h = u(e),
thengϕ

∗

= w(eϕ), hϕ
∗

= u(eϕ); and (gh)ϕ
∗

= (w(e)u(e))ϕ
∗

= w(eϕ)u(eϕ) =
gϕ
∗

hϕ
∗

. Henceϕ∗ is a homomorphism ofG into H. Thus we have proved
the following theorem.
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Theorem 20. The mappingϕ can be extended to a homomorphism of G
into H if and only ifϕ∗ induces a mapping on G. Further, there can be
only one such extension and this then coincides withϕ∗.

Let ϕ be a mapping ofE into H andϕ∗ the mapping induced byϕ
on the set of all words inE. Supposeϕ∗ induces a mapping onG. Let

u(e) = v(e)

be a relation inG. Supposeϕ∗ induces a mapping onG, we have

(u(e))ϕ
∗

= (v(e))ϕ
∗

;

that is u(eϕ) = v(eϕ)

is a relation valid inH.52

Conversely suppose every relation

u(e) = v(e)

in G leads to a valid relation

u(eϕ) = v(eϕ) in H.

Now if x is any element inG, say

x = u(e).

Then
xϕ
∗

= (u(e))ϕ
∗

= u(eϕ).

If also

x = v(e)

then xϕ
∗

= (v(e))ϕ
∗

= v(eϕ)

But
u(e) = v(e) (= x)

is a relation inG. Therefore53

u(eϕ) = v(eϕ)

is valid relation inH; that isϕ∗ induces a well-defined mapping onG.
Hence by Theorem 20, we have
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Theorem 21. A mappingϕ of of E into H can be extended to a homo-
morphism of G= gp(E) into H if and only if every relation

u(e) = v(e) in G

leads to a relation
u(eϕ) = v(eϕ) in H.

Since every relation can be derived from the defining relations, we
have the following corollary.

Corollary ven Dyck (1882).Let G= gp(E) and H = gp(F), and letϕ
be a mapping of E into F. Thenϕ can be extended to a homomorphism
of G into K if and only if every defining relation of the form

u(e) = v(e)

turns into a valid relation

u(eϕ) = v(eϕ)

between the elements of F upon applying.





Chapter 4

Free Groups

1

In this chapter we shall consider an important class of groups called 54

“free groups”. LetE be a set of generation of a groupF. We call F a
free groups ifF = gp(E;ϕ). In other words, a free groups is one which,
in a particular set of generations, does not have any definingrelations
and hence it is without non-trivial relations. An infinite cyclic group
is a free group with one generator. An immediate consequenceof Von
Dyck’s theorem is:

Theorem 1. Every mapping of the generation set E of a free group
F = gp(E;ϕ) onto a group H can be extended to a homomorphism of F
into H.

2 Normal words

We now proceed to find what the elements of a free group look like. We
make the following definition

Definition. (i) The empty word ‘1’ is a normal word

(ii) the wordsem1
i1

em2
i2
· · ·emλ

iλ
is a normal word if

(a) mi = ±1, i = 1, . . . , λ

43
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(b) i j = i j+1⇒ mj = mj+1.

It is clear from this definition that a normal word is one whichcannot
be “cancelled down” to a shorter word. The number of letters in a word55

w is thelengthif the wordw and is denoted byλ(w). We putλ(1) = 0.
The following theorem shows that any word can be cancelled down

to a unique normal word.

Theorem 2. Every word is trivially equal (i.e. equal by a trivial rela-
tion) to a normal word and this normal word is unique.

Proof. We prove the first part of the theorem by induction on the length.
Let G = gp(E) be a group and letw(e) be a word inE, with λ(w) = n.
Whenn = 0, by definitionw is the empty word and hence normal. Thus
the theorem is true forn = 0. Assume that every wordv, with λ(v) < n,
is ’trivially equal’ to a normal word. Let1 w = em1

i1
em2

i2
· · · emn

in
and thus

λ(w) = n. �

If w is normal, there is nothing to prove. Ifw is not normal, then
there is a positive integerj such thati j = i j+1,mj = −mj+1. Put
u = em1

i1
em2

i2
· · · e

mj−1

i j−1
, u′ = e

mj+2

i j+2
· · · emn

in
. Thenw ≡ ue

mj

i j
e

mj+1

i j−1
, u′. It is

immediate thatw ≡ ue
mj

i j
e

mj+1

i j−1
, u′ = uu′ ≡ v is a trivial relation. But

λ(v) = n− 2. Therefore induction hypothesis, there is a normal wordw′

such thatv = w′ is a trivial relation. Sincew = v is also a trivial relation
it follows by transitivity thatw = s′ is a trivial relation. This proves the56

first part of the theorem.
We say that wordv is obtained from the wordu by an ‘elementary

reduction’ if there is a ‘letter’e in u such thatu ≡ u′eme−mu′′ and

v ≡ u′u′′,m= ±1.

To prove the uniqueness we required the following two lemmas.

Lemma 1. Two words v, v′ are trivially equal (i.e. v= v′ is a triv-
ial relation) if and only if there is a finite sequence of wordsv = v0,
v1, . . . , vn = v′, such that for every i(1 ≤ i ≤ n), either vi+1 is got from vi
by elementary reduction or vi is got from vi+1 by elementary reduction.

1We use≡ for equality of words,= for equality of group elements
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Lemma 2. (The “Diamond Lemma”). If u1 and u2 are obtained from
the same word v by elementary reduction, then either u1 ≡ u2, or each
can be reduced by an elementary reduction to one and the same word
v∗.

Proof. Let

v = em1
i1

em2
i2
· · · emn

in
,

i j = i j+1,mj = −mj+1,

ik = ik+1,mk = −mk+1,

and u1 obtained by omittingem1
i1

e
mj+1

i j+1

from v, and u2 by omitting emk
ik

emk+1
ik+1

,
where we may without loss of gener-
ality suppose thatj ≤ k.

Then if j = K, thenu1 ≡ u2 (trivially). � 57

If j = k− 1, thene
mj

i j
emk+1

ik+1
= em, say, and

u1 ≡ em1
i1
· · · e

mj−1

i j−1
em emk+2

ik+2
· · · emn

in
≡ u2.

Finally, if j < k − 1, put

v∗ = em1
i1
· · ·e

mj−1

i j−1
e

mj+2

i j+2
· · ·emk−1

ik−1
emk+2

ik+2
· · ·emn

in
.

Thenv∗ is obtained fromu1 by the elementary reduction that deletes
emk

ik
emk+1

ik+1
and fromu2 by similarly deletinge

mj

i j
e

mj+1

i j+1
.

We now give an intuitive argument to show that if two normal words
are trivially equal, then they are identical. Letw,w′ be two words such
that w = w′ is a trivial relation. By lemma 1, there exists wordsw =
v0, v1, . . . , vn = w′ such that eithervi+1 is obtained fromvi by elementary
reduction or vice versa, fori = 0, 1, . . . , n. In the following figure we
write vi+1 abovevi and connect it tovi if vi+1 is obtained fromvi by
elementary reduction.
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A glance at the above figure shows that by several applications of58

the diamond lemma, we descend down to a wordw∗, which is trivially
equal tow andw′, or w andw′ are identical. Now ifw andw′ are normal
words which are trivially equal, then they have to be identical as further
descent is not possible.

A formal proof of the above lemma can be found in M.H.A Newman59

(1942).

Corollary. If G = gp(E), then every element g∈ G has a representation
g = w(e) where w is normal.

In particular in a free group, every element is representative by one
and only one normal word. This follows from the fact that in a free
group there are no non-trivial relations.

3

Let G be any group withG = gp(E; R) andF = gp(E0, ϕ) a free group
such that|E0| = |E|. There is a mappingϕ of E0 onto E which is one-
one. By Von Dyck’s theoremϕ can be extended to an epimorphismϕ∗

of F ontoG.
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Let N = {1}ϕ∗
−1

be the kernel ofϕ∗. ThenN∆F. Let f ∈ F. Then
f = w(e0). Without loss of generality we can assume thatw is a normal
word. We have

f ϕ
∗

= w(e) = g ∈ G

where e0
= (e0

1, . . . , e
0
n)

e0
= (e1, . . . , en) andei = e◦

ϕ

i .

Now f ∈ N if and only if g = 1; i.e., f ∈ N if only if w(e) = 1 is a
relation inG. Since any relation ofG can be written in the formw = 1,
it follows that N completely determines the relation inG. HenceN is
called therelation groupof G.

Further 60

g � F/N.

Thus we have the following theorem.

Theorem 3. Every group is an epimorphic image of a free group and
hence is isomorphic to a quotient group of a free group.

If a set of defining relationR of G is given we can say something

more about the structure ofN. Let R= { fi ≡ wi(e) = 1
∣

∣

∣

∣

∣

i ∈ I } be a set of

defining relations ofG. Without loss of generality we can assume that
all wi(e) are normal words. We claim thatN is the normal closure inF
of { f ′i }i∈I , where f ′1 = wi(e0). That is to sayN is the normal subgroup of
F containing{ f ′1}i∈I . In other words, ifR′ = { f ′1}i∈I , then

N =
⋂

R′⊆M∆F

M

SinceR′ ⊆ N∆F, we haveN′ ⊆ N, whereN′ denotes the normal
closure ofR′. Consider now the quotientF/N′. All the defining relations
wi = 1, i ∈ I of G, are satisfied inF/N′ asR′ ⊆ N′. Hence any relation
w = 1 satisfied inG is also satisfied inF/N′. Let f ≡ w(e0) ∈ N. Then
w(e) = 1 is a relation inG and thereforew(e0)N′ = N′. i.e.,w(e0) ∈ N′.
HenceN ⊆ N′.

In virtue of the reversed inclusion which we already have, this proves
thatN = N′.

The following theorem gives a method of construction forN′. 61
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Theorem 4. Let G be any group, S⊆ G. Then the normal closure T of
S in G is the totality of all elements t of the form

t = g−1
1 sm1

1 g1g−1
1 sm2

2 g2 · · · g
−1
λ sm

λ gλ,

where mi = ±1, λ arbitrary, gi , si are arbitrary elements of G and S
respectively.

Proof. Let T denote the totality of such elements. TriviallyT is con-
tained in the normal closure ofS. To complete the proof of the theorem,
we have only to show thatT∆G. ThatT is closed under right division is
easy to verify, so thatT ≤ G. If g ∈ G, then

g−1tg = g−1g−1
1 sm1

1 g1g−1
2 sm2

2 g2 · · · g
−1
λ sm

λ gλg

= (g1g)−1sm1
1 (g1g) (g1g) (g2g)−1sm2

2 (g2g) · · · (gλg)−1sm(gλg) ∈ T

for arbitraryt ∈ T. ThereforeT∆G. Hence the theorem. Determining to
our N, we see thatN consists of all elements of the form

t−1
1 w±1

i1 t1t−1
2 w±1

i2 t2 · · · t
−1
λ w±1

iλ , where

t′
λ
sare arbitrary andwik ∈ R′. �

4 Dual property of free groups

Theorem 5. If a group G is epimorphically mapped on a free group F,
then G contains a free subgroup isomorphic to F, and in fact mapped
isomorphically onto F by the restriction to it of the epimorphism of G.62

Proof. Let ϕ be an epimorphism ofG onto F. Let F = gp(E, ϕ). Then
eϕ
−1

is a non-empty for everye ∈ E. Choose ane1 from eϕ
−1

. Denote by
E1 the set of all suche′1s. Let F1 = gp(E1). We claim that the restriction
ϕ1 of ϕ to F1 ia an isomorphism ofF1 onto F. That the mappingϕ1 is
an epimorphism is obvious, by our choice ofe′1s. Now if g ∈ F, let
w(e) he a normal word representingg. Thengϕ1 = (w(e))ϕ1 = (w(e))ϕ =
(w(eϕ1)) = w(e) = 1 if and only if w is the empty word, asF is a free
group. Hence the kernel ofϕ1 consists of the neutral elements alone and
thereforeϕ1 is an isomorphism. Since any group isomorphic to a free
group is also free, our theorem follows. �
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Theorem 6. Free groups generated by sets of the same cardinality are
isomorphic.

Proof. Let E andE0 be two sets such that|E| = |E0|, F = gp(E, φ) and
F0
= gp(E0, φ). Let ψ be a one-one mapping ofE0 onto E. Extend

it to an epimorphism ofF0 onto F. We shall also denote this extended
mapping byψ. �

Now (w(c◦))ψ = w(e) = 1 if and only if w is an empty word. This
follows because we can without loss of generality takew to be a normal
word. hencew(e0) = 1. Thereforeψ is an isomorphism ofF0 ontoF.

This shows that the structure of a free group depends only on the 63

cardinality of its set of generators. We call|E| the rank of the free group
gp(E, φ). A free of rank zero is the trivial group{1}. Free groups of rank
1 are finite cyclic groups.

It is natural to ask if free groups of different ranks are in fact differ-
ent. The following theorem answer this question.

Theorem 7. Free groups of different ranks are not isomorphic.

To prove this theorem we need the following lemma, the proof of
which we shall give later.

Lemma. To every cardinal number n there is group Gn that can be gen-
erated by a set of cardinal n elements, but by no set of strictly smaller
cardinal.

Proof of the theorem.Let

Fn = gp(En, φ), |En| = n,

Fm = gp(Em, φ), |Em| = m

wherenandmmay be infinite cardinals. ChooseGn of the above lemma.
Then there is a epimorphismψ of Fn ontoGn. Assume that there is an
isomorphismϕ of Fm onto Fn. Thenϕψ is an epimorphism ofFm onto
Gn. ThereforeEϕψ

m generates the groupGn. Hence we havem= |Em| ≥

|Eϕψ
m | ≥ n using the isomorphismϕ−1, we similarly getn ≥ m. Hence

m = n. Differently put,Fm andFn are not isomorphic ifm , n. Hence
the theorem.
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Proof of the lemma.For every cardinaln, we shall construct aGn with
the desired property. LetM be any set with|M| = m. Consider the setG64

of all finite subsets ofM. We turnG into a group by defining the binary
operation as the symmetric difference. That is to say, for everyS,T ∈ G.

S T= (S − T)
⋃

(T − S)

We take the empty setφ as the unit element and eachS as its own in-
verse. For we have

Sφ = φS = S andS S= φ, for everyS ∈ G.

The verification of the associativity of this multiplication is easy and
therefore we omit it. Hence the multiplication defined inG, makesG a
group. We claim that this groupG is generated by the set of one-element

subsets ofM, E =
{

{x}
∣

∣

∣

∣

∣

x ∈ M
}

. For if S =
{

a1, a2, . . . , ak

}

, it is easily

seen thatS = {a1}{a2} · · · {ak}. Further for everyS, T ∈ G, we have
S T = TS. ThereforeG is commutative. We shall show that no set
of cardinal< m generatesG. Let E0 be a set of generators ofG with
E0
= n, say. Then every elementsx ∈ G can be written as

x = sm1
1 Sm2

2 · · ·S
mk
k with mi = ±1,Si ∈ E0, i = 1, . . . , k.

But inG, we haveS = S−1, for everyS ∈ G. Therefore everyx ∈ G,
can be written as

x = S1S2 · · ·Sk with district generatorsSi ∈ E0.

Further, sinceG is commutative it follows that every finite subset of65

E0 determines only one element ofG. Thus to every elementx ∈ G, we
can associated a finite subset ofE0. This shows that|G| ≤ cardinal of
the set of all finite subsets ofE0. But we know that ifX is any set andF
the set of all finite subset ofX. Then

|F | = 2X if |X| < N0

and |F | = X if |X| ≥ N0
Thus ifm is finite, we have, from the above inequality, that 2m ≤ 2n,

and thereforem ≤ n. If m is infinite andn is finite, we havem ≤ 2n,
which is impossible. Hence ifm is infinite, n must also be infinite, and
again conclude thatm ≤ n. Hence the groupG cannot be generated by
a set of cardinals strictly smaller thanm. This establishes the lemma.
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Identical Relations and
Varieties of Groups

1

In the preceding chapter we have seen that an arbitrary mapping from a 66

set generators of a free group into any other group can be extended to a
homomorphism. In fact this property completely characterises the free
groups. In order to generalise this notion of being “free”, we introduce
certain classes of groups calledvarietiesof groups

While proving that the free groups of different ranks are not iso-
morphic we have come across an example of a groupG in which the
equationx2

= 1 holds for allx in G. Such equations are calledidentical
relationsor laws.

Definition. A law or identical relation is a relation of the form

u(X) = v(X)

whereu and v are words in X= (X1, . . . ,Xn). We say that the law
u(X) = v(X) holds in a groupG if the equationu(f) = v(f) holds
when we substitute arbitrary elementsg1, . . . , gn of G for the “variables”
X1, . . . ,Xn. For instance ifu(X) = X1X2 andv(X) = X2X1, then in an
abelian group the lawu(X) = v(X) holds.

The following fundamental relations can be easily verified

51
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(1) If u ≡ v, thenu = v is a law.

(2) If u = v, is a law then so isv = u.

(3) If u = v andv = w are laws, then so isu = w.67

(4) If u = v is a law, then so isu−1
= v−1.

(5) If u = v andu′ = v′ are laws, thenuu′ = vv′ is a law.

(6) XX−1
= 1 andX−1X = 1 are laws.

(7) If u(X) ≡ u(X1, . . . ,Xn) = v(X1, . . . ,Xn) ≡ v(X) is a law andY1(Z),
. . .Yn(Z) are words in variablesZ1, . . . ,Zp thenu(Y1(Z), . . . ,Yn(Z))
= v(Y1(Z), . . . ,Yn(Z)) is a law.

The rule (7) is a called thesubstitution rule.
[If we assumeXX−1

= 1 and (7) we can derive the lawX−1X = 1.
For putY = X−1. ThenYY−1

= 1 is a law. i.e.X−1(X−1)−1
= X−1X = 1

is a law.]
These rules can be used can be used to derive from given laws that

are valid in a group further laws that “follow” from the givenlaws.

Example. If X2
= 1 is a law in a group, then so is

XY= YX

Proof. The lawXY= YX is equivalent toX−1Y−1XY= 1. Now

X−1Y−1XY= X−1Y−1XX−1Y−1XX−1X−1XYXY

= (X−1Y−1X)2(X−1)2(XY)2

Applying (5) and (7) we haveX−1Y−1XY= 1, i.e.XY= YX is a law. �

It is easily seen (as for relations) that every lawu(X) = v(X) is
equivalent to a laww(X) = 1; and it is often convenient to write all laws
in this from.
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2 Varieties

Throughout this chapter we shall assume that the set of variables
{

X1,X2,

. . .

}

is countable. This is just for convenience and not a real restriction.

Let L be a set of laws invariables
{

X1,X2, . . .

}

. The class of all

groups satisfying the laws ofL is calledvariety. We call this the variety
definedby L and denote it byV=L as it clearly depends onL. For exam-
ple if L consists of the single lawX−1

1 X−1
2 X1X2 = 1, thenV=L is the class

of all abelian groups.
A variety may be defined by different sets of laws. For instance if

L =
{

X2
1 = 1

}

, L′ =
{

X2
1 = 1,X−1

1 X−1
2 X1X2 = 1

}

, thenV=L = V=L′ .

It is easily seen that ifL ⊆ L′, thenV=L′ ⊆ V=L. We say that a variety
V
=

is finitely basedif there exists a finite set of laws definingV
=

.

In this context there are still some undecided questions.

Problem. Are all varieties of groups finitely based?

Let C
=

be a class of groups, and consider the “least variety” to which

all groups ofC
=

belong: this is the variety defined by all those laws

that are (simultaneously ) valid in all groups inC
=

. We can take, as the

simplest caseC
=

to consist of just a single groupG.

Problem. If V
=

is the least variety to which the finite groupG belongs, is

V
=

necessarily finitely based?

Even this problem is not solved in general; only ifG is further as- 68

sumed to be nilpotent is the answer known to be positive [R.C.Lyndon
1952]; of. alsop.163.

Let V=L be a variety, without loss of generality we can assume that
all laws in L are of the formw = 1, wherew is a normal word in the
variablesX1,X2, . . .. Let E be any set with|E| = n. LetRbe the set of all
relations of the formw(e1, . . . , em) = 1 with ei arbitrary elements ofE
andw(X1, . . . ,Xm) = 1 a law inL andm ≤ n. Consider the groupFL =

gp(E; R). Now, if G is a group in the varietyV=L, then any mappingϕ
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of E into G is extendable to a homomorphismϕ∗ of FL into G. For if
w(e1, . . . , en) = 1 is a relation inR, thenw(X1, . . . ,Xn) = 1 is a law in
L; and therefore, sinceG ∈ V=L,w(eϕ1, . . . , e

ϕ
n) = 1 is a relation inG.

Thus the setRof defining relations inFL go over to relations inG upon
applyingϕ

Therefore, by von Dyck’s theorem the mappingϕ is extendable to a
homomorphismϕ∗ of FL into G. Thus in a way, this is a generalisation
of free groups, We callFL a free group of V=L (reduced free or relatively
free) of rankn. It is easy to see thatFL itself is a member ofV=L and it
depends uponn. In particular ifL is the empty set we get the free group
in the ordinary sense (in this context calledabsolutely free groups).

3 Burnside conjectures

Let L be the set consisting of the single lawXn
= 1. We denote the cor-69

respondingV=L by B=n. Group ofB=n are called groups ofexponent n.
We call Bn theBurnside varietyafterW. Burnside (1852-1927). There
is a problem connected with this known as the Burnside conjectures
(BurnsideW.1902). We first state the original conjecture, now known
as the Full Burnside Conjecture; and afterwards a weaker form, the so-
called Restricted Burnside Conjecture.Full Burnside Conjecture. Every
finitely generated group inB=n, that is of finite exponentn, is finite. Let
Bd,n. denote ad generator free group ofB=n. The Full Burnside Conjec-
ture is equivalent to saying that|Bd,n| < N◦, for every positive integer
d for every group withd generators and exponentn is an epimorphic
image ofBd,n.

The following problem is weaker than the above conjecture.

Restricted Burnside Conjecture.

There is a boundβ(d, n) such that every finited generator group of
exponentn has order≤ β(d, n). This conjecture is an easy consequence
of the full Burnside conjecture. For if the full conjecture is true, then
Bd,n is finite and we can takeβ(d, n) = |Bd,n|. The present state of knowl-
edge of the Burnside conjecture is for from complete. The following are
the results so far obtained in this direction. In the following d denotes
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the number of generators,n the exponent. We abbreviate the Restricted
Burnside

Conjecture and the full Burnside conjectureRBCandFBC respec- 70

tively.

d n RBC FBC REMARKS
all 2 true Trivial. In fact|Bd,2| = 2d.
all 3 true Burnside (1902). The order

of Bd,3 was given by Levi
and van der Waerden (1933).
|Bd,3| = 3(d

1)+(
d
2)+(

d
3).

all 4 true Sanov(1940). The order of
Bd,4 is not known.

2 5 true unsolved Kostrikin (1955).
all 5 true unsolved G.Higman (1956).
all 6 true P. Hall and G. Higman

(1956).
all 6 true M. Hall, Jr. (1959).
all 12 true unsolved P. Hall and G. Higman

(1956).
all all prime p true - Kostrikin(1959).
all pq (p, q

different
primes)

true unsolved































follows form a combination
of Kostrikind (1959), Hall
and Higman(1956)

all 4p (p, a
prime)

true unsolved

2 ≥ 72 not true Novikov(1959).

4 A consequences of the result of Novikov (1959)
and Kostrikin (1959)

Using the result of Novikov and Kostrikin, we shall derive aninteresting 71

consequence. As the Burnside conjecture is not true ford = 2, n ≥
73, it follows thatB2,73, the 2 generator free group ofB=73, is infinite.
But 73 is a prime, and therefore by Kostrikin’s result, thereexists a
maximal finite 2 generator group of exponent 73. Let us denotethis
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group byB∗2,73. We know thatB∗2,73 is an epimorphic image ofB2,73

and therefore is isomorphic to a quotient group ofB2,73. ThusB∗2,73 �

B2,73/N,N∆B2,73. ThereforeN is an infinite normal subgroup of finite
index inB2,73. We now state the following theorem without proof.

Theorem (0, Schreier (1972); see Kurosh (1956) pp.36-37).A sub-
group of finite index of a finitely generated group is finitely generated.

By this theoremN is finitely generated. Now, it is known that a
finitely generated group contains a maximal normal subgroup. (B.H.
Neumann 1937b). Let M be a maximal normal subgroup inN. Then it
is easily seen thatN/M is simple; that is to say,N/M does not contain
any proper non-trivial normal subgroup. We assert that the group N/M
is infinite. To prove this we quote another theorem with out proof.

Theorem (R. Baer1953). If a finitely generated group contains a prop-
er subgroup of finite index it also contains a characteristic(for definition
see section 6 of this chapter) proper subgroup of finite index.

If N/M is finite, by the above theorem, there exists a characteristic72

proper subgroupK of finite index inN. It follows that K is a normal
subgroup ofB2,73 and is of finite index inB2,73. ThereforeB2,73/K is
a finite group of exponent 73, whose order exceeds that ofB∗2,73. This
is impossible. ThereforeN/M is infinite. Thus we arrive at in infinite
groupN/M which is simple, finitely generated and of exponent 73.

5

We return to the considerations of section 2. LetV=L be a variety deter-
mined by a set of lawsL. Without loss of generality we can assume that
every law ofL is of the formw(X1, . . . ,Xn) = 1 wherew(X1, . . . ,Xn)
is a normal word in the variablesX1,X2, . . .. We denote byFn the free
group generated by the variablesX1,X2, . . . ,Xn and byF the free group
generated by all the variablesX1,X2, . . .. That is to say,

Fn = gp
({

X1, . . . ,Xn

}

, φ

)

, Fω = gp
({

X1,X2, . . .

}

, φ

)
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By F we shall mean eitherFn or Fω. With everyV=L we associate a
subgroupW of F in the following way. Define














W = w(X1, . . . ,Xm)

∣

∣

∣

∣

∣

∣

w(X1, . . . ,Xm) = 1

w(X1, . . . ,Xm) ∈F valid in all groupo f
V
= L















ThatW is a group is easy to verify.
Now let FL be a free group ofV=L with E as the set of generators73

and of the same rank asF. Consider some one-one mappingϕ of X onto
E, whereX denotes the set of generators ofF. We can extendϕ to an
epimorphismϕ∗ of F onto FL. The kernel ofϕ∗, by the definition of
FL, is precisely the groupW we have defined above. ThereforeW is a
normal subgroup ofF andFL is isomorphic toF/W. The substitution
rule which we have for laws in a group gives some more information
aboutW. If w(x1,X2, . . . ,Xm) ∈ W, andY1(X), . . . ,Ym(X) ∈ F, then
alsow(Y1(X), . . . ,Ym(X)) ∈W.

We make the following definition.

Definition. Let E be any set,S ⊆ E andη a mapping ofE→ E. We say
that the subsetS admits the mappingη if Sη ⊆ S.

Theorem 1. The subgroup W≤ F admits all endomorphisms of F.

Proof. Let η be any endomorphism ofF andXη

i = Yi(X). If w(X1, . . .,
Xm) is in W, then

(

w(X1,X2, . . . ,Xm)
)η

= w(Xη

1, . . . ,X
η
m)

= w(Y1(X), . . . ,Ym(X)) ∈W.

ThereforeWη ⊆W. This proved the theorem. �

Let G be any group. For everyt ∈ G, we define the mappingϕt of G
onto itself such that

xϕt = t−1xt for all x ∈ G.

now (xy)ϕt = t−1xyt = (t−1xt)(t−1yt) = (x)ϕt yϕt for all x and y in G. 74
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Thereforeϕt is an endomorphism ofG. But

xϕtϕt−1 = (t−1xt)ϕt = t(t−1xt)t−1
= x = xϕt−1ϕt .

Thusϕtϕt−1 = ℓ = ϕt−1ϕt; in other everyϕt has a two sided inverse. Thus
ϕt is an automorphism ofG. We callϕt an inner automorphismof G.
An automorphism which is not an inner automorphism is calledanouter
automorphism.

Let us denote byAI the set of all inner automorphisms ofG. It is
easy to see thatAI is a group. There is a natural mappingϕ of G onto
AI defined bysϕ = ϕs for all s in G. This mappingϕ is easily seen
to be an epimorphism. Then kernelZ of ϕ consists precisely of those
elements ofG which commute with every element ofG. [For proofs see
Kurosh (1955), Ch. 4, §12]. We callZ the center ofG. By the definition
of inner automorphisms it follows thatN∆G if and only if N admits all
inner automorphisms ofG.

A subgroupH ≤ G is characteristicin G if it admits all automor-
phisms ofG. Similarly a subgroupH ≤ G is fully invariant in G if it
admits all endomorphisms ofG. By the definition of full invariance it
follows that the subgroupW in Theorem 1 is fully invariant inF. Every
fully invariant subgroup ofG is trivially characteristic inG and every
characteristic subgroup ofG is normal inG. We remark that the centre
z of a groupG is a characteristic subgroup. For ifa ∈ Z, thenax = xa75

for everyx in G. Therefore

a⊤x⊤ = (ax)⊤ = (xn)⊤ = x⊤a⊤

for every automorphism⊤ of G. Now sincex⊤ runs through all the
elements ofG it follows thata⊤ is in Z and thereforeZ is a characteristic
subgroup ofG. In general the centre of a group is not a fully invariant
subgroup. [See Kurosh (1955), ch. 4 15].

One can easily verify that the intersection of an arbitrary family of
characteristic (fully invariant) subgroups of a group is a characteristic
(fully invariant) subgroup. Thus we can talk of characteristic (fully in-
variant subgroup generated by a set of elements and also of the lattice
of characteristic (fully invariant) subgroups of a group.
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In general a characteristic subgroup is not a fully invariant subgroup.
[See Neumann and Neumann (1951)]. The following is an unsolved
problem in this direction.
Unsolved problem.Is there a characteristic subgroup of a free groupF
of infinite rank which is NOT fully invariant inF?

Theorem 2. The relation “characteristic” and “fully invariant” are
transitive; that is to say, if K≤ H ≤ G with K characteristic (fully
invariant) in H and H characteristic (fully invariant) in G then K is
characteristic (fully invariant) in G.

Proof. Let α be an automorphism ofG; α′ the restriction ofα to H. 76

Then, becauseH is characteristic inG,Hα ≤ H. Applying the automor-
phismα−1 to H, we haveHα−1 ≤ H. ThereforeH = (Hα−1)α ≤ Hα.
Hence we haveHα

= H. i.e. Hα′
= H. Thereforeα′ is an automorphism

of H. Now sinceK is characteristic inH, we haveKα
= Kα′ ≤ K. hence

K is characteristic inG. �

The proof in the case of full invariance is similar and actually even
easier and we omit it.

The transitivity is not true for the relation “normal”. In other words
if K∆H∆g, in general it is not true thatK∆G. For example take forG
the symmetric groupS4 of permutations on four letters or the alternating
groupA4. Let

H = V4 =

{

1, (12)(34), (13)(24), (14)(23)
}

and

K =
{

1, (12)(34)
}

.

We know thatH∆G, andK∆H. Now (123)∈ A4. (123)−1
= (132) and

(123)−1K(123)=
{

1, (14)(23)
}

, K. ThereforeK is not normal inG.

We say thatH ≤ G is accessible(or subnormal) in G (notation
H∆∆G) if there exists subgroupsH0 = H,H1, . . . ,Hn = G, such that
H0∆H1∆H2 · · ·∆Hn.

The accessible subgroups of finite group were introduced by H.
Wielandt (1939) and further studied by H. Wielandt and recently by 77
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B. Huppert. It is easy to verify that the intersection of two and hence
the intersection of a finite number of accessible subgroups is an acces-
sible subgroup. The intersection of an infinite number of accessible
subgroups need not be an accessible subgroup.

If a groupG has a composition series [Kurosh (1955),CH.5, §16]
then the join of any two accessible groups is again an accessible group
(Wielandt (1939)). The following is an unsolved problem.
Unsolved problem. Is the join of two accessible subgroup of an infinite
group (without composition series) accessible?

7 Verbal Subgroups

Let L be any set of words1 in the variablesX1,X2, . . . andG a group.
Consider the set,

S =

{

w(g1, . . . , gn)
∣

∣

∣

∣

∣

w(x1, . . . , xn) ∈ L, gi ∈ Gi = 1, 2, . . . n

}

This is not in general a subgroup ofG. We call H = gp(S) ≤ G, the
word subgroupor averbal subgroupdefined byL.

Theorem 3. Every verbal subgroup H of a group G is fully invariant.

Proof. Let η be an endomorphism ofG and the verbal subgroupH be
defined byL. It is enough to prove thatSη ⊆ S, for every endomor-
phismη of G, whereS is the set of generators ofH as defined above.

Now if w(g1, . . . , gn) ∈ S,w(X1, . . . ,Xn) ∈ Lη, then
{

w(g1, . . . , gn)
}η

=

w(gη1, . . ., gηn) ∈ S. ThereforeSη ⊆ S; this is true of every endomorphism78

of G. HenceH is fully invariant inG. The converse of this theorem is
not true in general; but happens to be in the case of free group. �

Theorem 4. Every fully invariant subgroup of a free group is verbal.

1This is a slight change of notation - earlierL stood for a set of laws= 1, now only
for the set of their left-hand sides.
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Proof. Let W Be a fully invariant subgroup of a free groupF. Let L be
the set of all normal words that occur inW. If Y1(X), . . . ,Yn(X) ∈ F,
where X = (X1, . . . ,Xn) and Xi ∈ X, and whereX denotes the set of
variables as well as the set of generators ofF, then the mapping defined
by

Xη

i = Yi(X), i = 1, . . . , n,

can be extended to an endomorphism ofF which also we denote byη.
Now if w(X1, . . . ,Xn) ∈ L, thenw(X1, . . . ,Xn)η = w(Y1(X), . . . ,Yn(X)) ∈
W asW is fully invariant inF. Therefore

S =

{

w(Y1(Y1(X), . . . ,Yn(X))
∣

∣

∣

∣

∣

w(X1, . . . ,Xn) ∈ L,Yi(X) ∈ F, i = 1, 2, . . . n

}

is contained inW. But clearly alsoW ⊆ S. ThusS = W, and also
gp(S) =W. Hence the theorem. �

It follows that the intersection of any arbitrary family of verbal sub-
group of a free group is a verbal subgroup. In general in an arbitrary
group this is not true [B.M. Neumann (1937a)]. It is easy to verify that
the join of two verbal subgroups of a group is a verbal subgroup.

8

We shall now give an important example of a verbal subgroup. Let G 79

be any group. LetL consist of the single wordX−1
1 X−1

2 X1X2 = [X1,X2].
The verbal subgroupG′ of G defined byL is called thecommutator
subgroupor derived subgroupof G.

Evidently the commutator subgroup of an abelian group is thetrivial
group. For any group it is easily seen that the quotient groupG/G′ is
abelian [Kurosh (1955)].

Theorem 5. Let W be a verbal subgroup, defined by a set L of words,
of the free group F. Then the quotient group F/W is the free group of
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the variety V=L defined by the laws w(X) = 1, for all w(X) ∈ L and it has
the same rank as F.

Proof. Now FL, the corresponding free group of the varietyV=L, is
isomorphic toF/W∗, whereW∗ consists of allw(X1, . . . ,Xn) such that
w(X1, . . . ,Xn) = 1 is a law in all the groups ofVL. We also know thatW∗

is fully invariant inF. If w(X1, . . . ,Xn) is in L, thenw(Y1(X), . . . ,Yn(X))
∈ W∗ for arbitraryYi(X) ∈ F. ThereforeW ≤ W∗. Now F/W ∈ V=L.
Therefore, ifw(X1, . . . ,Xn) ∈ W∗ then the laww(X1, . . . ,Xn) = 1 holds
in F/W. In other wordsw(X1, . . . ,Xn) ∈ W. ThereforeW∗ ≤ W; we get
W =W∗. Hence the theorem. �

Theorem 6. Every verbal subgroup W of a free group F is the fully
invariant closure of the set L (i.e. the fully invariant subgroup generated
by L) of words consisting of either one or no word of the from Xk

1 and
apart from that “commutator words” i.e. words contained in the derived80

group F′.

Proof. We have already remarked that the quotient groupF/F′ is abe-
lian. Therefore everyw ∈W can be written asw = Xkn

1 ·X
kn
n w′ with w′ ∈

F′. Let η be the endomorphism ofF defined byXη

1 = X1,X
η

i = 1 for

i , 1. SinceW is fully invariant inF it follows thatwη
= Xk1

1 w′η = Xk1
1 .

Similarly ηi defined byXηi
i = X1 and Xηi

j = 1 for j , i, generates an

endomorphism ofF and thereforewηi = Xki
1 w′ηi = Xki

1 , sincew′ηi = 1.
Let gp(Xk

1) = gp(X1) ∩ W. Thenk/ki for i = 1, 2, . . . n. If Πi is the

endomorphism defined byXΠi
1 = Xi ,X

Πi
j = 1 for i , j, then (Xk)Πi =

Xk
i ϕW. Let L be the set consisting ofXk

1 and all thew′s that occur when

eachw ∈ W is written asw = Xk1
1 · · ·X

kn
n w′. It is easily seen that any

invariant subgroup ofF that containsL also containsW. But W itself is
fully invariant in F. HenceW is the fully invariant closure ofL. When
k = 0, L is a subset ofW′. �

Corollary B.M. Neumann, 19371. If k , 1, then the reduced free
groups of the variety are non-isomorphic for different ranks. [If k= 1,
the free groups of the variety are all the trivial groups.]



Chapter 6

Group-theoretical
Constructions

1 The Cartesian product and the direct product of
a family of groups

Let
{

Gi

}

i∈I
be a family of group indexed by a non-empty setI . Let T 81

denote the set of all functions onI with values inGi. Consider the setP
defined by

P =

{

f ∈ T
∣

∣

∣

∣

∣

f (i) ∈ Gi for all i ∈ I

}

.

We turnP into a group by introducing the following multiplication: If
f , g ∈ P. Then

f g = h, whereh(i) = f (i)g(i), for all i ∈ I .

It is easy to see thath ∈ P. We take the functione∈ P, defined by

e(i) = 1i for everyi ∈ I

(where 1i is the unit element ofGi) as the unit element. For,

e f = f e= f , for all f ∈ P.

63
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For everyf ∈ P, we take the functionf −1 defined by

f −1(i) = ( f (i))−1, for everyi ∈ I ,

as the inverse off . It is easy to verify thatf −1 ∈ P and f f −1
= f −1 f =

e, for every f ∈ P. We have only to verify the associative law. Let82

f , g, h ∈ P. We have

(( f g)h)(i) = ( f g)(i)h(i) = ( f (i)g(i))h(i) = f (i)(g(i)h(i))

= f (i)(gh)(i) = ( f (gh))i,

for everyi ∈ I . Therefore for allf , g, h, ∈ P,

( f g)h = f (gh).

This proves thatP is a group. We callP the Cartesian product(unre-

stricted, full, or strong direct product) of
{

Gi

}

i∈I
.

Consider now the setP∗ defined by

P∗ =

{

f

∣

∣

∣

∣

∣

∣

f ∈ P and
∣

∣

∣

∣

∣

{

i
∣

∣

∣

∣

∣

f (i) , 1i

}

∣

∣

∣

∣

∣

< χ0

}

.

That is to say,P∗ consists precisely of allf ∈ P with f (i) = 1i except
for a finite number of indicesi. It is easy to see thatP∗ is a subgroup
of P. The subgroupP∗ is known as thedirect product(restricted or

weak direct product) of
{

Gi

}

i∈I
. If |I | < χ0, thenP = P∗; that is to say,

the concepts of the Cartesian product and the direct productcoincide
when the index set is finite. The two products we have just defined are
important, and they occur frequently in the group theory.

Hereafter, we shall denote all the unit elements that occur by 1; un-
less is a possibility of confusion.

Consider now, for everyi ∈ I , the set

Hi =

{

f
∣

∣

∣

∣

∣

f ∈ P and f ( j) = 1 for all j , i
}

.

We claim thatHi∆P and thatHi � Gi . Let f , g ∈ Hi . Then f ( j) =83
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1, g( j) = 1, for j , i. Therefore,f −1g( j) = f −1( j)g( j) = ( f ( j))−1g( j) =
1−11 = 1, for all j , i. Hencef −1g ∈ Hi , and thereforeHi ≤ P. In fact
Hi ≤ P∗ ≤ P. Now, let f ∈ P, h ∈ Hi . Then

( f −1h f)( j) = ( f ( j))−1h( j) f ( j) = ( f ( j))−11 f ( j) = 1, for j , i.

ThereforeHi∆P. Consider now the mapping
∏

i of P onto Gi de-
fined by

f
∏

i = f (i), for everyf ∈ P.

We have, for arbitraryf , g ∈ P,

( f g)
∏

i
= ( f g)(i) = f (i) = f (i)g(i) = f

∏

i g
∏

i .

Therefore
∏

i is a homomorphism and in fact, clearly, an epimor-
phism. We call

∏

i the projection ofP ontoGi . Let us now restrict
∏

i

to the subgroupHi . We shall denote this restricted mapping also by
∏

i.
We claim that

∏

i is an isomorphism ofHi ontoGi. To check that this
mapping is ‘onto’, we have only to observe that for everya ∈ Gi, the
functionha ∈ Hi defined by

ha( j) = 1 for j , i, andha(i) = a

is mapped on a by
∏

i . Obviously, the kernel of
∏

i in Hi is trivial, and 84

therefore
Hi � Gi , for all i ∈ I .

Thus we have inP isomorphic copies of the groupsGi. The group
P is something called theinternal Cartesian productof {Hi}i∈I , and the
external Cartesian productof {Gi}i∈I .

It is easy to see that fori , j, every element ofHi commutes with
every element ofH j.

We have already seen thatHi∆P∗, for all i ∈ I . We assert now that
P∗ is the subgroup generated by{Hi}i∈I in P. Trivially

gp({Hi}i∈I ) ≤ P∗.

Let now f ∗ ∈ P∗ with f ∗(i j) = a j , 1, j = 1, . . . , n and f ∗(i) = 1 for
i , i1, . . . , in. Definehi j ∈ Hi j . j = 1, . . . , n as follows:

hi j (i j) = a j , hi j (i) = 1 for i , i j .
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Then
f ∗ = hi1hi2 · · · hin ∈ gp({Hi}i∈I ).

Therefore,P∗ = gp({Hi}i∈I ).
The following, theorem and the example we give show that certain

properties of theGi are retained in the direct product, but not in the
Cartesian product.

We call a groupperiodic if all of its elements are of finite order.85

Theorem 1. The direct product of periodic groups is periodic.

Proof. Let f ∈ P∗. Let
{

i
∣

∣

∣

∣

∣

i ∈ I , f (i) , 1
}

=

{

i1, . . . , in
}

.

If m is the least common multiple of the orders off (i1), . . . , f (in),
then f m

= 1. This proves the theorem. �

In general this is not true for Cartesian productsP. For example, let
Gi = gp(ai : ai+1

i = 1), i = 1, 2, 3, . . .; that is to say,Gi is a cyclic of
orderi + 1, generated byai . Considerf0 ∈ P defined by

fo(i) = ai , i = 1, 2, 3, . . .

For any positive integerm, we have

f m
0 (m) = am

m , 1,

thereforefo is of infinite order.
Let {Gi}i∈I be a countable family of countable groups. ThenP∗ =

gp({Hi}i∈I ) is countably generated, since eachHi , being isomorphic to
Gi, is countable. On the other hand, the Cartesian product of a countably
infinite family of non-trivial countable groups has the cardinal of the
continuum. For it is easily seen that

2No ≤ |P| ≤ N
No

o = 2No.

We have already remarked that the Cartesian product and the direct86

product of a family of groups are equal if the index setI is finite. (The
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converse is also true if there are no trivial groups in the family.) If
I = {1, 2, . . . , n}, we denote this product by

P = P∗ = G1 ×G2 × · · · ×Gn

(Note that the same notation is used for the set product of theGi ; but
there is little danger of confusion.)

The following theorems are easy to prove. We shall state themhere
without proof.

Theorem 2. If {Gi}i∈I and {G′i }i∈I are two families of groups indexed by
the same set I, and

Gi � G′i for every i∈ I ,

then P� P′ and P∗ � P′∗ where P,P′ denote the Cartesian products
of {Gi}i∈I and {G′i }i∈I respectively, and P∗,P′∗ the corresponding direct
products.

Theorem 3. If {I j} j∈J is a partition of the index set I, and Pj ,P∗j are
the Cartesian product and direct product of the family{Gi}i∈I j , then the
Cartesian product (direct product) of{P j} j∈J({P∗j } j∈J) is isomorphic to
the Cartesian product (direct product of{Gi}i∈I .

In particular, if I = {1, 2, 3}, we have

G1 × (G2 ×G3) � (G1 ×G2) ×G3.

If the Gi are all isomorphic to a groupG, then we callP the Carte- 87

sian powerof G, andP∗ thedirect powerof G. By Theorem 2, we may
replace all theGi by G. ThenP will be the set of all functions onI with
values inG. We denote this set byGI . If f , g ∈ GI , then f g(i) = f (i)g(i).
The unit element is the functione ∈ GI such thate(i) = 1 for all i ∈ I .
The inverse off ∈ GI is the functionf −1 such thatf −1(i) = ( f (i))−1 for
all i ∈ I .

WhenI is a finite set, sayI = 1, 2, . . . , n, we writeGn for GI .
The Cartesian or direct power of a groupG does not depend on the

index setI , but only on the cardinal ofI (See Kuroshm 1955,§17).
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2 The splitting extension

In this section we shall give a group-theoretical construction which is
more general then the direct product. This construction will be later
used in proving certain embedding theorems.

Let G be any group, andA∆G, with G/A � B. We callG anexten-
sionof A by B. We now pose the following question. Given two groups
A and B, does there exist an extension ofA by B? We assert that the
direct product ofA andB is one such extension. For, letG = A × B be
the direct product ofA andB. According to our definition of the direct
product an element ofG is a function f on the set{1, 2} with values in
A∪ B, such thatf (1) ∈ A, and f (2) ∈ B. We shall denote this function88

by the pair (f (1), f (2)); in other words (a, b) ∈ A× B is the function on
{1, 2} such thatf (1) = a, f (2) = b. Further, if (a, b), (a′, b′) ∈ A × B,
then

(a, b)(a′, b′) = (aa′, bb′);

the unit element ofA×B is (1, 1) and (a−1, b−1) is the inverse of (a, b) in
our new notation. We have seen in the last section that the projection

∏

2

of G ontoB is an epimorphism with the set
{

(a, 1)
∣

∣

∣

∣

∣

a ∈ A
}

as the kernel.

Clearly, the kernel is isomorphic toA in a natural way. If we identify
this set withA, we have

G/A � B.

ThusG is an extension ofA by B. But in general this is not the only
extension ofA by B.

We shall now give another method of constructing an extension of A
by B. Letα be a homomorphism ofB into the group of automorphisms
of A; this is to sayα(b) for any b ∈ B is an automorphism ofA, and
furtherα(bb′) = α(b)α(b′) for all b, b′ ∈ B: this is the homomorphism
property ofα. We take the productset

G = B× A =
{

(b, a)
∣

∣

∣

∣

∣

b ∈ B, a ∈ A
}

,

and make it a group by introducing the following multiplication:

(b, a)(b′, a′) = (bb′, aα(b′)a′), for b, b′ ∈ B, anda, a′ ∈ A.
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We take (1, 1) as the unit elements ofG. (The unit elements of both89

A andP are denoted by 1. ) For

(1, 1)(b, a) = (1b, 1α(b)a) = (b, a)

asα(b), being an automorphism ofA, must map 1 on 1; and

(b, a)(1, 1) = (b1, aα(1)1) = (b, a),

sinceα is a homomorphism and thusα(1) must be the unit be the unit
element of the group of automorphisms ofA, that is the identity auto-
morphism. The inverse of (b, a) we take as

(b, a)−1
= (b−1, (aα(b−1))−1)

For,

(b, a)(b−1, (aα(b−1))−1) = (bb−1, aα(b−1)((aα(b−1))−1) = (1, 1).

Similarly,

(b−1, (aα(b−1))−1)(b, a) = (b−1b, ((aα(b−1))−1)α(b)a).

But

((aα(b−1))−1)α(b)
= ((aα(b−1))α(b))−1

= (aα(b−1)α(b))−1
= ((aα(b−1b))−1

= (aα(1))−1
= a−1.

Therefore, (b−1, (aα(b−1))−1)(b, a) = (1, 1). We have now only to
verify the associative law. Let (b, a), (b′, a′) and (b′′, a′′) ∈ B× A. Then

((b, a)(b′, a′))(b′′, a′′) = (ba, aα(b′ )a′)(b′′, a′′)

= ((bb′)b′′, (aα(b′)a′)α(b′′)a′′)

= (b(b′b′′), (aα(b′)α(b′′)a′α(b′′))a′′)

= (b(b′b′′), aα(b′b′′)a′(b
′′)a′′)

= (b, a)(b′b′′, a′(b
′′)a′′)
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= (b, a)((b′, a′)(b′′, a′′)).

ThusB× A is a group with the multiplication we have defined. 90

To show thatG is an extension ofA by B, we have first to identify
A with some subgroup ofG. In other words we have to find a suitable
monomorphic image ofA in G. Consider the mapping

∏

1 of A into G
defined by

a
∏

1 = (a, a) for all a ∈ A.

Now,

(aa′)
∏

1 = (1, aa′) = (11, aα(1)a′) = (1, a)(1, a′) = a
∏

1a′
∏

1

anda
∏

1 = (1, 1) if and only ifa = 1. Therefore
∏

1 is a monomorphism

of A into G, the monomorphic image the subgroup
{

(1, a)
∣

∣

∣

∣

∣

a ∈ A
}

≤ G.

We identifyA with this monomorphic image; in other words we write a91

for (1, a), for all a ∈ A.
Similarly, consider the mapping the mapping

∏

2 of B intoG defined
by

b
∏

2 = (b, a), for all b ∈ B.

We have

(bb′)
∏

2 = (bb′, 1) = (bb′, 1α(b′)1) = (b, 1)(b′, 1) = b
∏

2b′
∏

2

Further b
∏

2 = (1, 1) if and only if b = 1. Therefore
∏

2 is a
monomorphism ofB into G, and

B
∏

2 =

{

(b, a)
∣

∣

∣

∣

∣

b∗ ∈ B
}

≤ G.

We identityB with B
∏

2 and writeb for (b, a), for all b ∈ B.
Now,

ba= (b, a)(1, a) = (b1, 1α(1)a) = (b, a).

Therefore every element (b, a) of G can be written as

(b, a) = ba, with b ∈ B, a ∈ A.
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By the identification we have made, it is easily seen thatA∩B = {1}.
We claim that the representation of a pair (b, a) as a product ba is unique.
For if

ba= b′a′, with b, b′ ∈∈ B, a, a′ ∈ A,

thenb′−1b = a′a−1. But A∩ B = {1}. Hence, 92

b′−1b = a′a−1
= 1, i.e , a = a′, b = b′.

Consider now the mapping
∏

of G ontoB defined by

(ba)
∏

= b.

(Note that the uniqueness of the representation ba ensure that
∏

is
a mapping. ) We assert that

∏

is an epimorphism ofG ontoB with A as
kernel, For,

((ba)(b′a′))
∏

= (bb′aα(b′)a′)
∏

= bb′ = (ba)
∏

(b′a′)
∏

for all b, b′ ∈ B, a, a′ ∈ A.It is easy to see that the kernel of
∏

is A and
therefore

A∆G,G/A � B.

HenceG is an extension ofA by B. We callG a splitting extension
(split extension or semi-direct product) ofA by B.

By the above construction it follows thatG depends on the homo-
morphismα also. In particular, if we take forα the trivial homomor-
phism, that is, the mapping which maps every element ofB onto the
identity automorphism ofA, it is easy to see that the corresponding split-
ting extension is the direct product ofA andB.

If α is an isomorphism ofB onto the group of automorphisms ofA,
then corresponding splitting extension is known as theholomorphof A. 93

We note that in a splitting extension ofA by B,

b−1ab= aα(b) for all a ∈ A;

that is to say, all the automorphismα(b) of A are induced by inner au-
tomorphisms of the splitting extension. In particular whenG is the
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holomorph ofA, all the automorphisms ofA are induced by the inner
automorphisms ofG.

Not all extensions ofA by B are necessarily splitting extensions.
Consider the groupQ generated by two elementsi, j with the defining
relations

i−1 ji = j−1, j−1i j = i−1.

This group is known as thequaterniongroup (see Coxeter and Mo-
ser, 1957). It is not difficult to prove the order ofQ is 8, the elementi is
four, and the only subgroup of order 2 inQ is {1, i2}. Let nowA = gp(i).
Then the subgroupA being of index 2 inQ is a normal subgroup ofQ.
ThusQ is an extension ofA by a cyclic group of order 2. But the only
subgroup of order 2 ofQ is gp(i2), which is contained inA. Therefore
Q is not a splitting extension ofA. The subgroupgp(i2) is also normal
in Q, as it is the only subgroup of order 2 ofQ. But

Q/gp(i2) � V4 = gp(a, b : a2
= b2

= 1).

However,Q contains only one subgroup of order 2, hence cannot94

contain any subgroup isomorphic toV4. ThereforeQ is not a splitting
extension ofgp(i2).

3

The quaternion groupQ is a finite group which is presented by two
generators and two relations. LetG be a group generated by a minimal
set of generators consisting ofd elements, and let the number of defining
relations in these generators bee. It is not difficult to prove that ife< d,
then the groupG is infinite. Thus for finite groups, one necessarily has
e ≥ d. Obviously the finite cyclic group are examples of finite groups
with e = d = 1. Some examples of finite groups withe = d = 2 can be
found in B.H.Neumann (1956).

H.Mennicke (Kiel, Germany now Glasgow ) has shown that the fol-
lowing group is finite:

G = gp
(

a, b, c : ab, b3, bc
= b3, ca

= c3
)

.
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It is not difficult to verify thatG cannot be generated by generated
by fewer than three elements; thusG is an example of a finite group
with e = d = 3. Later Mennicke andI .P. Macdonald (Manchester)
independently have given an infinite sequence if finite groups with e =
d = 3. (The results of Mennick and Macdonald are to be published
in Arch. Math. and Canod J.math., respectively. This suggests the
following
Unsolved problem. Are there finite groups withe= d = 4 that cannot
be generated by fewer than 4 elements? 95

4

Let G be a group, andA, B subgroups ofG satisfying the following
conditions:

(i) G = AB, (ii) A∩ B = {1}
We callG thegeneral productof the subgroupsA andB1.
If G is the general product of its subgroupsA andB, then it can also

be written asG = AB. For,

G = G−1
= (AB)−1

= B−1A−1
= BA.

Everyg ∈ G can be represented as the product of an element ofA
and an element ofB. Moreover, this representation is unique. For, if
g = ab= a′b′ with a, a′ ∈ A, b, b′ ∈ B, then

a′−1
= b′b−1 ∈ A∩ B = {1}

Hencea′−1a = 1 = b′b−1, i.e,a = a′, b = b′.
We have seen (section 2 of this chapter) that ifG is a splitting exten-

sion of its subgroupA by a subgroupB, then
(i) G = BA, (ii) B∩ A = {1} and (iii) A∆G.
We claim that conditions (i), (ii) and (iii) are sufficient in order that

G be a splitting extension ofA by B. To prove this, we define a mapping96

α of B into the group of automorphisms ofA as follows: for everyb ∈ B,

aα(b)
= b−1ab for all a ∈ A.

1Note:- In the recent literature it is also often called the Zappa-Szep-Redei product
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SinceA∆G, it admits all inner automorphisms ofG, and henceα(b)
is an automorphism ofA. We assert thatα is a homomorphism ofB into
the group of automorphisms ofA. For,

aα(bb′)
= (bb′)−1a(bb′) = b′−1(b−1ab)b′ = b′−1aα(b)b′

= (aα(b))α(b′)
= aα(b)α(b′)

for everya ∈ A and allb, b′ ∈ B. Hence

α(bb′) = α(b)α(b′) for all b, b′ ∈ B;

that is,α is a homomorphism.
The condition (ii) immediately givesba = b′a′ is and only ifb =

b′, a = a′. Now, (ba)(b′a′) = bb′b′−1ab′a′ = bb′aα(b′)a′. This proves
thatG is a splitting extension ofA by B.

If, decides conditions (i), (ii ) and (iii ), G also satisfies (iv) B∆G, then
G is the direct product ofA andB. For,

aα(b)
= b−1ab= aa−1b−1ab= a[a, b]

for all a ∈ A, b ∈ B. And sinceA∆G, B∆G, we have

[a, b] = (a−1b−1a)b = a−1(b−1ab) A∩ B = {1},

i.e., [a, b] = 1, for all a ∈ A, b ∈ B.

That isaα(b)
= a for all a ∈ A; thusα(b) is the identity automorphism97

of A for everyb ∈ B. Therefore,α is the trivial homomorphism, andG
is the direct product ofA andB.

Conversely ifG is the (internal) direct product of its subgroupA and
B, thenG satisfies (i), (ii), (iii) and (iv).

Then we have

Theorem 4. 1. G is a splitting extension of A by B if and only if it
satisfies conditions (i), (ii) and (iii).

2. G is the direct product of A and B if and only if it satisfies condi-
tions (i), (ii), (iii) and (iv).
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5 Regular permutation representations of a group
by right multiplications

LetG be a group. We know that the set of all one-one mapping ofG onto
G, or permutationsof G forms a group (called the symmetric group)
with the composition of mapping as multiplication. We shallembedG
in this permutation group; in other words, we shall find a monomorphic
image ofG in this group.

For everyg ∈ G, we define a permutationρ(g) of G by

xρ(g)
= xg, for all x ∈ G.

It is easy to verify thatρ(g) is a permutation ofG; but this also 98

follows from the homomorphism property to be moved now. Consider
the mappingρ of G into the group of permutations ofG, defined by

gρ = ρ(g) for all g ∈ G.

We claim thatρ is a monomorphism. Letg, h ∈ G. Then

xρ(gh)
= x(gh) = (xg)h = xρ(g)h = (xρ(g))ρ(h)

= xρ(g) , for all x ∈ G.

Therefore,

ρ(gh) = ρ(g)ρ(h), for all g, h ∈ G.

Further,ρ(g) = 1 means

xρ(g)
= xg= x, for all x ∈ G.

In particular if we takex = 1, we getg = 1. Henceρ is a homomor-
phism with trivial kernel, that is, a homomorphism. ThusG � ρ(G).

We callρ(g)a right multiplication, andρ(G) the regular permutation
representation by right multiplications.

In this context, we can realise the holomorph ofG as a subgroup
of the symmetric groupSG of all permutation ofG, namely as the nor-
maliser ofρ(G) in SG.
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6 Wreath Product

Let A be an abstract group, andB a permutation group of a setY. Con-99

siderAY, the Cartesian power ofA; this consists of all functions onY
with values inA. If f , g ∈ AY, then

f g(y) = f (y)g(y), for all y ∈ Y.

We want to representB as an automorphism group ofAY. In other
words we want to find a homomorphism ofB into the group of automor-
phisms ofAY. For everyb ∈ B, we define a mappingα(b) of AY into AY

by
f α(b)(y) = f (yb−1

) for all y ∈ Y.

We first prove thatα(b) is an endomorphism ofAY. We have

( f g)α(b)(y) = ( f g)(yb−1
) = f (yb−1)g(yb−1

)

= f α(b)(y)gα(b)(y) = ( f α(b)gα(b))(y),

for all y ∈ Y. Therefore

( f g)α(b)
= f α(b)gα(b), for all f , g ∈ AY.

Further,

f α(bb′)(y) = f (y(bb′)−1
) = f (yb′−1b−1

)

= f ((yb′−1
)b−1

) = f α(b)(yb′−1
)
= ( f α(b))α(b′)(y)

= f α(b)α(b′)(y), for all y ∈ Y.

Hence α(bb′) = α(b)α(b′)100

Again, this is true for allb, b′ ∈ B, hence the mappingα of B into
the semigroup of endomorphisms ofAY is a homomorphism. It follows
thatα(B) is a group, and also that everyα(b) is an automorphism ofAY.
(Incidentally, one easily verifies thatα is a monomorphism, provided
thatA is non - trivial).

We now form the splitting extensionP of AY by B in terms ofα.
Every elementp of P can be written uniquely as

p = b f, b ∈ B, f ∈ AY.
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if p′ = b′ f ′ with b′ ∈ B, f ′ ∈ AY is any other element ofP, then

pp′ = (b f)(b′ f ′) = bb′ f α(b′) f ′

We callP the (Cartesian, full, or unrestricted) wreath product of A
andB write

P = AWrB

(P. Hall uses the notationA≀̄B, seeP. Hall (1954b).) 101

Instead of taking the Cartesian powerAY, we could start with the
corresponding direct power ofA; we then arrive at a groupP∗ thedirect
(or restricted) wreath productof A andB, and we write

P∗ = AwrB.

(P. Hall uses the notationA≀̄B. If Y is a finite set, the two wreath prod-
ucts are equal:

AWrB= AwrB.

Next we shall consider the case when bothA and B are abstract
groups. We representB as a permutation group ofY = B by right mul-
tiplications and form the wreath productP of A and the permutation
group ofY which representsB. We callP the wreath product of the ab-
stract groupsA andB. We shall identify every elementb of B with the
corresponding right multiplicationρ(b) and writeb for ρ(b); that is,

yρ(b)
= yb, for all y ∈ B.

As beforeα is the homomorphism ofB into the group of automorphism
of AB defined by

f α(b)(y) = f (yb−1
) = f (yb−1), for all y ∈ B.

This is a slight simplification of the notation, and we further simplify
it by writing b for α(b). Thus we write

f b(y) = f (yb−1), for all y ∈ B, f ∈ AB.

(This accords with our usual notation, by whichb−1 f b = f b).
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Every elementp of P can be written uniquely asp = b f with b ∈
B, f ∈ AB; and

(b f)(b′ f ′) = bb′ f b′ f ′, for all b, b′ ∈ B, f , f ′ ∈ AB.

Thus by this convention of identifying the abstract groupB with the102

group of all right multiplications ofB, we form the wreath product of
any two abstract groups.

Now suppose bothA and B are permutation groups, say of setsX
andY respectively. In this case we can give a particularly simpleper-
mutation representation on the product setX Y for the wreath product of
A andB. To this end, we reverse the order of the factors in the splitting
extensionP of AY by B, that is, we now write the element ofP in the
form

p = f b, f ∈ AY, b ∈ B.

Then multiplication of such products takes the form

( f b)( f ′b′) = f b f ′ − b−1bb′ = f f ′b−1bb′

= f ∗b∗ say,

where f ∗ = f f ′b
−1
∈ AY andb∗ = bb′ ∈ B. For everyf b of P, we define

a mapping (f , b) of the setX × Y into itself as follows:

(x, y)( f ,b)
= (xf (y), y), for all (x, y) ∈ X × Y.

We shall now show that the mappingϕ of P into the set of all map-
ping of X × Y into itself, defined by

( f b)ϕ = ( f , b)

is a monomorphism. Letf b, f ′b′ ∈ P, with f , f ′ ∈ AY, b, b′ ∈ B.103

Then
( f b)( f ′b′) = f f b−1bb′ = f ∗b∗.

Now,

(x, y)( f ,b)( f ′ ,b′)
=

(

xf (y), yb
)( f ′,b′)
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=

(

(

xf (y)
) f ′(yb)

, (yb)b′
)

=

(

xf (y) f ′b−1

(y), ybb′
)

=

(

xf f ′b−1
(y), ybb′

)

=

(

xf ∗(y), yb∗
)

;

and as this is true for all (x, y) ∈ X × Y it follows that

(b, b)( f ′, b′) = ( f ∗, b∗),

that is, ((f b)( f ′b′)) = ( f b)( f ′b′)

This proves thatϕ is a homomorphism.
It follows that every (f , b) is a permutation ofX × Y. We claim that

ϕ is a monomorphism ofP into the symmetric group of permutations of
X × Y. For if ( f , b) = ( f ′, b′), then

(x, y)( f ,b)
= (xf (y), yb) = (xf ′(y), yb′) = (x, y)( f ′,b′)

for all (x, y) ∈ X × Y. Hence 104

xf (y)
= xf ′(y) for all x ∈ X

Thereforef (y) = f ′(y).
Again this holds for ally ∈ Y; thus f = f ′. Similarly, yb

= yb′ for
all y ∈ Y; henceb = b′. This show thatϕ is a monomorphism. Thus we
have representedP as a group of permutations ofX × Y.

In the following, we shall identify the wreath product of theper-
mutation groupsA and B (of the setsX and Y respectively), with its
representation as a permutation group ofX × Y.

The above permutation representation of the wreath productof two
permutation groups makes the wreath product associative. In other
words, if A, B andC are permutation groups of setsX,Y, andZ respec-
tively, then

(AWrB)WrC � AWr(B Wr C).

In fact, if we make the natural identification of ((x, y), z) ∈ (X × Y) × Z
and

(x, (y, z)) ∈ X × (Y × Z)
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with the triplet (x, y, z) ∈ X×Y×Z then (AWrB) Wr C andAWr(BWrC)
become the same permutation group ofX × Y × Z. This will consist of
the mapping (F, g, c) whereF ∈ AY×Z, g ∈ Bz, c ∈ c and105

(x, y, z)(F,g,c)
=

(

xF(y,z), yg(z), zc
)

.

Write P = AWrB,Q = BWrC. Then

P =
{

( f , b)
∣

∣

∣

∣

∣

f ∈ AY, b ∈ B
}

,

and (AWrB)WrC = PWrC=
{

(ϕ, c)
∣

∣

∣

∣

∣

ϕ ∈ Pz, c ∈ C
}

Now, if ϕ ∈ Pz, ϕ(z) is of the form

ϕ(z) = ( fz, bz), fz ∈ AY, bz ∈ B.

Write
fz(y) = F(y, z), bz = g(z).

We have

((x, y), z)(ϕ,c)
=

(

(x, y)ϕ(z), zc
)

=

(

(x, y)( fz,bz), zc
)

=

(

(xfz(y), ybz), zc
)

=

(

(xF(y,z), yg(z)), zc
)

=

(

xF(y,z), yg(z), zc
)

(by our identification)

= (x, y, z)(F,g,c) (say).

Conversely, by retracing the above steps, one can easily seethat
any triplet of the form (F, g, c) with F ∈ AY×Z, g ∈ BZ andc ∈ C is106

( by our identification) an element of (AWrB)WrC. Thus the group
(AWrB)WrCconsists of all permutations ofX×Y×Z of the form (F, g, c)
with F ∈ AY×Z, g ∈ BZ, c ∈ C, and

(x, y, z)(F,g,c)
=

(

xF(y,z), yg(z), zc
)

for all (x, y, z) ∈ X × Y × Z.
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Similarly, we have

Q =
{

(g, c)
∣

∣

∣

∣

∣

f ∈ Bz, c ∈ C
}

,

and AWr(BWrC) = AWrQ=
{

(F, q)
∣

∣

∣

∣

∣

F ∈ AY×Z, q ∈ Q
}

Let q = (g, c) ∈ Q.Then

(x, (y, z))(F,q)
= (xF(y,z), (y, z)q)

=

(

xF(y,z), (yg(z), zc)
)

=

(

xF(y,z), yg(z), zc
)

, again by our identification

= (x, y, z)(F,g,c).

Conversely, we can prove that any (F, g, c) is an element ofAWr(B
WrC). Thus we have proved that

(AWrB)WrC = AW(BWrC).

Let us now compute the cardinality of the group (AWrB)WrC. It is easy
to see that

|AWrB| = |B||A||Y|

and |(AWrB)WrC| = |AWrB||Z||C|

= (|B||A||Y|)|Z| |C| = |A||Y||Z| |B||Z||C|

= |AWr(BWrC)| because of associativity.

In general the wreath product of two abstract groups as we have 107

defined it is not associative. LetA andB be two abstract groups. Then
by definitionAWrBis a group with the setB×AB as carrier and therefore

|AWrB| = |A||B||B|.

Let nowA, B,C be three abstract groups of orders say 2, 3, 5 respectively

|A| = 2, |B| = 3, |C| = 5.
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Then we have

|AWrB| = |A||B||B| = 233, and

|(AWrB)WrC| = |AWrB||C||C| = (233)55 = 215355

on the other hand|BWrC| = |B|C||C| = 355 and

|AWr(BWrC)| = |A||BWrC||BWrC| = 235.5355.

Hence108

AWr(BWrC) , (AWrB)WrC.

Thus in general the wreath product of abstract groups is not associa-
tive and the wreath products of two groupsA andB depends upon the
permutation representation we choose forB.

7

We shall later have occasion to use the wreath product of group while
certain embedding theorems. As a first illustration of wreath products
and their usefulness, we ally them to find the sylow subgroupsof finite
symmetric groups.

Let A andB be cyclic groups of order 3, say

A = gp(ao : a3
0 = 1), B = gp(b0 : b3

0 = 1).

The groupsA andB can be regarded as permutation groups on the set
X = {1, 2, 3} = Y by identifyinga0 andb0 with the cycle (123); thus

1a0 = 2, 2a0 = 3, 3a0 = 1,

and similarly forb0. Write P = AWrB. The groupP has permutation
representation on the setX×Y, since the groupsA andBare permutation
groups on the setX = Y{1, 2, 3}.

Now,

X × Y = {(1, 1), (1, 2), (1, 3), (2, 1)(2, 2), (2, 3), (3, 1), (3, 2), (3, 3)}
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For convenience, we rename these pairs 1, 2, 3, 4, 5, 6, 7, 8, 9 in the same109

order; i.e.,

(1, i) = i, (i = 1, 2, 3)

(2, j) = 3+ j, ( j = 1, 2, 3)

(3, k) = 6+ k, (k = 1, 2, 3)

The groupAY
= A×A×A consists of all functions on the set{1, 2, 3}

with values inA. In our usual notation,

P = {( f , b)| f ∈ A× A× A, b ∈ B},

where (f , b) is the permutation ofX × Y such that

(x, y)( f ,b)
= (xf (y), yb), x ∈ X, y ∈ Y.

Define fi ∈ AY, i = 1, 2, 3 by

fi( j) = 1 for i , j, fi(i) = a0( j = 1, 2, 3).

Then it is easy to verify that

AY
= gp( f1, f2, f3).

Since (f , b) = ( f , 1)(1, b) for all f ∈ AY, b ∈ B,we have

P = gp(( f1, 1), ( f2, 1), ( f3, 1), (1, b0)).

Now we can easily write down the permutations (f1, 1), ( f2, 1)( f3, 1)
and (1, b0). We have 110

(1, 1)( f1,1)
=

(

1f1(1), 11
)

= (2, 1)

(2, 1)( f1,1)
=

(

2f1(1), 11
)

= (3, 1)

(3, 1)( f1,1)
=

(

3f1(1), 11
)

= (1, 1)

and (i, j)( f1,1)
= (i f1( j), j1) = (i, j), for i = 1, 2, 3, j = 2, 3.
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Thus, in the alternative notation

( f1, 1) = (147).

Similarly, (f2, 1) = (258), ( f3, 1) = (369). Further

(1, 1)(1,b0)
=(11(1), 1b0) = (1, 2)

(1, 2)(1,b0)
= (1, 3)

(1, 3)(1,b0)
= (1, 1),

and so on. Therefore,

(1, b0) = (123)(256)(789)

But111

(1, b0)−1( f1, 1)(1, b0)

= (321)(654)(987)(123)(456)(789)

= (258)= ( f2, 1)

Similarly, (1, b0)−1( f2, 1)(1, b0) = ( f3, 1).
Hence the groupP is generated by the two permutations (f1, 1) and

(1, b0); that is, by (147) and (123)(456)(789). We also note thatP is
here represented as a group of permutations of degree 9, thatis, as a
subgroup of the symmetric groupS9. The order of the groupP is

|P| = |A||Y||B| = 333 = 34.

It is easy to see that 34T9!; that is 34 is the highest power of 3
dividing the order 9!o f S9. ThusP is a ”sylow subgroup” ofS9.

LetG be a finite group, andp a prime. IfpkTG, theG has subgroups
of order pk. Such subgroups are calledsylow subgroups.There are a
number of important theorems (known as sylow theorems) about these
subgroups. See e.g Kurosh (1956, §54) and Zassenhaus (1958, Ch. IV,
p. 135).

The example considered above is a particular case of the following
theorem.
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Theorem 5 (Kaloujnine, 1948). The sylow p-subgroup of Spn is the112

wreath product

Pn = CpWrCpWr · · ·WrCp(n times)

were Cp = gp(c0 : cp
0 = 1) is the cyclic group of order p. The group Cp

can be regarded as the subgroup generated by the cycle(12· · · p) in Sp.

Let X = {1, 2, . . . , p} = X1 = · · · = Xn, and

Z =
{

(x1, x2, . . . , xn)
∣

∣

∣

∣

∣

xi ∈ Xi , i = 1, . . . , n
}

;

that is to say,
Z = X1 × X2 · · · × Xn = Xn.

We rename the elements (x1, . . . , xn) of Z, and write 1+
n
∑

i=1
(xi−1)pi−1

for (x1, . . . , xn). We note that|Z| = pn. In the new notation, we have
Pn ≤ Spn.

Since the wreath product is associative (note that we are using per-
mutation groups), we get

Pn = Pn−1WrCp.

Therefore|Pn| = |Pn−1|
p|Cp| = |Pn−1|

pp
= pk(n) (say).

Herek(n) is defined by the recurrence relation

k(1) = 1, k(n) = pk(n− 1)+ 1.

We shall prove by induction that 113

pk(n)⊤pn;

Forn = 1, this is obvious. Assume that

pk(n−1)⊤pn−1;
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Now,

pn
=



















pn−1
∏

r=1

r





































pn−1
∏

r=1

(pn−1
+ r)





































pn−1
∏

r=1

(2pn−1
+ r)



















· · ·



















pn−1
∏

r=1

((p− 1)p+ r)



















We haveps⊤(mpn−1
+ r) if and only if ps⊤r, m < p− 1, 1 ≤ r ≤ pn−1.

Therefore,

pk(n−1)⊤

pn−1
∏

r=1

(mpn−1
+ r) for m< p− 1.

But pk(n−1)+1⊤
∏pn−1

r=1 ((p − 1)pn−1
+ r), since the last term of this

product ispn. Hence (pk(n−1))pp = pk(n)⊤pn; for all n, Thus Pn is a
sylow subgroup ofSpn. It is not difficult to use this result to compute
the sylow subgroups of any symmetric groupSm.



Chapter 7

Varieties of Groups (Contd.)

1

Let V
=

be a variety defined by a set of lawsL, that isV
=

consists of all 114

groups in which the laws ofL hold. If G ∈ V
=

andH ≤ G, thenH ∈ V
=

.

Let G′ be any epimorphic image ofG; that is, there is an epimorphism
ϕ of G ontoG′. Now if

w(X1, . . . ,Xn) = 1

is a law in V
=

, then it is also a law inG′. For, let g′1, . . . , g
′
n be arbi-

trary elements ofG′. Becauseϕ is an epimorphism, there exist elements
g1, . . . , gn ∈ G such that

gϕi = g′i , 1, . . . , n.

Now,

(w(g1, . . . , gn))ϕ = 1 = w(gϕ1, . . . , g
ϕ
n)

i.e., w(g′1, . . . , g
′
n) = 1; thus

w(X1, . . . ,Xn) = 1

is a law inG. Therefore
G′ ∈ V

=

87
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Let {Gi}i∈I be an arbitrary family of groups ofV
=

. We assert that the115

cartesian productP of {Gi}i∈I is in the varietyV
=

. Consider

f ∗ = w( f1, . . . , fn) ∈ P,

where f1, . . . , fn are arbitrary elements ofP and

w(X1, . . . ,Xn) = 1,

is a law inL. Then

f ∗(i) = w( f1(i), . . . , fn(i)) = 1, for all i ∈ I , since

f1(i), . . . , fn(i) ∈ Gi andGi ∈ V
=
. Therefore

f ∗ = w( f1, . . . , fn) = 1p that is

w(X1, . . . ,Xn) = 1,

is a law inP. That is
P ∈ V

=
.

Hence we have prove

Theorem 1. Every variety is closed under the operations of forming
subgroups(S), epimorphic maps(Q) and cartesian products(R).

Theorem 1, enables us to make new groups of a varietyV
=

by using

there which we already know. A variety in general is not closed under
the operation of “wreathing”.

The converse of the above theorem is also true. Before proceeding to116

prove the converse we wish to remark that many of the conceptswhich
we have introduced for groups can be generalised to abstractalgebraic
system in a natural way. For example, we can speak of a subalgebraic
system of an algebraic system, a homomorphism of an algebraic system
in to another, the cartesian product of a family of algebraicsystems.
Note that the concept of direct product cannot in general be introduced
in the theory of algebraic system, as we may not have an analogue of
the neutral element of a group. Thus proofs of Theorem 1 and Theorem
2 can easily be carried over to abstract algebraic systems.
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Theorem 2. A class of groups closed under the operations Q,R,S is a
variety.

We first prove two lemmas.
Let G

=
be a class of groups. We form the closureC

=
of G
=

under the

operationsQ,R,S. Let V
=

be the least variety containingG
=

. By Theorem

1 V
=

is closed under the operationsQ,R,S. Therefore

C
=

⊂ V
=

.

Lemma 1.There is a groupG∗ with the following properties:

(i) G∗ ∈ C
=

(ii) Every law w(X) = 1

valid in G∗, is valid in every group ofG
=

( and is hence a law ofV
=

).

Proof. Consider the classF
=

of all finitely generated groups ofC
=

. We 117

split F
=

into disjoint classesH
= α

of mutually isomorphic groups, that is

any two groups ofF
=

are isomorphic if and only if they belong to the

sameH
= α

. From eachG
=α

we choose a groupHα and form the cartesian

productG∗ of Hαs. Since eachHα ∈ C
=

, andC
=

is closed under the

operationsQ,R,S, we have

G∗ ∈ C
=
.

�

Let
w(X1, . . . ,Xn) = 1,

be a law inG∗ andG ∈ C
=

. For anyg1, . . . , gn ∈ G, let

H = gp(g1, . . . , gn) (≤ G).

Now, G ∈ G
=

andC
=

is closed under the operations of taking sub-
groups.
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Therefore

H ∈ C
=

; infact

H ∈ F
=
.

Hence
H ≃ Hα for someα.

Denote this isomorphism byθ. Let ϕα be the projection ofG∗ onto
Hα. Thenϕαθ−1 is an epimorphism ofG∗ ontoH.

Therefore,118

as w(X1, . . . ,Xn) = 1

is a law inG∗, it is also a law inH, and thus in particular

w(g1, . . . , gn) = 1

is a relation inH and inG. But g1, . . . , gn were arbitrarily chosen inG.
Hence

w(X1, . . . ,Xn) = 1

is a law inG. Thus every law valid inG∗ is also valid inG
=

and hence in

V
=

.

We have to verify from an axiomatic set-theoretic point of view that
the construction of the cartesian product of theHα is legitimate, that is
to say we have to verify that theHα form a family ( or that they can be
indexed by a set ). Note that we have made a distinction between “class”
and “set”, though no emphasis has been placed on this distinction, as
being outside group theory proper.

Now, everyHα is isomorphic to a quotient group of a free group of
finite rank, say

H ≃ Fn/R,

whereFn is the free group of rankn andR a suitable normal subgroup
of Fn. ClearlyFn is countable for everyn and therefore the cardinality119

of the set of all such Rs cannot exceed 2N0. Hence there cannot be more
Hα s thanN02N0

= 2N0; and thus they form a family. Hence we have



1. 91

Corollary. The group G∗ of the lemma can be chosen to have order

|G∗| ≤ 22N0
.

Lemma 2.Let G∗ be a group with the property that every law valid in
G∗ is also valid inG

=
( and hence inV

=
), and letI be a set. Then there is

a subgroupF∗ ≤ G∗
G∗

I

such thatF∗ is generated by a set of cardinal|I |,
say

F∗ = gp(
{

fi
}

i∈I )

and ifG ∈ V
=

is also generated by a set of cardinal|I |, say

G = gp(
{

ei
}

i∈I ),

then there is an epimorphismϕ of F∗ ontoG with

f ϕi = ei , i ∈ I .

Proof. Every element ofG∗
G∗

I

is a function onG∗
I

with values inG∗.

To everyi ∈ I , we definefi ∈ G∗
g∗

PI

, by

fi(g) = g(i), for all g ∈ G∗
I
.

Let 120

F∗ = gp(
{

fi
}

i∈I ).

We define the mappingϕ of
{

fi
}

iϕI onto
{

ei
}

i∈I by

fi = ei , for all i ∈ I .

We claim thatϕ can be extended to an epimorphism ofF∗ ontoG.
To prove this we have only to show that all the relations ofF∗ go over
to the relations ofG upon applyingϕ. �

Let
u( fi1 , . . . , fin) = 1,
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be a relation inF∗, with fi1, . . . , fin ∈ F∗. Then

u( fin, . . . , fin)(g) = 1, for all g ∈ G∗
I

i.e., u( fin, . . . , fin(g)) = 1, for all g ∈ G∗
I

i.e., u(g(i1), . . . , g(in)) = 1, for all g ∈ G∗
I
.

Let g∗1, . . . , g
∗
n be arbitrary elements ofG∗. There is an element of

G∗
I
, that is a function onI to G∗, which takes the valuesg∗1, . . . , g

∗
n, at

i1, . . . , in respectively. We only have to defineh ∈ G∗
I

by

h(i1) = g∗1, . . . , h(in) = g∗n

andh(i) arbitrary otherwise, say121

h(i) = 1 wheni , i1, . . . , in.

Then
u(g∗1, . . . , g

∗
n) = u(h(i1), . . . , h(in)) = 1,

thus, asg∗1, . . . , g
∗
n where arbitrary elements ofG∗,

u(X1, . . . ,Xn) = 1

is a law inG∗ and therefore a law inV
=

; that is,

u(X1, . . . ,Xn) = 1

is a law inG in particular

u(ei1 , . . . , ein) = 1.

This provesϕ can be extended to an epimorphism ofF∗ ontoG. Hence
the lemma.

Proof of Theorem 2.We shall now prove that

C
=
= V
=
.
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Let G be any group ofV
=

andE be a set of generators ofE,

G = gp(E).

By Lemma 1, there is a groupG∗ ∈ C
=

such that every law inG∗ is

a law inV
=

. We choose an index setI with |I | = |E|. Then by Lemma 2,122

there is a subgroupF∗ ≤ G∗
G∗

I

such thatG is an epimorphic images of
F∗. Now, sinceC

=
is closed under the operationsQ,R,S, we have

G∗ ∈ C
=

;

and thereforeG, being an epimorphic image ofF∗, is in C
=

that is

V
=
⊆ C
=
.

combining this with the reversed inclusion which we have already
proved, we get

C
=
= V
=
.

Corollary 1. The group F∗ is a reduced free group, of rank|I |, of the
variety V

=
.

Corollary 2. Let the class G
=

consist of a single group G0 only, and let

G0 be finite. Then every reduced free group F∗ of finite rank d of the
least variety V

=
containing G0 is finite, and its order is bounded by

|F∗| ≤ |G0|
|G0|

d

Proof. TakeG0 as theG∗ of Lemma 2 and|I | = d. By Corollary 1, the 123

groupF∗ is a reduced free group of rankd.
Further

|F∗| ≤ |F0|
|Gd

0

Now, sinceF∗ is a finite group it has finite number of defining rela-
tions, say

ui(f) = 1, i = 1, . . . , n.
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We have already proved that

ui(X) = 1, i = 1, . . . , n

are laws inV
=

. Therefore every law ofV
=

not involving more thand vari-

ables is a consequence of thesen laws. In other words, the set of laws,
not involving more thand variables, whered is an arbitrary positive in-
teger, is “finitely based”. Notice that this does not prove thatV

=
is finitely

based. (See section 2, ch.5, p.67). �

Theorem 3(P. Hall (unpublished)). Let F = gp(
{

fi
}

i∈I ) be a group with
the property that every mappingη of

{

fi
}

i∈I into F can be extended to an
endomorphism of F. Then F is a reduced free group of rank|I | of the
least variety containing F.

Proof. Let
u( fi1, . . . , fin) = 1,

be a relation inF. We assert that124

u(X1, . . . ,Xn) = 1

is a law inF. Let b1, . . . , bn be arbitrary elements ofF. Consider the
mappingη of

{

fi
}

i∈I into F defined by

f ηik = bk, k = 1, . . . , n

and arbitrarily otherwise, say

fi = fi , i , i1, . . . , in.

�

By the hypothesis of the theorem,η can be extended to an endomor-
phism ofF. which we also denote byη. Now

u(b1, . . . , bn) = u( f ηi1, . . . , f ηin) = (u( fi1, . . . , fin))
η
= 1η = 1.

As b1, . . . , bn were chosen arbitrarily inF,

u(X1, . . . ,Xn) = 1
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is a law inF.
It follows that F is written as the factor group of a free group with

respect to a normal (”relation”) subgroupR, thenR is verbal in the free
group (c f . Chapter 5). By Theorem 5, p.79 F then is a reduced free
group of rank|I | as claimed.

2

In this section we shall construct new varieties out of givenvarieties. 125

Let C
=
,D
=

be any two classes of groups. We say that a groupG is

a C
=
− by −D

=
group if G is an extension of a groupA ∈ C

=
by a group

B ∈ D
=

. We define the classC
=
− by −D

=
as the class of all such groupsG.

[ Thus e.g. a finite-by-abelian group is one with a finite normal subgroup
whose factor group is abelian.]

Let U
=
,V
=

be two varieties defined by the set of lawsM andN respec-

tively, where

M =
{

ui(X) = 1
}

i∈I and

N =
{

v j(X) = 1
}

j∈J.

Without loss of generality we can assume that the setX of variables
is countable, say

X =
{

X1,X2, . . .
}

.

We denote byF the free group on these variables,

F = gp(X, φ).

Our objective is to prove that the classU
=
− by −V

=
is a variety. Let

U =
{

u(X)|u(X) = 1 a law inU
=

}

and V =
{

v(X)|v(X) = 1 a law inV
=

}

.

We know that the groupsU,V are verbal subgroups ofF; in fact 126

U,V are the verbal subgroups generated by the left-hand sides ofM and
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N respectively. We shall also denote these left-hand sides byM andN
respectively.

Let
u(X1, . . . ,Xm) = 1,

be a law inU
=

and

vi(X1, . . . ,Xni ) = 1, i = 1, . . . ,m,

be laws inV
=

. Write

w(X) = u(v(X)) = u(v1(X1, . . . ,Xn1), v2(Xn1+1, · · · ,Xn1+n2),

. . . , vm(Xn1+,···+nm−1+1, . . . ,Xn1+...+nm)).

Let L denote the set of all laws of the formw(X) = u(v(X) = 1, with
u(X̄) ∈ U, v(X) ∈ V. We also denote the set of all left-hand sides ofL
by L. Let W be the verbal subgroup generated byL in F and Wbe the
variety defined byL. We shall use the notation

W = U◦V

and W
=
= U
=

V
=
.

We shall now prove that127

U
=
− by − V

=
= U
=

V
=
.

If H is any set of words in the variablesX1,X2, . . . andG any group, then
we denote the verbal subgroup defined byH in G by GH. In particular

W = FL = FW, U = FU = F{

ui

}

i∈I
,V = FV = F{

vj

}

j∈J
.

Let G be any group in the classU
=
− by −V

=
. Then there exist groups

A, B, such that

A∆G, G/A ≃ B, with A ∈ U
=
, B ∈ V

=
;
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that is, there is an epimorphismβ of G onto B with A as its kernel.
We assert that the verbal subgroup defined byV in G, namelyGV, is a
subgroup ofA. For consider

v(g1, . . . , gn) with v(X) ∈ V, g1, . . . , gn ∈ G;

we have (v(g1, . . . , gn))β = v(gβ1, . . . , g
β
n) = 1, sinceB ∈ V

=
.

Hence 128

GV ≤ A.

Now if

w(X) = u(v(X)) ∈W, where

v(X) = (v1(X), . . . vm(X)), then

vi(g) ∈ GV ≤ A, with gsbelonging toG and fori = 1, . . . ,m. Since

u(X1, . . . ,Xm) = 1

is a law inU
=

and hence inA, we have

u(v(g)) = 1; that is

u(v(X)) = 1

is a law inG in other words,

G ∈W
=

= U
=

V
=

.

Hence
U
=
− by − V

=
⊆ U
=

V
=
.

Conversely letG be any group of the varietyU
=

V
=

. The verbal sub-

groupGV is fully invariant and hence trivially normal inG. It is easy to 129

verify thatG/GV ∈ V
=

. (This is in fact true for any groupG.) We claim

that
GV ∈ U

=
;
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for let
u(X1, . . . ,Xm) = 1

be any law inU
=

andv1(g), . . . , vm(g) ∈ GV; then

u(v(g)) = u(v1(g), . . . , vm(g)) = 1;

that is, u(X1, . . . ,Xm) = 1

is a law inGV.Hence

GV ∈ U
=
,

i.e., G ∈ U
=
− by − V

=
.

Therefore,
U
=

V
=
⊂U
=
− by − V

=
.

Combining this with the above reversed inclusion we get

U
=

V
=
= U
=
− by − V

=
.

This proves thatU
=
− by− V

=
is a variety. In the case of varieties we130

shall use the simpler notation and writeU
=

V
=

instead ofU
=

-by −V
=

.

Theorem 4(Hanna Neumann, 1956). The multiplication of varieties is
associative.

Proof. Let T
=
,U
=
,V
=

be three varieties defined by the set of lawsL,M and

N respectively. The varietyT
=

U
=

is defined by all laws of the form

w(X) = t(u(X)) = 1, where

t(X) = 1 andu(X) = 1

are laws inT
=

andU
=

respectively. Therefore the variety (T
=

U
=

)V
=

is defined

by all laws of the form

w(v(X)) = t(u(v(X))) = 1, where
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v(X) = 1 are laws inv
=
. Similarly one can see that the varietyT

=
(U
=

V
=

) is

also defined by all laws of the form

t(u(v(X))) = 1.

This proves that
(T
=

U
=

)v
=
= T
=

(U
=

V
=

).

�

The above theorem can also be proved in the following way. We
first observe that ifU

=
is any variety defined by a set of lawsM, then 131

G ∈ U
=

if and only if
GM = {1}.

Further ifV
=

is any other variety defined by a set lawsN, then

G ∈ U
=

V
=
,

if and only if
(GN)M = 1.

For if, G ∈ U
=

V
=

, thenGN ∈ U
=

. Hence

G ∈ (T
=

U
=

)V
=

if and only if
((GN)M)L = 1.

Let the varietyU
=

V
=

be defined byP. ThenG ∈ T(U
=

V
=

) if and only if

(GP)L = 1.

To prove the theorem we have only to prove that

GP = (GN)M .
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It is easy to verify thatGP is the least normal subgroup ofG such 132

thatG/GP ∈ U
=

V
=

. Now,

((G/(GN)M)N)M = (GN)M/(GN)M = {1};

that is to say
G/(GN)M ∈ U

=
V
=
.

Further ifS is any normal subgroup ofG such that

G/S ∈ U
=

V
=
, then

((G/S)N)M = {1}; that is

(GN)M ≤ S.

Thus (GN)M is the unique minimal normal subgroup ofG such that

(GN)M ∈ U
=

V
=
.

Therefore
GP = (GN)M .

This proves the theorem.
The associative law does not hold for arbitrary classes of groups; in

other words ifC
=
,D
=
,E
=

are three classes of groups, then in general133

(C
=
− by − D

=
) − by E

=
, C
=
− by (D

=
− by − E

=
).

Consider the following example. LetC
=

be the class of all cyclic

groups. Consider the normal series ofA4,

{1}△C△B△A4, where

B = {1, (12)(34), (13)(24), (14)(23)},

C = {1, (12)(34)}.

The groupsA4/B, B/C andC are cyclic groups; that isA4/B ∈ C
=

and

B ∈ C
=
− by−C

=
; thus
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A4 ∈ (C
=
− by−C

=
) − by−C

=
.

But, A4 < C
=
− by − (C

=
− by−C

=
), asA4 does not contain any cyclic

normal subgroup.
Let U

=
be variety. We defineU

=

1
= U
=
,U
=

n+1
= U
=

nU
=
= U
=

Un. As the

multiplication of varieties is associative,U
=

n is uniquely determined.

Let A
=

be the variety of all abelian groups. We call the varietyA
=

n the

variety ofsoluble groupsof lengthn. A groupG is solubleif it is in A
=

n

for somen. It is immediate that

A
=

1 ⊆ A
=

2 ⊆ A
=

3 ⊆ . . . ,

It is easy to verify that this definition is equivalent to the following 134

more usual definition which can be found in most text books on group
theory.

A groupG is soluble if there exits a “normal series”.

{1} = H0△H1△H2△ · · · △Hn = G

with Hi+1/Hi abelian, forn = 0, 1, . . . , n − 1. WhenG is finite and
soluble, thenG has a series with the corresponding factor groups cyclic.
A (not necessarily finite) groupG is said to bepolycyclic if it has a
normal series with the corresponding factor groups cyclic.Thus every
finite soluble group is a polycyclic group. Polycyclic groups were first
studied by Hirsch who called them S-groups. The term “polycyclic ” is
due to P. Hall who introduced it as a part of a systematic terminology.

The class of all soluble groups do not form a variety. One can prove
that for every integern, there is aGn ∈ A

=

n,Gn < A
=

n−1. Consider the

cartesian productP of Gn, n = 1, 2 . . .. If P were soluble, thenP ∈
A
=

m, for somem. Therefore everyGn, being an epimorphic image of a

subgroup ofP is in A
=

m. This is absurd. Thus, the class of all soluble

groups is not closed under the operation of taking cartesianproducts and
therefore does not from a variety.

We have already remarked in Chapter 1 that the class of all fields
does not form a variety. To see this, it suffices to observe that the class of135
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fields is not closed under the operation of forming cartesianproducts: in
fact one easily sees that the direct product of two fields contains proper
zero-divisions and thus cannot be a field.



Chapter 8

An Embedding Theorem

1

The group theoretical constructions which we have discussed in Chapter 136

6 will be used to prove the following embedding theorem.

Theorem 1(Higman,Neumann and Neumann). Every countable group
G can be embedding in a2-generator group H.

Proof. Let
G = gp(a1, a2, . . .)

be a group generated by{ai}iεI where I is countable; and letC be an
infinite cyclic group generated by an elementc,thus

C = gp(c).

[Later we shall modify this by choosingC is a finite cyclic group
provided that certain conditions are satisfied; cfp.146.] �

We form the wreath product of the groupsG andC,

P = GWrC.

Every element ofP is of the formcs f where f is a function onC
with values inG and the product of any two elementscs f andctg of P 137

is given by

103
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(cs f )(csg) = cs+t f ct
g, where f , g ∈ GC, and

f ct
(cn) = f (cn−t), for n = 0,±1,±2, . . .

In the groupP (and in fact inGC) we single out certain elements
gi , i ∈ I , defined by

gi(c
j) = g− j

i , i ∈ I , j = 0,±1,±2, . . .

We now compute the elementski , i ∈ I , where

ki = [gi , c].

As
ki = g−1

i c−1gic = g−1
i gc

i ,

we see thatki ∈ GC; and

ki(c
j ) = g−1

i gc
i (c

j ) = g−1
i (c j)gc

i (c
j)

= g−1
i (c j )gi(c

j−1) = a j
i a
−( j−1)
i = ai .

Thus ki are constant functions taking the valueai for all c j
s. The

constant functions clearly form a groupG△ and this is isomorphic toG.
We callG△ the diagonal subgroup ofGC. [The diagonal can be defined
in arbitrary cartesian powers, not only of groups.] It is notdifficult to138

see that all constant functions are generated by those amongthem whose
values are the generatorsai of G, thus

gp({ki }i∈I ) = G.

Note also that we have embeddedG in the commutator subgroup of
P.

Now let B be a cyclic group generated by an elementb and letB be
“big enough” to containbi ∈ B, i ∈ I , satisfying the following conditions

bi , 1, bi , b j for i , j

and 1, bib j , bib j , bk, for all i, j, k ∈ I . This we can achieve by taking
B to be infinite cyclic group

B = gp(b), if |I | = N0 :
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and if |I | = g < No, we can either takeB to be the infinite cyclic group
or

B = gp(b; bm
= 1),m= 3d or m≥ 4d − 1.

When B is the infinite cyclic group orm = 3d, we choose for in-
stance

bi = b3i−1, i ∈ I .

If m≥ 4d − 1, we choose

bi = b2i−1, i ∈ I .

It is easy to verify thatbi , i ∈ I satisfy the above conditions. We now139

form the wreath product ofP andB. Let

Q = PWrB.

Defineq ∈ Q (in fact q ∈ PB) by

q(1) = c

g(b−1
i ) = gi , i ∈ I ,

andq(y) = 1, for y , 1, b−1
i , i ∈ I . Define further

hi [q
bi , q] ∈ PB ≤ Q, for i ∈ I .

We now computehi

hi (1) = [qbi , q](1) = [qbi (1), q(1)]

= [q(b−1
i ), q(1)] = [gi , c] = ki ;

next hi(b
−1
j ) = [qbi , q](b−1

j ) = [qbi (b−1
j ), q(b−1

j )]

= [g(b−1
j b−1

i ), q(b−1
j )].

Now, we have chosenbi , such that

1 , bib j , bib j , bk, for i, j, k ∈ I .

Therefore we have 140
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hi(b
−1
j ) = [q(b−1

j b−1
i ), q(b−1

j )] = [1, g−1
j ] = 1, j ∈ I .

Finally

hi(y) = [qbi (g), q(y)] = [qbi (y), 1] = 1, for y , 1, b−1
j , j ∈ I .

Thus

hi(1) = ki ,

hi(y) = 1, y , 1.

We denote the group generated by thehi by G∗; it is then obvious
that

G∗ = gp({hi }i∈I ) � gp{ki}i∈I � G.

Further
G∗ ≤ gp(q, b) = H

This proves the theorem.
This theorem was first proved (Higman, Neumann, Neumann, 1949)

using quite different methods. The proof (Neumann and Neumann,
1959) which we have given here provides answer to a number of inter-
esting questions of the form: ifG has the propertyP, canH be chosen
to have the propertyP or some property closely related toP?141

2 Corollaries

2.1 If G ∈ V
=

, a variety, thenH ∈ V
=

A
=

2. ForGC ∈ V
=

andP = G Wr C ∈

V
=

A
=

, and therefore,

Q = PWrB∈ V
=

A
=

2

SinceH ≤ Q, we have

H ∈ V
=

A
=

2.

In particular ifG ∈ A
=

ℓ, we get

H ∈ A
=

ℓ+2; thus we have
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2.2 A countable group which is soluble of length≤ ℓ can be embedded
in a 2-generator group, soluble of lengthℓ + 2.

This is the best possible result in the sense that we can make exam-
ples of groups that are countable and soluble of length≤ ℓ and which
cannot be embedded in any finitely generated soluble group oflength
ℓ + 1.

We shall have give an example withℓ = 1; that is, we shall give an
example of a countable abelian group which cannot be embedded in any
finitely generated metablian group. In this context, we needa theorem
which we state here without proof Theorem (P. Hall, 1954b). A finitely
generated metabelian group satisfies the maximal conditionfor normal
subgroups.

Consider the groupG with a countable set of generatorsa1, a2, . . . 142

presented by

G = gp(a1, a2, . . . ; ap
1 = 1, ap

2 = a1, . . . , a
0
i+1 = ai , . . .),

where p is a prime. It is easy to verify thatG is isomorphic to the
group of allpn th roots of unity forn = 1, 2, . . .. The groupG is known
as “Prufer p∞ - group” or quasi-cyclic group. This group has many
interesting properties. For instance all proper subgroupsof G are finite
cyclic groups. For ifH , 1 is a proper subgroup ofG, then

H = gp(an),

wheren is the least positive integer such thatan+1 < H. It is easy to
verify that

G/H � G.

Thus all the factor groups ofG are either isomorphic toG or the
trivial group.

We shall now show thatG cannot be embedded in a finitely gener-
ated metabelian group.

AssumeG to be embedded in a metabelian groupK. We shall iden-
tify the isomorphic ofG in K with G and takeG ≤ K. Consider the 143

canonical mappingϕ of K ontoK/K′ whereK′ is the derived subgroup
of K. Since all the factor groups ofG are either isomorphic toG or the
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trivial group, the imageG1 of G underϕ is either group or is isomorphic
to G.

Now if G1 � G, thenG1 is not finitely generated. But we know that
every subgroup of a finitely generated abelian group is finitely gener-
ated. (See Kurosh, 1955§20, p.149) Therefore,K/K′ and henceK is not
finitely generated.

On the other hand, ifG is the trivial group, then

G ≤ K′.

Let GK be the normal closure ofG in K. Then

GK ≤ K′.

DefineAn ≤ GK by

An

{

g
∣

∣

∣

∣

∣

g ∈ GK , gpn
= 1

}

.

SinceK is merabelian,K′ is abelian. ThereforeAn is a group, for
everyn. We claim thatAn are invariant inGK. For, letη be an endomor-
phism ofGK, then (gη)pn

= (gpn
)η = 1η = 1, for all g ∈ An; that

Aηn ≤ An.

ThereforeAn are fully invariant and thus, a fortiori, characteristic in144

GK . But
GK△K( trivially ) .

Hence,
An△K, for all n.

Now we assert that

A1 ≤ A2 ≤ A3 · · ·

is an infinite strictly ascending chain. For,

an+1 ∈ An+1 andan+1 < An.

Therefore by P. Hall’s theoremK cannot be finitely generated. Thus
G cannot embedded in any finitely generated metabelian group.
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2.3 If G is abelian, in the proof of Theorem 1 we can take the groupC
to be of order 2. But in this case we definegi ∈ GC, i ∈ I , by

gi(1) = ai

gi(c) = 1, whereC = gp(c; c2
= 1).

Then, 145

ki = [gi , c] = g−1
i gc

i ∈ Gc, i ∈ I and

ki(1) = g−1
i (1)gc

i (1) = a−1
i ,

ki(c) = g−1
i (c)gc

i (c) = ai .

It is easy to verify that whenG is abelian the mappingϕ of
{

ai
}

i∈I
into P = G Wr Cdefined by

aϕi = ki , i ∈ I

can be extended a monomorphism ofG into P. Now one can proceed as
in the proof of the Theorem 1.

If further, G is finitely generated, we have seen thatB could be taken
to be a finite group. We have

2.4 If G ∈ A
=

and finitely generated, thenH ∈ A
=

3 can be chosen as an

abelian-by-finite group.
Now,

GC
∆P; and

hence (GC)B
∆PB.

It is easy to verify that

PB/(GC)B
� (P/GC)B.

Now, since|B| < ∞ and|P/GC| < ∞, we have 146

|PB/(GC)B| < ∞.
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Now for any f ∈ (GC)B, we have

b−1 f b = f b(GC)B.

Therefore
(GC)B

∆gp(PB, b) = Q.

Further,

Q/PB
=

Q/(GC)B

PB/(GC)B

Since,|Q/PB| < ∞, |PB/(GC)B| < ∞, follows that

|Q/(GC)B| < ∞.

As G is abelian, the groupQ is abelian- by - finite. It is not diffi-
cult to prove that the property of being abelian-by-finite isinherited by
subgroups (and also by factor groups).

2.5 If an
i = 1, for all i ∈ I , in the embedding procedure of Theorem 1

we can takeC be to be a cyclic group of ordern. It is easy to verify that147

in this case the functionsgi are un ambiguously defined.

2.6 It G has finite exponentn and is finitely generated, say byd el-
ements, thenH can be chosen of finite exponentn2+r , wherer is an
integer such thatm = nr is a possible choice for the order of the group
B occurring in the proof of the theorem; that ism= 3d or m≥ 4d − 1.

Now,
P = G Wr C,

whereC is a cyclic group of ordern. SinceG is a group of exponentn,
so isGC. Further

P/GC
� C.

If x ∈ P, thenxn ∈ GC, and

(xn)n
= xn2

= 1;
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that isP and thereforePE is of exponentn2. Again

Q/PB
� B,

whereB has been chosen to be a finite cyclic group of ordernr .
Now if y ∈ Q, thenynr

∈ PB, and therefore

(ynr)n2
= yn2+r

= 1,

that isQ, and henceH ≤ Q is of exponentn2+r . 148

From Corollary 6, we immediately get the following reduction the-
orems for the Burnside conjectures.

2.7 Reduction Theorem for the Full Burnside Conjecture All finitely
generated groups of exponentn, are finite if all 2-generator groups of
exponentns, for all s, are finite.

This “reduction theorem” was first proved by Sanov (1945). Ithas
lost interest in view of Novikov’s recent results.

2.8 Reduction Theorem for the Restricted Burnside Conjecture It there
is a numberβ(nk, 2) such that every finite 2−generator group of exponent
nk has order≤ β(nk, 2), then there is a numberβ(n, d) such that every

finite d-generator group withd ≤
1
4

(nk−2
+ 1) and of exponentn has

order≤ β(n, d). In fact,

β(n, d) ≤ β(nk, 2).





Chapter 9

Generalised Free Products of
Groups with Amalgamations

1

In this chapter we shall consider the question under what conditions a 149

given family of groups with prescribed intersections can beembedded
in a group. More precisely the problem is the following.

Let
{

Gi
}

i∈I be a family of groups and
{

Hi j
}

i∈I be a given family of
subgroups ofGi, for everyi ∈ I . We then ask: does there exist a group
P and monomorphismθi of Gi into P for everyi ∈ I with the property

Gθi
i ∩G

θ j

j = Hθi
i j = H

θ j

ji , for all i, j ∈ I?

Certain conditions are necessary for the existence of such agroup.
First we note that

Hii = Gi .

SinceHi j andH ji are to be mapped onto the same subgroup ofP,
they must be isomorphic. In factϕi j , the restriction ofθiθ

−1
j to Hi j , must

be an isomorphism ofHi j ontoH ji . It is immediate that

ϕi jϕ ji = ℓ,

the identity map ofHi j onto itself. Further, 150

113



114 9. Generalised Free Products of Groups with Amalgamations

Gθi
i ∩G

θ j

j ∩Gθk
k = Hθi

i j ∩ Hθi
ik = Hθi

ji ∩ H
θ j

jk = Hθk
ki ∩ Hθk

k j.

Thus the three intersections,

Hi j ∩ Hik,H ji ∩ H jk,Hki ∩ Hk j

must be mapped onto one and the same subgroup

Gθi
i ∩G

θ j

j ∩Gθk
k .

Now

(Hi j ∩ Hik)ϕi j = (Hi j ∩ Hik)θiθ
−1
j = (Hθi

i j ∩ Hθi
ik)θ

−1
j

=

(

Hθ
θ j
ji ∩ Hθ−1

jk

)θ−1
j

= H ji ∩ H jk.

The mappingϕi jϕ jk is an isomorphism ofHi j ∩ Hik ontoHi j ∩ Hik;
in fact

ϕi jϕ jk = ϕik on Hi j ∩ Hik.

We can similarly write down further necessary conditions which
arise from the fact that the the intersection of more than three groups
Hi j , Hik, . . . are to be mapped onto one and the same intersection of151

groupsGθi
i ,G

θ j

j , . . .. But once the necessary conditions in terms of the
intersection of three groups are satisfied other such conditions involv-
ing more than three groups are automatically satisfied. For instance, say
four groupsGi, G j, Gk, Gℓ. Then

(Hi j ∩ Hik ∩ Hiℓ)
θi = Hθi

i j ∩ Hθi
ik ∩ Hθi

iℓ

= (Hθi
i j ∩ Hθi

ik) ∩ (Hθi
i j ∩ Hθi

iℓ )

= (Hθi
ji ∩ H

θ j

jk)(H
θ j

ji ∩ H
θ j

iℓ )

= Hθi
ji ∩ H

θ j

jk ∩ H
θ j

jℓ , and so on.

It is easy to verify that

ϕi jϕikϕkℓ = ϕiℓ on Hi j ∩ Hik ∩ Hiℓ.

Thus we have proved
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Theorem 1. In order that
{

Gi
}

i∈I be embeddable in a group with pre-
scribed intersections

{

Hi j
}

(i, j)∈I×I it is necessary that there be isomor-
phismsϕi j of Hi j onto Hji satisfying the following conditions.

(1) ϕi jϕ ji = ℓ, the identity map ofHi j onto itself 152

(2) ϕi j mapsHi j ∩ Hik ontoH ji ∩ H jk

(3) ϕi jϕ jk = ϕik on Hi j ∩ Hik, for all i, j, k ∈ I .

Here after we shall refer to the family of subgroups
{

Hi j
}

(i, j)∈I×I sat-
isfying the necessary conditions of Theorem 1 as the family of amalga-
mated subgroups.

Let
{

Gi
}

i∈I be a family of groups with amalgamated subgroups
{

Hi j
}

(i, j)I×I and et
Gi = gp(Ei ; Ri)

be a presentation ofGi with generatorsEi and a set of defining relations
Ri. Let

Hi j = gp(Di j ), where

Hi j =
{

di jν
}

,

ν running over some index set. SinceHi j andH ji are isomorphic, we
can choose generatorsDi j in such a way that

D
ϕi j

i j = D ji and

d
ϕi j

i jν = diν.

Thusν runs over one and the same index set forDi j andDi j . Without 153

loss of generality we can take
⋃

j

Di j ⊆ Ei .

Now for everyi ∈ I , we take a setE∗i with |Ei | = |E∗i |; that is there is
a 1− 1 and onto mapθ∗i of Ei ontoE∗i . Let R∗i be the set of all relations
defined by

R∗i =

{

r
(

e
θ∗i
1 , . . . , e

θ∗i
n

)

= 1
∣

∣

∣

∣
(r(e1, . . . , en) = 1) ∈ Ri , e1, . . . , en ∈ E1

}
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Let

P∗ = gp















⋃

i∈I

E
θ∗i
i ;

⋃

i∈I

R∗i , d
θ∗i
i jν = d

θ∗i
i jν, for all i, j, ν















We shall refer to the collection
{

Gi
}

i∈I with amalgamated subgroups
{

Hi j ∈
}

(i, j)I×I as anamalgam. If there exists a groupP embedding the
family

{

Gi
}

i∈I with amalgamated
{

Hi j ∈
}

(i, j)I×I , we say that “P embeds
the amalgam”.

Theorem 2. If there exists a group P embedding the amalgam, then
the group P∗ also embeds the amalgam and ifθi is the corresponding
canonical monomorphism of Gi into P, then there is a homomorphismϕ
of P∗ into P, mapping

G∗i = gp(E
θ∗i
i ) ≤ P∗

isomorphically onto G
θ∗i
i such that154

(G∗i ∩G∗j )
ϕ
= Gθi

i ∩G
θ j

j = Hθi
i j = H

θ j

ji .

Proof. Define the mappingϕ of
⋃

i∈I
E
θ∗i
i into P by

(e
θ∗i
i )ϕ = eθi

i , for ei ∈ Ri and

whereθi is the embedding monomorphism ofGi into P. We claim that
ϕ can be extended to a homomorphism ofP∗ into P. �

For let
r1(e

θ∗i
i1
, . . . , e

θ∗i
in

) = 1 we a relation inR∗i .

Then
(

r i

(

e
θ∗i
i1
, . . . , e

θ∗i
in

))

= r i

(

e
θ∗i ϕ

i1
, . . . , eθ

∗i ϕ

in

)

= r i

(

eθi
i1
, . . . , eθi

in

)

= 1,

since r1(ei1, . . . , ein) = 1

is a relation inRi andθi is a monomorphism ofGi into P.
Further,155
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d
θ∗i
i jν = d

θ∗j

i jν implies

dθi
i jν = d

θ j

i jν.

For, d
ϕi j

i jν = d
θi θ
−1
j

i jν = d jiν.

Thus the defining relations ofP∗ go over to relations ofP upon
applyingϕ and thereforeϕ can be extended to a homomorphism ofP∗

into P, by von Dyck’s Theorem. We shall denote this homomorphism
also byϕ. Again an application of von Dyck’s theorem shows thatθ∗i ,
the mapping ofEi into P∗, can be extended to a homomorphism ofGi

into P∗, which we also denote byθ∗i . It is obvious that

G
θ∗i
i = G∗i .

We claim that (sinceP embeds the amalgam)θ∗i is a monomorphism
of Gi into P∗. By the definition of

θ∗i ϕ = θi onGi .

Therefore the kernel ofθ∗i is contained in that ofθi. But θi , being
a monomorphism has trivial kernel. Thereforeθ∗i has a trivial kernel; 156

that isθ∗i is a monomorphism ofGi into P∗. To showP∗ embeds the
amalgam we have only to prove that

G
θ∗i
i ∩G

θ∗j

j = H
θ∗i
i j = H

θ∗j

ji , i, j ∈ I .

Now,

H
θ∗i
i j =

(

gp(
{

di jν
}

)
)θ∗i
= gp

(

{

d
θ∗i
i jν

}

)

= gp
(

{

d
θ∗j

jiν

}

)

=

(

gp(
{

di jν
}

)
)θ∗j
= H

θ∗j

ji ; and

H
θ∗i
i j = H

θ∗j

ji ⊆ G
θ∗j

i ∩G
θ∗j

j .

Let h∗ ∈ G
θ∗i
i ∩G

θ∗j

j . Then,

h∗
ϕ

∈ (G
θ∗i
i ∩G

θ∗j

i )ϕ ⊆ G
θ∗i ϕ

i ∩G
θ∗jϕ

j = Gθi

i ∩G
θ j

j .
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Now P embeds the amalgam. Hence

h∗
ϕ

∈ Gθi
i ∩G

θ j

j = Hθi
i j = H

θ j

ji

Therefore there is a uniqueh ∈ Hi j such that

h∗
ϕ

= hθi ∈ Hθi
i j .

Now θ∗i is an isomorphism ofGi ontoG∗i . Therefore157

h∗
θi
∗−1

= h; that is

hθ
∗
i ∈ H

θ∗i
i j ; that is to say

G
θ∗i
i ∩G

θ∗j

j ⊆ H
θ∗i
i j

Combining this with the reversed inclusion which we have already
proved we have

G
θ∗i
i ∩G

θ∗j

j = H
θ∗i
i j = H

θ∗j

ji .

This proves thatP∗ embeds the amalgam. Furtherϕ restricted toG
θ∗i
i

is precisely the mappingθ∗−1
i θi and hence is 1− 1; that is the mappingϕ

restricted toG
θ∗i
i is a monomorphism.

We shall refer toP∗ as the “canonic group” of the amalgam andθ∗i
as the “canonic homomorphism” ofGi into P∗.

If P∗ embeds the amalgam, we callP∗ the generalised free product
of the amalgam. The name “ generalised free product” is justifiable as
there is a homomorphism ofP∗ into any group that embeds the amal-158

gam.

2

If all the amalgamated subgroupsHi j are trivial, then the cartesian prod-
uct of{Gi} is one that embeds the amalgam. Therefore the corresponding
P∗ also embeds the amalgam; this is known as thefree product of the
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family of groups{Gi}. Free products occur naturally in applications of
group theory. For instance the free group

G = gp(E;φ)

is the free product of infinite cyclic groups
{

gp(ei )
}

ei∈E
. Another exam-

ple of a free product is the following. Consider the setM of all linear
transformations of the form

zϕ =
az+ b
cz+ d

with ad− bc= ±1, where

a, b, c, d are rational integers. It is not difficult to verify thatM is a group
with composite of maps as the multiplication. The groupM is known
as the modular group. This groupM is the free product of two cyclic
groups of order 2 and 3 generated byα andβ respectively where

zα = −
1
z
;α2
= ℓ and

zβ = −
1

z− 1
; β3
= ℓ thus

M = gp(α, β;α2
= β3

= 1).

(See Coxeter and Moser 1957pp.85− 88; the group is there called159

the projective modular group in 2- dimensions.)
The generalised free products, too, appear naturally in topology. For

instance the clover knot group (i.e. the fundamental group of the resid-
ual space inS3 of the clover knot) is the generalised free product of two
infinite cyclic groups say gp(a) and gp(b) with gp(a2) andgp(b3) as the
amalgamated subgroups. More generally any torus knot groupis the
generalised free product of two infinite cyclic groups gp(a)and ga(b)
with gp(am) andgp(an) amalgamated.

3

We can make examples of amalgams which cannot be embedded in any
group. Consider the following amalgam.
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Let,

G1 = gp(g1, h1, k1; h2
1 = k2

1 = 1, h1, k1 = 1, g2
1 = 1, hg

1 = k1).

This is known the “dihedral group” of order 8 and it is precisely
the group of automorphisms of a square. (One can describeG1 also
as the wreath product of two cyclic groups of order 2). We select the
alternating groupA4 asG2, presented as follows.

G2 = gp(g1, h2, k2; g3
2 = 1, hg2

2 = k2, k
g2
2 = h2k2.

We takeC6, the cyclic group of order 6, asG3 and give it rather an160

“unorthodox” presentation; that is

G3 = gp(c, d; c2
= d3

= 1; [c, d] = 1)

The following we take as the amalgamated subgroups.

H12 = gp(h1, k1) ≤ G1, H21 = gp(h2, k2) ≤ G2

H13 = gp(g1) ≤ G1, H31 = gp(c) ≤ G3

H23 = gp(g2) ≤ G2, H32 = gp(d) ≤ G3.

The amalgamating isomorphismsϕi j are to maph1 on h2, k1 on
k2, g1 on c, g2 ond.

It this amalgam can be embedded in a group, then the canonic group
P∗ also embeds the amalgam. NowP∗ is the group generated by

g1, h1, k1, g2, h2, k2, c, d

with defining relations consisting of the defining relationsof G1,G2,G3

and the following amalgamating relations.

h1 = h2, k1 = k2, g1 = c, g2 = d.

Now in P∗, we have,

h1 = h[c,d]
1 = h[g1,g2]

1 = hg−1

1 g−1
2 g1g2 = k

g−1
1 g1g2

1 = k
g−1

1 g1g2

2

= hg1g2
2 = hg1g2

1 = kg2
1 = kg2

2 = h2k2 = h1k2;
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that is161

k2 = 1 and therefore

h2 = 1.

Hence,
h1 = h2 = k1 = k2 = 1.

Thus,
P∗ � C0

and therefore cannot embed the amalgam ; that is to say the amalgam
we have considered cannot be embedded in any group. Note thatthe
amalgam satisfies the necessary conditions. Thus an amalgamis not
always embeddable in a group.

4

We can impose certain conditions on the amalgam to make it embed-
dable in a group. A special case when all the amalgamate subgroups
coincide with a single group was first studied by Schreier (1927).

Theorem 3(Schreier, 1927). If all the amalgamated subgroups coincide162

(with a single group) then the amalgam is embeddable.

Before proceeding to prove the theorem we make a definition. Let
G be any group andH ≤ G. ThenG can be written as the union of
disjoint left cosets ofH. We choose one representative for each of these
left cosets. The set of all such representatives is called aleft transversal
of H in G. Similarly a right transversal ofH in G can be defined. IfS is
a left transversal ofH in G, then

G = S H, with the property

S′ ⊆ S,G = S′H impliesS′ = S.

(We call |S| the index ofH in G; notation |S| = |G : H|). Every
elementg ∈ G can be written as

g = sh, with s∈ S, h ∈ H.
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Moreover, this representation is unique. For if

g = sh= s′h′, s, s′, s, s′ ∈ S, h, h′ ∈ H,

then

s−1s′ = hh′−1 ∈ H; that is

sH = s′H; and therefore by our

choice ofS,163

s= s′, h = h′.

It is often convenient to choose the transversal in such a waythatH
is represented by 1.

We shall give two proofs of Theorem 3. The second proof will be
given in the next chapter, and applied there to give further embedding
theorems.
First proof of Theorem 3. Let {Gi}i∈I be a family of groups and let
Gi contain an isomorphic copy of a given groupH, for every i ∈ I .
Without loss of generality we can think of all these isomorphic copies
as identified with each other, i.e.,

H ≤ Gi , i ∈ I .

We call theGi the constituentsof the amalgam. We choose a left
transversalSi of H in Gi , for eachi ∈ I , and we here representH always
by 1; thus 1∈ Si , for all i ∈ I . Now we pick out certain words in the
elements ofGi. We call

w = s1s2 . . . snh

anormal wordif it satisfies the following three conditions:

1) Eachsν, ν = 1, . . . , n, is a representative, 1 belonging to one of the
left transversals we have chosen, saySi(ν);

2) i(ν) , i(ν + 1), for ν = 1, . . . , n, in other words, no two consecutive164

sν appearing inw belong to the same set of representatives.
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3) h ∈ H.

We calln the length of the normal wordw and denote it byℓ(w).
In particularn may be zero also. In fact

ℓ(w) = 0

if and only if w ∈ H. We denote bywo the normal word consisting of the
identity element alone. LetW be the set of all normal words. Consider
the mappingρ(g) of W into W, for all g ∈

⋃

i
Gi, defined as follows.

Forg ∈ Gk, k ∈ I and

w = s1s2 · · · snh ∈W

we put
wρ(g)

= w′,

wherew′ is defined as follows.

(i) If n > 0, i(n) = k; that issn lies in the same groupGk asg, then
snhg is a certain element ofGk and are be uniquely written as

snhg= s′h′, s′ ∈ Sk, h
′ ∈ H.

We then put

w′ = s1s2 · · · sn−1s′h′, if s′ , 1

and w′ = s1s2 · · · sn−1h′, if s′ = 1.

(ii) If n = 0 or n > o and i(n) , k; that is if sn < Gk, we represent 165

hg ∈ Gk as

hg= s′h′, s′ ∈ Sk, h
′ ∈ H

and write w′ = s1s2 · · · sns′h′, if s′ , 1;

and w′ = s1s2 · · · snh′ if s′ , 1.

Thusw′ = wρ(g) is defined for everyw ∈ W and it is easy to verify
thatw′ is again a normal word. Ifg is contained in more than one con-
stituentsGi , sayg ∈ G j∩Gk, theng ∈ H and we can definew′ according
to (i) or (ii ). Now, if

snhg= s′h′, then
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sinceg ∈ H,

sn = s′

and gh= h′.

Therefore according to (i), we have166

w′ = s1s2 · · · sn−1s′h′ = s1s2 · · · snhg.

On the other hand, computingw′ according to (ii ) we have, as

hg= h′,

w′ = s1s2 · · · snh′ = s1s2 · · · snhg.

Thus we get the samew′ whichever way we compute it.
We shall now show that

ρ(gg′) = ρ(g)ρ(g′), for g, g′ ∈ Gk.

Put
wρ(g)

= w′,w′ρ(g′)
= w′′,wρ(gg′)

= w∗.

(1) If n > 0, i(n) = k; then

snhg=∈ Gk.

We write

snhg= s′h′, s′ ∈ Sk, h
′ ∈ H and

s′h′g′ = s′′h′′, s′′ ∈ Sk, h
′′ ∈ H.

Now,167

w′′ = s1s2 · · · sn−1s′′h′′ if s′′ , 1

and w′′ = s1s2 · · · sn−1h′′ if s′′ = 1.

On the other hand let

snh(gg′) = s∗h∗, s∗ ∈ Sk, h
∗ ∈ H.
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Then

w∗ = s1s2 · · · sn−1s∗h∗ if s∗ , 1

and w∗ = s1s2 · · · sn−1h∗ if s∗ = 1.

But,
snh(gg′) = (snhg)g′ = s′h′g′ = s′′h′′.

Therefore,

s∗ = s′′, h∗ = h′′; that is

w′′ = w∗.

Notice that it does not matter whethers′ = 1 or not asi(n − 1) , k 168

and in either case we have to considers′h′g′ to computew′′.
(2) If n = 0 or if n > 0, i(n) , k, write

hg= s′h′, s′ ∈ Sk, h
′ ∈ H

and s′h′g′ = s′′h′′, s′′ ∈ Sk, h
′′ ∈ H.

Then,

w′′ = s1s2 · · · sns′′h′′ if s′′ , 1

and w′′ = s1s2 · · · snh′′ if s′′ = 1.

On the other hand if we put

h(gg′) = s∗h∗, s∗ ∈ Sk, h
∗ ∈ H,

we have w∗ = s1s2 · · · sns∗h∗ if s∗ , 1

and w∗ = s1s2 · · · snh∗ if s∗ = 1.

But, 169

s∗h∗ = h(gg′) = (hg)g′ = s′h′g′ = s′′h′′.

Therefore

s∗ = s′′, h∗ = h′′; that is

w∗ = w′.
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In this case also not does not matter whethers′ = 1 or s′ , 1.
Thus we proved that in both the cases

wρ(gg′)
=










wρ(g)











ρ(g′)

As this is true for allw ∈W, we have

ρ(gg′) = ρ(g)ρ(g′).

Again, as this true for allg, g′ ∈ Gk we conclude that mappingρk of
Gk into the semigroup of the mappings ofW into itself, defined by

gρk = ρ(g), for all g ∈ Gk

is a homomorphism; and therefore the imageGρk

k is a group. Hence
everyρ(g), g ∈ Gk has a two sided inverse, that isρ(g) is a permutation
of W, for all g ∈ Gk. We claim thatρ is an isomorphism ofGk ontoGρk

k .170

For, if

ρ(g) = L, g ∈ Gk, then

wρ(g)
o = wo

But,

wρ(g)
o = sh, where

g = sh, s∈ Sk, h ∈ H.

Therefore,

sh= 1; that is

s= 1, h = 1

i,e., g = 1.

Hence the kernel ofρk is trivial; that is to say,ρk is an isomorphism
of Gk ontoGρk

k . Let
∑

denote the group of permutations ofW generated

by theGρi
i , i ∈ I ; that is

∑

= gp(
{

Gρi
i

}

).
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By what we have just proved all groupsGi are embedded in by the
isomorphismρi . Now let

gρi = g′ρk, g ∈ Gi , g
′ ∈ Gi , g

′ ∈ Gk.i , k;

that is ρ(g) = ρ(g′).

Let 171

g = shwith s ∈ Si , h ∈ H, and

g′ = s′h′ with s′ ∈ Sk, h
′ ∈ H.

Then,

wρ(g)
o = shor h, according ass, 1 or s= 1.

Similarly,

wρ(g′)
o = s′h′ or h′ according ass′ , 1 or s′ = 1.

But

wρ(g)
o = wρ(g′)

o .

Therefore

s= s′ = 1, h = h′; that is

g = g′ = h.

Hence

gρi = g′ρk ∈ Hρi = Hρk,

Thus, 172

Gρk
k ∩Gρi

i = Hρi = Hρk, for all i, k ∈ I .

This proves that the group
∑

embeds the amalgam under considera-
tion.
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5

We shall now turnW into a group isomorphic to
∑

by defining a suit-
able multiplication inW, in fact

∑

will turn out to be the right-regular
permutation representation of the groupW, we are to define. Consider
the mappingη of

∑

into W defined by

ση = wσ
o , for everyσ ∈

∑

.

Let
w = s1s2 · · · snh

be any normal word inW. Put

σ = ρ(s1)ρ(s2) · · · ρ(sn)ρ(h).

It is easy to verify that

wσ
o = s1s2 · · · sn∩ = w

Thus the mapping is ‘onto’W. Now we shall show thatη is 1− 1.
We shall first prove the following lemma.173

Lemma 1. Let

σ = ρ(g1) · · · ρ(gm) ∈
∑

, with gµGi(µ)(1 ≤ µ ≤ m).

and i(µ) , i(µ+1). Then the length of the normal word wσo is m if m> 1
and further

wσ
o = s1s2 · · · smh with sµ ∈ Si(µ), 1 ≤ µ ≤ m, h ∈ H.

If m= 1, then the length ofwσ
o is 0 or 1 accordingg1 is in H or not.

Proof. The proof of the lemma will be by induction. Form = 2, we
have

σ = ρ(g1)ρ(g2), g1 ∈ Gi(1), g2 ∈ Gi(2), i(1) , i(2).

Now,

wρ(g1)
o = s1h1 with 1 , s1 ∈ Si(1), h ∈ H
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and g1 = s1h1;

and wσ
o = (wρ(g1)

o )ρ(g2)
= s1s2h2, 1 , s2 ∈ Si(2), h ∈ H

and h1g2 = s2h2.

�

Thus 174

ℓ(wσ
o ) = 2.

Assume the lemma to be true for all or with 2≤ r < m. Let m > 2.
Put

σ̂ = ρ(g1)ρ(g2) · · · ρ(gm−1).

Then by induction hypothesis

wσ̂
o = s1s2 · · · sm−1h′, sµ ∈ Gi(µ), 1 ≤ µ ≤ m− 1, h′ ∈ H.

Now,

wσ
o =










wσ̂

o











ρ(gm)
= (s1s2 · · · sm−1h)ρ(gm)

= s1s2 · · · sm−1smh, where

h′gm = smh, 1 , sm ∈ Si(m), h ∈ H.

This completes the induction and proves that

ℓ(wσ
o ) = m if m> 1.

If m= 1, then
σ = ρ(g1).

It is obvious thatℓ(wo) = 0 or 1 according asg1 is in H or not. 175

Now if,
wσ

o = wσ
o , σ, σ

′ ∈
∑

,

then
wσσ′−1

o = wo.

Choosem to be the least positive integer such that

σσ′−1
= ρ(g1) · · · ρ(gm), with gi iGi(µ), 1 ≤ µ ≤ m.
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If m> 1, theni(µ) , i(µ+ 1). For, otherwiseσσ′−1 can be “shrunk”
by amalgamatinggµ andgµ+1. Hence by the above lemma it follows that

ℓ(wσσ′−1

o ) = m> 1.

Since
wσσ′−1

o = wo,

this is absurd.
Therefore,m= 1; thus let

σσ′−1
= ρ(g1), g1 ∈ Gi(1).

Then176

wσσ′−1

o = s1h1, where

g1 = s1h1 with s1 ∈ Si(1), h1 ∈ H.

But

wσσ′−1

o = wo; and therefore

s1 = 1, h1 = 1; that is

g1 = 1 : that is to say

σσ′−1
= ρ(g1) = L.

Hence
σ = σ′.

Thus the mappingη of
∑

onto W is 1 − 1. We now put a group
structure onW in the following way.

Define

wow′ = wσσ−1

o , wherew,w′ ∈W

and wσ
o = w,wσ′

o = w′.

One can easily verify thatW is turned into a group with this multi-
plication and that the group

∑

is the right regular permutation represen-177

tation of the groupW. Further,W being isomorphic to
∑

also embeds
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the amalgam. To return to our old notation,W will be renamedP. We
shall identify the groupsGρkη

k with Gk. Under this identification,

Gk ≤ P, for all k ∈ I .

Further
Gi ∩G j = H in P.

Let

w = s1s2 · · · snh ∈W, sµ ∈ Si(µ)1 ≤ µ ≤ n, h ∈ H.

It is easy to verify that

w = s1 ◦ s2 ◦ · · · ◦ sn ◦ h.

If
w′ = s′1s′2 · · · s

′
mh′,

then in general the usual product of the wordsw andw′ is not a normal
word. If

σ = ρ(s1)ρ(s2) · · · ρ(sn)ρ(h) and

σ′ = ρ(s′1)ρ(s′2) · · · ρ(s′m)ρ(h′), then

wow′ = wσσ′

o = (s1s2 · · · snh)σ
′

= wσ′ .

Now, 178

σσ′ = ρ(s1) · · · ρ(sn)ρ(h)ρ(s′1) · · · ρ(s′m)ρ(h′).

If sn ands′1 do not be in the same constituent, then by our lemma

wσσ′

o = w
ρ(s1)···ρ(snh)ρ(s′1)···ρ(s′mh′)
o

is of lengthn+m and

wow′ = wσσ′

o = s1s2 · · · sns(1)s(2) · · · s(m)h(m)

where

hs′1 = s(1)h(1)
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h(1)s′2 = s(2)h(2)

· · · · · · · · · · · · · · ·

· · · · · · · · · · · · · · ·

h(m−1)s′m = s(m)h(m).

On the other hand ifs′1 andsn are in the same constituent, we amal-179

gamatesnh ands′1 and write

snhs′1 = s(1)h(1)

and proceed as in the above case.
We now proceed to show that

∑

is the generalised free product of
the amalgam. Let

u(ρ(g)) = L

be a relation in
∑

; we show that it follows from the relations of the
groupsρ(Gi). We write the relation in the form

ρ(g1)ρ(g2) · · · ρ(gn) = L,

where gνGi(ν), ν = 1, . . . , n. [This can be done because (ρ(g))−1
=

ρ(g−1).] If n = 1, then we haveρ(g1) = L, and we have seen already that
this impliesg1 = 1, so the relation is trivial. Assume then thatn > 1.
We claim that there are two successive elementsgν, gν+1 out of the same
constituent, that isi(ν) = i(ν + 1); for if not, then

ℓ(wρ(g1)ρ(g2)···ρ(gn)
o ) = n > 1,

by our lemma, and this contradicts the assumed relation. Nowin Gi(ν),
there is a productg∗, say ofgν andgν+1, so that

gνgν+1 = g∗

is a relation inGi(ν) ; thus also180

ρ(gγ)ρ(gγ+1) = ρ(g∗)
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is a relation inρ(Gi(ν)), that is a consequence of the defining relations of
ρ(Gi(ν)). By means of this relation we can now reduce the given relation
to a shorter one,

ρ(g1) · · · ρ(gγ−1)ρ(g∗)ρ(gν+2) · · · ρ(gn) = ℓ.

By an easy induction one deduces that the given relation follows
from the defining relations of the constituent groups. This proves the
theorem:

Theorem 4. The group
∑

and hence P is the generalised free prod-
uct of the family of groups

{

Gi
}

i∈I with all the amalgamating subgroups
coinciding with H.

We immediately have the following consequence:

Corollary. The group
∑

(and hence P) does not depend upon the trans-
versals Si of H in Gi that have been chosen.





Chapter 10

Permutational Products

1 Permutational products and Scbreier’s Theorem

In this chapter we shall introduce another product called the “permuta- 181

tional product” of an amalgam. The permutational product ofan amal-
gam will be used in giving an alternative proof of Schreier’sTheorem.
The embedding group we are going to construct will be in general dif-
ferent from the generalised product of the amalgam in question. Once
we construct a group embedding the amalgam the existence of the gen-
eralised free product follows Theorem 2 of the preceding chapter.

It the following we will be considering an amalgam of two groups.
This is just for convenience. The same proof carries over thecase of
an amalgam of an arbitrary family of groups with a single amalgamated
subgroup.

Let the amalgam consist of groupsA, B with the amalgamated sub-
groupH,H ≤ A,H ≤ B. We choose arbitrary left transversalsS,T of H
in A andB respectively. Thus everya ∈ A andb ∈ B can be uniquely
written as

a = sh, s∈ S, h ∈ H

b = th1, t ∈ T, h1 ∈ H.

Consider the product setK = S × T × H. Our object is to realise182

the embedding group as a permutation group of the setK. For every
a ∈ A, b ∈ B we define mappingsρ(a), ρ(b) of K into K as follows.

135
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Let k = (s, t, h) ∈ K, s∈ S, t ∈ T, h ∈ H. Then put

kρ(a)
= k′ = (s′, t′, h′),

where s′h′ = s h a,

and t′ = t.

Similarly we define

kρ(b) = k′′ = (s′′, t′′, h′′),

where s′′h′′ = t h b,

and s′′ = s.

If h∗ ∈ H, thenρ(h∗) can be defined in two ways, once considering it
as an element ofA and the other time considering it as an element ofB.
But,

s h h∗ = s′ h′,

implies s= s′, h′ = hh∗.

Similarly183

thh∗ = t′′ h′′,

implies t = t′′, h′′ = hh∗.

Therefore, whatever way we computekρ(h∗), we get

kρ(h∗)
= (s, t, hh∗);

hence our definition ofρ is unambiguous. Also,ρ(h∗) when applied to
any (s, t, h) ∈ K leavess, t unaltered.

Conversely one can easily verify that ifρ(x), x ∈ A or B, does not
alter s, t when applied to a triplet (s, t, h) ∈ K, thenx ∈ H.

Now consider the mappingρA of A into the semigroup of all map-
pings ofK into itself defined by

aρA = ρ(a), for all a ∈ A.
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Let a, a1 ∈ A, (s, t, h) ∈ K. We have,

(s, t, h)ρ(a)
= (s′, t′, h′),

with s′h′ = s h a,

and t′ = t;

and further (s′, t′, h′)ρ(a1)
= (s′′, t′′, h′′),

where s′′h′′ = s′ h′ a1,

and t′′ = t′.

But 184

sh(aa1) = (sha)ai = s′h′ai = s′′h′′.

Therefore,

(s, t, h)ρ(aa1)
= (s′′, t′′, h′′) = (s, t, h)ρ(a)ρ(a1).

As this is true for all (s, t, h) ∈ K, we have

ρ(aa1) = ρ(a)ρ(a1).

Again as this is true for alla, a1, ∈ A it follows that the mappingρA

is a homomorphism. Therefore the homomorphic imageAρA = ρ(A) is
a group. Hence everyρ(a), a ∈ A has a two sided inverse; that is,ρ(a) is
a permutation group ofK. Further if

ρ(a) = L, a ∈ A,

then for every (s, t, h) ∈ K, we have

(s, t, h)ρ(a)
= (s, t, h).

Therefore, 185

sha= sh ; that is

a = 1

that isρA is an isomorphism ofA onto AρA = ρ(A). Similarly the map-
ping ρB of B into the semigroup of all mapping ofK into itself defined
by

bρB = ρ(b), for all b ∈ B
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is a monomorphism; that isB is isomorphic toBρB = ρ(B). Denote byP
the permutation group ofK generated byρ(A) andρ(B),

P = gp(ρ(A), ρ(B)).

It is evident thatP contains isomorphic copies ofA andB namely
AρA andBρB. We claim that

AρA ∩ BρB = HρA = HρB.

Let ρ(a) = ρ(b), a ∈ A, b ∈ B.

Thenρ(a) fixes boths, t of any (s, t, h) ∈ K. Therefore,186

a ∈ H.

Similarly,
b ∈ H.

Now, sinceρA is an isomorphism and

ρ(a) = ρ(b),

it follows that

a = b ∈ H; thus

AρA ∩ BρB = HρA = HρB.

HenceP embeds the amalgam. This proves Schreier’s Theorems.
We call P a permutational product of the amalgam. This proof of
Shchreier’s theorem immediately leads us to the following corollary.

Corollary. An amalgam of two finite groups is embeddable in a finite
group.

In this context we mention the following unsolved problem.
Unsolved problem. If an amalgam ofn(n > 2) finite groups embed-
dable in a group, is it embeddable in a finite group?
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2

Now we shall consider amalgams of abelian groups. We ask the fol-187

lowing question: If an amalgam ofn abelian groups is embeddable in a
group, is it embeddable in an abelian group ?

For n = 2, 3, 4, the answer to this question is ‘yes’; forn = 5. ‘no’
( see Hanna Neumann, 1951 and B. H. Neumann and Hanna Neumann,
1953). Forn = 2, we shall prove the assertion.

We shall start with a more general situation. LetA andB be any two
groups andH,H1 be isomorphic subgroups ofA andB respectively, and
let H,H1 be contained in the centres ofA andB,

H ≤ centre (A),H1 ≤ centre (B).

Let θ be an isomorphism ofH ontoH1. Consider the direct product
A× B of A andB. We shall denote an arbitrary element ofA× B by

a× b, with a ∈ A, b ∈ B.

ConsiderN ⊆ A× B, defined by

N =
{

h−1 × h1

∣

∣

∣

∣

∣

h1 = hθ
}

.

Now if x = h−1 × h1, y = h′−1 × h′1 ∈ N with

h1 = hθ, h′1 = h′θ, then

xy−1
= (h−1 × h1)(h′−1 × h1)−1

= (h−1 × h1)(h′ × h
′−1
1 )

= h−1h′ × h1h′−1
1

= (hh′−1)−1( As , h, h′ ∈ centre (A))

= (hh′−1)−1 × h1h−1
1 .

But, 188

(hh′−1)θ = hθ(hθ)−1
= h1h

′−1
1 .

Therefore,

xy−1 ∈ N; that is
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N ≤ A× B.

It is easy to verify that

N ≤ centre (A× B)

and therefore N∆A× B.

Consider now the quotient groupA × B/N. We claim that the map-
ping π of A into A× B/N defined by

aπ = (a× 1)N ∈ A× B/N, a ∈ A.

is a monomorphism. That it is a homomorphism is easy to verify. Now189

if

a× 1 ∈ N, then

a× 1 = h−1 × hθ, for someh ∈ H;

that is,
a = h−1, 1 = hθ.

Sinceθ is an isomorphism,

1 = hθ impliesh = 1; that is

a = h−1
= 1.

Henceπ has a trivial kernel; that isπ is a monomorphism. Similarly
the mappingπ1 of B into A× B/N defined by

bπ1 = (1× b)N ∈ A× B/N, b ∈ B

is a monomorphism. Thus the groupsA and B are monomorphically
embedded inA× B/N. We assert thatA× B/N embeds the amalgam in
question. To see this we have only to prove

Aπ ∩ Bπ1 = Hπ
= Hπ1

1 .

Now for anyh ∈ H, we have

(h× 1)(1× hθ)−1
= h× (hθ)−1 ∈ N : that is
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(h× 1)N = (1× hθ)N.

Making h run through all the elements ofH, we get190

Hπ
= Hπ

1.

It is immediate that

Hπ
= Hπ1

1 ⊆ Aπ ∩ Bπ1.

Conversely ifx ∈ Aπ ∩ Bπ1, then

x = (a× 1)N = (1× b)N for somea ∈ A, b ∈ B.

This gives

a× b−1 ∈ N; that is

a = h, b = hθ for someh ∈ H; that is

x = (h× 1)N ∈ Hπ
= Hπ1

1 .

Hence
Aπ ∩ Bπ1 ⊆ Hπ

= Hπ1
1 .

Combining this with the above inclusion we have

Aπ ∩ Bπ1 = Hπ
= Hπ1

1 .

This proves thatA× B/N embeds the amalgam. It is evident that 191

A× B/N = AπBπ1,

and every element ofAπ commutes with every element ofBπ1. We call
A × B/N a “generalised direct product” of the amalgam. [This is also
called a “central product” by some authors.]

Let A andB any two groups each containing an isomorphic copy of
a groupH. Without loss of generality we can takeH ≤ A,H ≤ B. Let
A and B embedded monomorphically in a groupG. We shall identify
these monomorphic images withA andB respectively and take

A ≤ G, B ≤ G.

We callG a generalised direct productof the amalgam ofA andB
with the amalgamated subgroupH if
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(i) G = AB

(ii) A∩ B = H

(iii) Every element ofA commutes with every element ofB

In particular whenH is the trivial group we get the usual direct prod-
uct. In order that a generalised direct product of the amalgam in question
may exists necessary that

H ≤ centre (A),H ≤ centre (B).

This is immediate from (iii). We have also proved that the condition192

is sufficient.
Let G be a generalised direct product of the amalgam consisting

of groupsA and B with an amalgamated subgroupH. Consider the
mappingϕ of A× B/N ontoG defined by

((a× b)N)ϕ = ab G.

Once can easily verify thatϕ is an isomorphism. In other word,
the generalised direct product of an amalgam in unique upto an isomor-
phism. Thus we can speak ofthe generalised direct product of an amal-
gam. In contract to this, the permutational product of an amalgam is in
general not unique. We shall soon make an example. We summarise the
results proved above in the following;

Theorem 1. The generalised direct product of an amalgam consisting
of groups A and B with an amalgamated subgroup H exists if and only
if

H ≤ centre(A),H ≤ centre(B);

and it is unique to an isomorphism.

TakingA andB to be abelian groups we have,

Corollary. An amalgam of two abelian groups is embeddable in an
abelian group;
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3

Consider again the amalgam of two groupsA and B with an amalga-193

mated subgroupH with, H ≤ centre (A),H ≤ centre (B). As before,
we choose transversalsS,T of H in A andB respectively and form per-
mutational productP on the setK = S × T × H. We show now that in
this case everyρ(a)ρ(A) commutes with every elementρ(b) ∈ ρ(B). Let
(s, t, h) ∈ K, ρ(a) ∈ ρ(A), ρ(b) ∈ (B). Then,

(s, t, h)ρ(a)
= (s1, t1, h1), with

s1h1 = sha, t = t1;

(s1, t1, h1)ρ(b)
= (s2, t2, h2), with

t2h2 = t1h1b, s2 = s1

Now from the above equations it follows that

thb= th(h−1
1 t−1

1 t2h2) = t1h(h−1
1 t−1

1 t2h2).

But H ≤ centre (B). Therefore,

thb= t2t1t−1
1 hh−1

1 h2 = h2hh−1
1 h2.

Hence we have, 194

(s, t, h)ρ(b)
= (s, t2, hh−1

1 h2)

Again from the above equations and sinceH ≤ centre (A), we have

s(hh−1
1 h2)a = (sha)h−1

1 h2 = (s1h1) = s1h2 = s2h2.

Therefore

(s, t, g)ρ(b)ρ(a)
= (s, t2, hh−1

1 h2)ρ(a)
= (s2, t2, h2);

= (s, t, h)ρ(a)ρ(b).

As this is true for all (s, t, h) ∈ K, we get

ρ(a)ρ(b) = ρ(b)ρ(a).
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This is true for alla ∈ A, b ∈ B. Since

P = gp(ρ(A), ρ(B))

embeds the amalgam, we have proved thatP is the generalised direct
product of the amalgam. Thus we have:

Theorem 2. If H is central in both A and B, then the permutational195

product of the amalgam is the generalised direct product.

The uniqueness of the generalised product gives:

Corollary. Under the assumptions of the above theorem the permuta-
tional product does not depend upon the transversals chosen.

Incidentally, not that in this case the permutational product is not the
generalised free product. For in the generalised free product a ∈ A− H
andb ∈ B− H do not commute.

In general, the permutational product depends upon the transversals
chosen. We give here an example. TakeA, B to be groups isomorphic
to S3 andH to be a subgroup of order 2 ofS3. For A, B,H we give the
following presentations.

A =gp (p, r; p3
= r2

= (pr)2
= 1),

B =gp (p, r; q3
= r2

= (qr)2
= 1),

H =gp (p, r; p2
= 1).

For the transversals ofH in A andB, first we choose

S1 =

{

1, p, p2
}

,T1 =

{

1, q, q2
}

We rename the elements ofK1 = S1 × T1 × H, for convenience:

(1, 1, 1) = 1; (p, 1, 1) = 4; (p2, 1, 1) = 7;

(1, q, 1) = 2; (p, q, 1) = 5; (p2, q, 1) = 8;

(1, q2, 1) = 3; (p, q2, 1) = 6; (p2, q2, 1) = 9;

(1, 1, r) = 1′; (p, 1, r) = 4′; (p2, 1, r) = 7′;
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(1, q, r) = 2′; (p, q, r) = 5′; (p2, q, r) = 8′;

(1, q2, r) = 3′; (p, q2, r) = 6′; (p2, q2, r) = 9′.

By a straightforward computation one obtains: 196

ρ(p) = (147)(258)(369)(1′7′4′)(2′8′5′)(3′9′6′),

ρ(r) = (11′)(22′)(33′)(44′)(55′)(66′)(77′)(88′)(99′),

ρ(q) = (123)(456)(789)(1′3′2′)(4′6′5′)(7′9′8′).

One can easily verify that

[ρ(p), ρ(q)] = L.

Thusρ(p) andρ(q) generate a group of order 9. Letp1 denote the
permutational product of the amalgam,

P1 = gp(ρ(p), ρ(q), ρ(r)).

It is not difficult to verify thatP1 is an extension ofgp(ρ(p), ρ(q))
by gp(ρ(r)). Thus 197

|P1| = 18.

Now we choose different transversals and form the permutation pro-
duct. Choose

S2 =

{

r, p, p2
}

,T2 = T =
{

1, q, q2
}

to form the permutational product. Let

K2 = S2 × T2 × H.

As before we rename the elements ofK2

(r, 1, 1) = 1; (r, q, 1) = 2; (r, q2, 1) = 3;

(p, 1, 1) = 4; (p, q, 1) = 5; (p, q2, 1) = 6;

(p2, 1, 1) = 7; (p2, q, 1) = 8; (p2, q2, 1) = 9;

(r, 1, r) = 1′; (r, q, r) = 2′; (r, q2, r) = 3′;

(p, 1, r) = 4′; (p, q, r) = 5′; (p, q2, r) = 6′;
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(p2, 1, r) = 7′; (p2, q, r) = 8′; (p2, q2, r) = 9′.

As we have not changed the transversalT1, of H in B, ρ(q) andρ(r) 198

are not altered. The only generator that is altered isρ(p). One can again
compute it without difficulty:

ρ(p) = (17′4′)(28′5′)(39′6′)(1′47)(2′58)(3′69)

Now
[ρ(p), ρ(q)] = (132)(456)(1′2′3′)(7′8′9′).

Thusgp(ρ(p), ρ(q)) is not elementary abelian; in fact it turns out to
be a group order 81. The groupP2, the permutational product with the
above choice of transversals is given by

P2 = gp(ρ(p), ρ(q), ρ(r)); and

P1 , P2.

Thus, in general, by selecting different transversals we get different
permutational products. If we choose the transversals{r, p, p2}, {r, q, q2}

of H in A, B respectively, the corresponding permutational productP3

we get, is a group of order 9; in fact it is the direct product ofthe alternat-
ing group,A9 and a group of order 2 and therefore not soluble, whereas
S3 is metabelian. Thus the permutational product of two metabelian
group with an amalgamated sub ground need not even be soluble.

4

Consider now the amalgam of any two groups with an amalgamated199

subgroup, sayH. We have already seen that ifH is central both in
A and in B, then the permutational product does not depend upon the
transversals ofH chosen inA andB. We now prove that ifH is central
in A, then the permutational product is independent of the transversal of
H in B we choose to form the product. More precisely we have

Theorem 3. Let H ≤ center(A),S a transversal of H in A.If T,T′ are
any two transversals of H in B, then the permutational product P on the
set K= S×T×H and the permutational product P′ on K′ = S×T′×H
are isomorphic.
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Proof. Let ρ′(a), ρ(b) a ∈ A, b ∈ B, denote the permutations on the set
K′ corresponding to permutationsρ(a), ρ(b) on the setK. Consider the
mappingϕ of K into K′,

(s, t, h)ϕ = (s, t′, h′), s ∈ S, h, h′ ∈ H, t, ∈ T, t′ ∈ T′

defined by
t′h′ = th.

�

It is obvious thatϕ is 1− 1 and onto and

(s, t′, h′)ϕ−1
= (s, t, h), s∈ S, t ∈ T, t′ ∈ T′, h, h′ ∈ H,

where th = t′h′.

Now for a ∈ A, let us compute 200

(s, t′, h′)ϕ
−1

(aϕ), (s, t′, h′) ∈ K′.

We have

(s, t′, h′)ϕ
−1
= (s, t, h), where

th = t′h′, t ∈ T, h ∈ H; and

(s, t, h)ϕ(a)
= (s1, t1, h1), where

s1h1 = sha, t = t1, s1 ∈ S, h1 ∈ H; and

finally,

(s1, t1, h1)ϕ = (s1, t
′
1, h
′
1), where

t′1h′1 = t1h1, t
′
1 ∈ T′, h′1 ∈ H.

Now,
t′1h′1 = t1h1 = th1 = th.h−1h1 = t′h′h−1h1.

Therefore, 201

t′1 = t′, h′1 = h′h−1h1.
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Using the hypothesis thatH ≤centre (A), we get

(sa)h = sha= s1h1; that is

sa= s1h1h−1 and

sh′a = (sa)h′ = (s1h1h−1)h′ = s1(h1h−1h′) = s1h′1.

Thus

(s, t′, h′)ϕ
−1ρ(a)ϕ

= (s1, t
′
1, h1) = (s1, t

′, h′1) = (s, t′, h′)ρ
′(a).

As this is true for all (s, t′, h′) ∈ K′, we have

ϕ−1ρ(a)ϕ = ρ′(a).

Now considerϕ−1ρ(b)ϕ, for b ∈ B. We have

(s, t′h′)ϕ−1
= (s, t, h), th = t′h′;

and (s, t, h)ρ(b)
= (s, t1, h1),

where t1h1 = thb, t1 ∈ T, h1 ∈ H :

and (s, t, h1)ϕ = (s, t′1, h
′
1),

where t′1h′1 = t1h1, t1 ∈ T′, h′1 ∈ H.

But,202

t′h′b = thb= t1h1 = t′1h′1.

Therefore,

(s, t′, h′)ϕ−1ρ(b)ϕ
= (s, t′1, h

′
1) = (s, t′, h′)ρ(b).

Again as this is true for all (s, t′, h′) ∈ K′, we get

ϕ−1ρ(b)ϕ = ρ′(b).

It is obvious that the mappingη of ρ(A) ∪ ρ(B) into ρ′(A) ∪ ρ′(B)
defined by

ρ(x)η = ϕ−1ρ(x)ϕ, x ∈ ρ(A) ∪ ρ(B),
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is 1− 1 and ’onto ’. Further if

u(ρ(x1), . . . , ρ(xn) = L),

is a relation inP1, with

xi ∈ ρ(A) ∪ ρ(B), i = 1, . . . , n,

then

u(ρ(x1)η, . . . , ρ(xηn) = (u(ρ(x1), . . . , ρ(xn))η) = ϕ−1

u(ρ(xi ), . . . , ρ(xn))ϕ = ϕ−1ℓϕ = L.

Therefore by von Dyck’s Theorem,η can be extended to an isomor-203

phism ofP ontoP′, asρ(A) ∪ ρ(B) andρ′(A) ∪ ρ′(B) generateP andP′

respectively. This proves the theorem.

5

We shall now consider questions of the form:
If the groupsA and B have the propertyP, can the amalgam be

embedded in a groupP with the propertyP?
LetP be a property of groups. We say that a groupG has the prop-

ertyP locally if every finite set of elements ofG is contained in a sub-
group ofG havingP. In particular, a groupG is locally finite if every
finitely generated subgroup ofG is finite. Similarly we can speck if
locally solubleandlocally nilpotent groups.

A locally finite group is obviously periodic. For a long time nothing
was known about the converse of this statement; but the recent results of
Novikov provide example of periodic groups that are not locally finite.

Consider an amalgam of groupsA, Bwith an amalgamated subgroup
H. We ask ifA andB are locally finite, can the amalgam be embedded
in a locally finite group? The answer to this question, in general, is ‘no’. 204

But if we impose certain ‘good’ conditions onH such an embedding can
be achieved. The answer to the above question is ‘yes’ ifH is finite or
H is central both inA andB. (See Theorems 4 and 5.) IfH is central
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only in A or B, the answer is not completely known; for a partial result,
see the end of this Chapter.

We can repeat the same question replacing “locally finite” by“pe-
riodic”; that is, we ask: ifA and B are periodic, can the amalgam be
embedded in a periodic group? Again, in general, the answer is ’no’. If
H is central in bothA andB, the answer is ’yes’. Nothing is known in
the case whenH is finite or whenH is central only inA or B.

We now give an example to show that ifA andB are locally finite,
the amalgam need not even be embeddable in a periodic group.

LetC be a periodic abelian group in which the orders of the elements
is unbounded. For instance we can takeC to be the Pruferp∞ -group.
Let

H = C ×C.

Take

A = gp(H, a; a4
= 1, (c, d)a

= (d−1, c), for all (c, d) ∈ H)

and B = gp(H, b; b3
= 1, (c, d)b

= (c−1d, c−1), for all(c, d) ∈ H).

A is the splitting extension ofH by the cyclic group (of order 4)205

generated by a; similarly,B is the splitting extension ofH by the cyclic
group (of order 3) generated byb. It is not difficult to show (cf. the
lemma in the next section) that an extension of a locally finite group by
a locally finite group (or as we also say a locally finite-by-locally finite
group) is itself locally finite. ThusA and B are locally finite. Their
intersection is, of course,

A∩ B = H.

Let P be any group embedding the amalgam, consider the element

p = ab ∈ P.

We have for any (c, d) ∈ H,

(c, d)p
= (c, d)ab

= (d−1, c)b
= (dc, d).

It is easy to verify that

(c, d)pn
= (dnc, d), for n = 1, 2, 3, . . . .
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If p were of finite order, saym, then206

(c, d)pm
= (dmc, d) = (c, d);

that is,

dmc =: that is

dm
=, for all d ∈ H.

This contradicts our choice ofH. ThereforeP is not periodic.

6

In this section we shall give two sufficient conditions for the amalgam
of two locally finite groupsA andB with an amalgamated subgroupH
to be embeddable in a locally finite group.

Theorem 4. The amalgam of two locally finite groups A and B with an
amalgamated subgroup H is embeddable in a locally finite group if H is
central both in A and B.

Proof. Since
H ≤ centre (A),H ≤ centre (B),

the generalised direct productP of the amalgam exists. We claim that
P is locally finite. One can prove this directly. But, we shall deduce it
from a more general lemma. �

Lemma. An extension of a locally finite group by a locally finite group
is a locally finite group.

Proof. Let P be an extension of a locally finite groupA by a locally 207

finite groupB, so that
A△P,P/A � B.

Let p1, . . . , pn be arbitrary elements ofP, wheren is any positive
integer and

G = gp(p1, . . . , pn).

�
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Consider the canonical mappingϕ of P ontoP/A. We have

|Gϕ| = |gp(pϕ1, . . . , p
ϕ
n)| < ∞, since

P/A is isomorphic toB and thus locally finite. Ifϕ0 is the restriction of
ϕ to G, we have

ϕ−1
0

{

1
}

= G∩ A,Gϕ0 = Gϕ.

Therefore,
G/G∩ A � Gϕ.

Now sinceG is finitely generated andG ∩ A has finite index inG,
by a theorem of Schreier (1927, cf, e.g Kurosh 1956, p. 36) also G ∩ A
is finite generated. Therefore the local finiteness ofA implies that the
groupG∩A is finite. Now, sinceG∩A andG/G∩A are finite,G itself is
finite. This prove thatP is locally finite. Now to complete that proof of208

Theorem 4, we have only to remark that the generalised directproduct
P of the amalgam is an extension ofA by a factor group ofB (namely
by B/H).

Theorem 5. The amalgam of locally finite groups A and B with an amal-
gamated subgroup H is embeddable in a locally finite group if His finite.

Proof. Choose transversalsS,T of H in A andB respectively and form
the permutational productP of the amalgam on the setK = S × T × H.
Let,

G = gp(p1, . . . , pr), pi ∈ P, i = 1, . . . .r

be any finitely generated subgroup ofP. Eachpi is a word in the ele-
ments ofρ(A) andρ(B). Let ρ(ai ), i = 1, . . . ,m and

ρ(bi ), i = 1, . . . , ℓ, ai ∈ A, bi ∈ B

occur whenpi are expressed as words in the elements ofρ(A) andρ(B).
Let,

A1 = gp(a1, . . . , am,H)and

B1 = gp(b1, . . . , bm,H); so that

G = gp(p1, . . . , pr ) ≤ gp(ρ(A1), ρ(B1), ρ(H)) = P1(say).

�
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Now sinceH is finite andA andB are locally finite, the groupsA1 209

andB1 are finite. Further

A1 ∩ B1 = H.

We now defineKab ⊆ K, a ∈ A, b ∈ B by

Kab =

{

(s, t, h)
∣

∣

∣s ∈ aA1, t ∈ bB1

}

SinceA1, B1 andH are finite, eachKab is finite; in fact,

∣

∣

∣Kab

∣

∣

∣ =

∣

∣

∣S ∩ aA1

∣

∣

∣

∣

∣

∣T ∩ bB1

∣

∣

∣

∣

∣

∣H
∣

∣

∣ =

∣

∣

∣A1 : H
∣

∣

∣

∣

∣

∣B1 : H
∣

∣

∣

∣

∣

∣H
∣

∣

∣ =

∣

∣

∣A1

∣

∣

∣

∣

∣

∣B1

∣

∣

∣

∣

∣

∣H
∣

∣

∣

.

Further fora, c ∈ A, b, d ∈ B either

Kab∩ Kcd = φor

Kab = Kcd.

For, if (s, t, h) ∈ Kab∩ Kcd, then

s∈ aA1 ∩ cA1, t ∈ bB1 ∩ dB;

hence aA1 = cA1, bB1 = dB1,

and Kab = Kcd.

Now since every (s, t, h) ∈ Kst, it follows thatK =
⋃

a∈A,b∈B
Kab. We 210

claim that everyKab admitsP1. For let (s, t, h) ∈ Kab; then, for i =
1, . . . ,m,

(s, t, h)ρ(ai ) = (s1, t1, h1) where

s1h1 = shai , t1 = t;

Thus

s−1s1 = haih
−1
1 ∈ A1,

and sA1 = s1A1.
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But (s, t, h) ∈ Kab. Therefore

s1A1 = sA1 = aA1; that is, s1 ∈ aA1.

Moreover,t1 = t ∈ bB1. Hence (s, t, h)ρ(ai ) ∈ Kab. Similarly it can
be proved that

(s, t, h)ρ(ai ) ∈ Kab, for every (s, t, h) ∈ Kab.

It is also obvious that, for everyh′ ∈ H,211

(s, t, h)ρ(h′) ∈ Kab, (s, t, h) ∈ Kab.

Thus for everya ∈ A, b ∈ B, the elements ofP1 restricted toKab

are permutations of the setKab. HenceP1 is a subgroup of the Cartesian
product of symmetric groups of permutations on the setsKab. Now since
all of the setsKab have the same cardinal, the groupP1 can be regarded
as a subgroup of a Cartesian power of the groupS(F) whereS(F) is
the symmetric group of permutations on a setF of cardinal|Kab|. Now
the groupP1 is finitely generated. The following lemma proves that the
groupP1 is finite.

Lemma. Let E be a finite group, Y any set and Q a finitely generated
subgroup of Eγ. Then Q is finite.

Proof. Let Q = gp(q1, . . . , qn) ∈ EY, with qi ∈ EY. Consider then-
tuples

(q1(y), . . . , qn(y)), y ∈ Y.

SinceF is finite, there can only be a finite number of distinct such
n-tuples. In fact the numberN of distinct n-tuples cannot exceed|En|.
Let y1, . . . , yN ∈ Y. be such that

(q1(y), . . . , qn(y)), i = 1, . . . ,N

areN distinctn-tuples. Let212

Y0 =

{

y1, . . . , yN

}
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Consider the mappingθ of Q into EY0 defined by

qθ = q0,

whereq0 is the restriction ofq to Y0. It is easy to verify that is a homo-
morphism. In factθ is a homomorphism. For letq ∈ Q belongs to the
kernel ofθ, that isqθ = e0, wheree0 is the neutral element ofEγ0; that
is

e0(yi) = 1, i = 1, . . . ,N.

�

If q = u(q1, . . . , qn), then

q(y) = u(q1(y), . . . , qn(y)).

Now there exists ay j , 1 ≤ j ≤ n such that

qi(y) = qi (y j), i = 1, . . . , n.

Now
u(q1(y j), . . . , qn(y j)) = 1, sinceqθ = e0.

Therefore 213

q(y) = u(q1(y j), . . . , qn(y j)) = 1;

asy was an arbitrary element ofY, we see thatq is the unit elements of
EY. Thus the kernel ofθ is trivial, in other words,θ is a homomorphism.
Now θ, being isomorphic to a subgroup of the finite groupEY0, is finite.
This completes the proof of the lemma.

Thus we have proved that every finitely generated subgroupP1 of P
is finite; that isP is locally finite.

Observing that in the proof of the above theorem the transversalS,T
were arbitrary we have:

Corollary. Every permutational product of the amalgam of two locally
finite groups with an amalgamated subgroup is locally finite if the amal-
gamated subgroup is finite.

If A andB are locally finite and ifH is central inA and of countable
index inA, it can be proved that there is an embedding (in a permutation
product with a suitable transversalS of H in A) in a locally finite group.
We shall, however, not prove this.





Chapter 11

Embedding of Nilpotent and
Soluble Groups

1

Let G be a group andA ⊂ G, B ⊂ G be any two subsets ofG. We define 214

the commutator subgroup[A, B] of these subsets as

[A, B] = gp
({

[a, b]
∣

∣

∣a ∈ A, b ∈ B
})

.

In particular [G,G] is the derived groupof G. A normal series of
the form

G = G0 ≥ G1 ≥ G2 ≥ · · ·

is called adescending central seriesif

Gi∆G, i = 1, 2, . . . , and

Gi/Gi+1 ≤ centre (Gi/Gi+1), i = 0, 1, 2, . . . .

It is immediate that

Gi/Gi+1 ≤ centre (G/Gi+1)

if and only if
[G,Gi] ≤ Gi+1.

157
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In general a descending central series may not become stationary in 215

a finite number of steps. We call a groupG nilpotent of classes nif G
has a descending central series with

Gn =

{

1
}

.

The normal series

G = G0 ≥ G1 ≥ G2 ≥ · · ·

where Gi+1 = [Gi ,G], i = 0, 1, 2, . . .

is called thelower central series.One can show that the terms of the
lower central series are verbal subgroups ofG and hence fully invariant
in G. A groupG is nilpotent of classn if and only if thenth term in the
lower central series is the trivial group. Further ifn is the least integer
such that thenth term of the lower central series is the trivial group, then
G is nilpotent of classn but not of classn− 1.

A series of the form

{1} = H◦ ≤ H1 ≤ H2 · · ·

is called anascending central series seriesif

Hi∆G, i = 1, 2, . . . , and

Hi+1/Hi ≤ centre (G/Hi)

or equivalently if216
[

G,Hi+1

]

≤ Hi .

Obviously, in a nilpotent group there is an ascending central series
terminating inG in a finite number of steps. The ascending central series

{1} = H0 ≤ H1 ≤ H2 ≤ · · ·

with Hi+1/Hi = centre (G/Hi)

is called theupper central seriesof G. In general, the upper central
series does not become stationary in a finite number of steps and even
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if it does it may not end inG. But the upper central series of a nilpo-
tent group reachesG in a finite number of steps. Further the upper and
the lower central series of a nilpotent group (broken off as soon as the
former has reachedG and the latter 1) have the same length.

Obviously every nilpotent groups is soluble and the length of solu-
bility does not exceed the class of nilpotency. It is not difficult to prove 217

that

Theorem 1. A group of order pn where p is a prime and n> 1 is
nilpotent of class n− 1.

The proofs of the above statements including Theorem 1 are straight
forward (see eg. Krosh (1956), Chapter XV,p.211.)

2

We have seen in the last chapter that an amalgam of two abeliangroups
(i.e. nilpotent groups of class 1) is embeddable in and abelian group.
We now ask:

Can every amalgam of two nilpotent (soluble) groups be embedded
in a nilpotent (soluble) group?

In general, the answer to this question is ’no’. In fact, there is an
amalgam of an abelian groupA and a nilpotent groupB of classc = 2
which cannot be embedded in any nilpotent group. (J.Wiegold, 1959)

The following example shows that an amalgam of two nilpotent
groups need not even be embeddable in a soluble group.

Let

K = gp(g, h; g5
= h5

= 1, [g, h] = 1),

A = gp(H, a; ga
= gh, ha

= h, a5
= 1),

B = gp(H, b; gb
= g, hb

= g−1h, b5
= 1).

Clearly, 218

|H| = 52, |A| = |B| = 53.
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By Theorem 1,A and B are nilpotent groups of class 2. Consider
the amalgam of the groupsA andB with the amalgamated subgroupH.
From the definition ofA andB we readily confirm that

H∆A,H∆B.

We now prove that the amalgam ofA andB with the amalgamated
subgroupH is not embeddable in any soluble group. LetG be a group
embedding the amalgam and

p = gp(A, B) ≤ G.

We first note that
H∆P.

Let Γ be the group of all automorphisms ofH induced by the inner
automorphisms ofP. It is well known that

Γ � P/N,

whereN is the centralizer ofH in P. (The setN of all elements inP
which commute with every element ofH is group; the groupN is called
the centralizerof H in P. SinceH is normal inP, one easily verifies
thatN∆P.)

Now,219

Γ = gp(α, β),

whereα, β are the automorphisms ofH induced by the inner automor-
phismsϕa, ϕb of P given by

xϕaa = a−1xa, for everyx ∈ P

and xϕb = b−1xb, for everyx ∈ P.

The groupH being abelian and of exponent 5 can be considered as
a vector space over the prime fieldGF(5) of characteristic 5. In fact
H becomes a two dimensional vector space overGF(5) with (g, h) as
a basis. Thus the endomorphisms ring ofH is the ring of all 2× 2
matrices overGF(5). Let us now take the matrix representations of the
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automorphismsα, β of H. Now writing the operations ofH additively,
we have

gα = g2
= g+ h

hα = ha
= h.

Thusα corresponds to the matrix
(

1 1
0 1

)

Similarly it is easy to see thatβ corresponds to the matrix 220

(

1 0
−1 1

)

The multiplicative groupM generated by the matricesα, β is pre-
cisely the group of all 2× 2 matrices with determinant 1 overGF(5).
The groupΓ is isomorphic to this groupM. We identifyΓ with M. The
groupM is well known and is called the binary icosahedral group (see
Coxeter and Moser, 1957, p.69). The binary icosahedral group has order
120. Its centre is cyclic of order 2, and the factor group of the centre is
the icosahedral group (or alternating groupA5 of degree 5). ThusM is
not soluble. This prove thatP and thereforeG is not soluble. Thus the
amalgam of two nilpotent group of class 2 need not even be embeddable
in a soluble group.

3

In this section we shall impose some conditions on the amalgamated
subgroupH to achieve a ’good’ embedding of the amalgam of nilpotent
or soluble groups.

Theorem 2. Let A, B be two nilpotent groups of class c (soluble groups
of lengthℓ). The amalgam of A and B with an amalgam subgroup H can
be embedded in a nilpotent group of class c (soluble group of lengthℓ)
if H is central both in A and in B. 221
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Proof. Let P be the generalised direct product of the amalgam. Then

P = A× B/N,N∆A× B.

Now the direct product of two groups (and indeed the Cartesian
product of an arbitrary family of groups) that are nilpotentof classc
(soluble of lengthℓ) is itself a nilpotent of classc (soluble of lengthℓ)¿
In fact the nilpotent groups of classc, and also the soluble groups of
lengthℓ, form a variety. [For soluble groups, of cf. Chapter 7, for nilpo-
tent groups we omit the proof]. It follows thatA× B, and then alsoP, is
nilpotent of classc (soluble lengthℓ). �

If H is central inA but not necessarily central inB then Wiegold’s
example (see Section 2) shows that we cannot in general hope for an em-
bedding in a nilpotent group. But in the case of solubility the situation
is different as is shows by the following theorem.

Theorem 3. If A is soluble of lengthℓ, B soluble of length m and if H
is central in A then the permutational product P of the amalgam (irre-
spective of the transversal chosen) is soluble of length n≤ ℓ +m− 1.

Proof. LetS,T be transversals ofH in AandB respectively andK = S×
T×H. LetPbe the permutational product of the amalgam corresponding222

of the transversalsS,T. For everyf ∈ BS, we define a mappingγ( f ) of
K, called aquasi-multiplication, as follows:

(s, t, h)γ( f )
= (s, t, h)ρ( f (s)), (s, t, h) ∈ K.

In other words,γ( f ) coincides withρ( f (s)) on all those elements of
K whose first coordinate iss. Thus

(s, t, h)γ( f )(s∗, t∗, h∗), where

s∗ = s, t∗h∗ = th f(s).

Consider the mappingη of the Cartesian powerBS into, and in fact
onto, the setΓ of all quasi-multiplications,η being defined by

f η = γ( f ), f ∈ BS.
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First we prove that

γ( f g) = γ( f )γ(g), for f , g ∈ BS.

Let (s, t, h) be an arbitrary element ofK. Then

(s, t, h)γ( f g)
= (s, t, h)ρ( f g(s))

= (s, t, h)ρ( f (s)).g(s))
= (s, t, h)ρ( f (s))ρ(g(s)).

=

(

(s, t, h)γ( f )
)ρ(g(s))

.

�

Now sinces is not altered after applyingγ( f ), we have 223

(

(s, t, h)γ( f )
)ρ(g(s))

=

(

(s, t, h)γ( f )
)γ(g)
= (s, t, h)γ( f )ρ(g(s))◦γ(g).

Therefore
γ( f g) = γ( f )γ(g).

This proves thatη is a homomorphism, and the homomorphic image
is a group. In particular, this proves that the quasi-multiplications are
permutations on the setK. Now if

γ( f ) = L, then

(s, t, h)γ( f )
= (s, t, h) for every (s, t, h) ∈ K;

that is

th f(s) = th, for everys∈ S; i.e.,

f (s) = 1, for everys ∈ S.

Thus the kernel ofη is trivial; that is,η is an isomorphism. Thus 224

BS
� Γ.

Further,
ρ(B) ≤ Γ
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For,

ρ(b) = γ( fb), b ∈ B, where

fb ∈ BS is such that

fb(s) = b for everys ∈ S;

in other wordsfb is in the diagonal ofBS.
Consider the group

∆ = Γ ∩ P.

We claim that
∆∆P.

Let a ∈ A, γ( f ) ∈ Γ, f ∈ BS and

ρ(a−1)γ( f )ρ(a) = ρ(a)−1γ( f )ρ(a) = γ′.

Let (s, t, h) ∈ K and225

sa−1
= s̄h̄, s̄∈ S, h̄ ∈ H.

Thus s̄, h̄ are completely determined bya ands. Then

(s, t, h)ρ(a−1)
= (s̄, t, hh̄);

for, H being central inA, we have

sha−1
= sa−1

= shh.

Now

(s̄, t, hh̄)γ( f )
= (s̄, t, hh̄)ρ( f (βs̄))

= (s̄, t1, h1), where

t1h1 = thh̄ f(s).

Finally we have,

(s̄, t1, h1)ρ(a)
= (s1, t1, h̄1), where

s1h̄1 = s̄h1a.
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Now, again sinceH ≤ centre (A), we have

s1h̄1 = s̄h1a = (s̄a)h1 = s(h
−1

h1)

Therefore,226

s= s̄; and

h̄1 = h
−1

h1.

Further

t1h̄1 = t1h
−1

h1 = (t1h1)h
−1
= (thh̄ f(s̄))h

−1

= th(h̄ f(s̄)h
−1

)

Now, since ¯s, h̄ are completely determined bys anda, the function
f ′ defined by

f ′(s) = h̄ f(s̄)h
−1

is well defined and is inBS. We have

(s, t, h)ρ(a−1)γ( f )ρ(a)
= (s1, t1, h̄1); and

s1 = s, t1h̄1 = th f ′(s).

Therefore 227

ρ(a−1)γ( f )ρ(a) = γ( f ′) ∈ Γ.

It is now immediate that

ρ(a−1)∆ρ(a) = ∆.

Sinceρ(B) ≤ ∆, we have

ρ(b−1)∆(b) = ∆, b ∈ B.

Hence,
∆∆P.

Further,
P/Delta� ρ(A)/ρ(A) ∩ ∆
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Now ρ(A)/ρ(A) ∩ ∆ is soluble of lengthℓ and∆ ≤ Bs is soluble of
lengthm. ThereforeP is soluble of lengthℓ + m. This almost proves
Theorem 3; but we still want to improve the bound for the soluble length
of P. Consider now,

ρ(a−1)ρ(b)ρ(a) ∈ Γ.

By what we have proved, it follows that

ρ(a−1)ρ(b)ρ(a) = γ( f ′)

where f ′ ∈ BS is defined by228

f ′(s) = h̄bh
−1

where

sa−1
= sh

Defineg ∈ BS by

g(s) = h̄, s∈ S and

fb ∈ Bs by

fb(s) = b for everys∈ S.

Then,
ρ(a−1)ρ(b)ρ(a) = γ(g fbg−1).

Therefore,

[ρ(b), ρ(a)] = ρ(b−1)ρ(a−1)ρ(b)ρ(a) = γ( f −1
b g fbg−1)

= γ[ fb, g
−1] ∈ Γ′, for all a ∈ A, b ∈ B.

Therefore,
[ρ(A), ρ(B)] ≤ Γ′.

It is not difficult to show that if a groupG is generated by its sub-
groupsG1,G2 then its derived group is229

G′ = G′1G
′
2[G1,G2];

hence

P′ = [ρ(A), ρ(A)] [ρ(B), ρ(B)] [ρ(A), ρ(B)]
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≤ ρ(A′)Γ′.

Again,
P′′ = ρ(A′′)Γ′′[ρ(A′), Γ′] ≤ ρ(A′′)Γ′.

Continuing in this fashion we arrive atP(ℓ) ≤ ρ(A(ℓ)
Γ
′, whereP(ℓ),

A(ℓ) denote theℓth derived groups ofP andA respectively. Now since
A is soluble of lengthℓ, we have

A(ℓ)
= {1}.

Hence,
P(ℓ) ≤ Γ′.

Therefore,

P(ℓ+m−1) ≤ (Γ′)(m−1)
= Γ

(m)
= {1},

asΓ � Bs is soluble of lengthm. Therefore te groupP is soluble of 230

lengthℓ +m− 1.
This proves our assertion.





Chapter 12

The Problems of Heinz Hopf

1

More than twenty five years ago, Heinz Hopf formulated the following 231

two problems which are closely related. These problems arose out of
a topological problem, which we do not formulate here (cf. B.H. Neu-
mann, 1953).
First Hopf Problem . Can a finitely generated group be isomorphic to
one of its proper factor groups?
Second Hopf Problem. If G is a finitely generated group andH an
epimorphic image ofG, andG an epimorphic image ofH, areG andH
necessarily isomorphic?

We now take following definition

Definition. A groupG is aHopf groupif G is not isomorphic to ant of
its proper factor groups.

In virtue of this definition, the First Hopf Problem can be reformu-
lated as follows:

Is every finitely generated group Hopf group?
There are examples of non-finitely generated groups which are not

Hopf group. For instance, one can easily verify that the direct power
or the cartesian power of any groupG , 1 over any infinite index set
I (e, g.I = {1, 2, 3, · · · }) is not a Hopf group. The Prufer groupZ(p∞)
(see Ch.8, Section 2 Corollary 3) is also a non-Hopf group. 232

169
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A negative answer to the second problem implies an affirmative an-
swer to the first. In other words the existence of two non-isomorphic
finitely generated groups which are epimorphic images of each other
implies the existence of a finitely generated non-Hopf group. For letG
be a finitely generated group andH any group and letθ andψ be endo-
morphisms ofG ontoH andH ontoG respectively. Then the composite
mapθψ is an epimorphism ofG ontoG. Now if ψ has a non-trivial ker-
nel thenθψ also has a not-trivial kernel. LetN be the kernal ofθψ. Then
it follows that

G � G/N,

that is,G is not a Hopf group. On the other hand, the existence of a
finitely generated non-Hopf group does not by itself solve the second
Hopf Problem.

It is known that all finitely generated free groups are Hopf groups
(Magnus (1935); see also Kurosh, (1956)39, p.59). Magnus (1935) also
proved that the finitely generated reduced free groups of thevariety of
nilpotent groups of classc are Hopf groups. Reinhold Baer made an
example of finitely generated non Hopf group. Though he laterwith-
drew this as containing a mistake, it suggested the possibility of finding
such a group. B.H. Neumann (1950) thereupon constructed a 2 gener-
ator non-Hopf group; this has an infinite number of defining relations.233

Graham Higman (1951) constructed a finitely related 3-generator non-
Hopf group. Using the group of Graham Higman (1951), B.H. Neu-
mann (1953) gave an example of 3-generator finitely related groupsG
andH which are epimorphic images of each other, but are not isomor-
phic. Thus the first and the second Hopf Problems have been solved
now.

Let G be a non-Hopf group, Then there exists a non-trivial normal
subgroupN of G such that

G � G/N.

Let ϕ denote the isomorphism ofG/N ontoG, andθ the canonical
epimorphism ofG ontoG/N. The mapping

ψ = θϕ
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is an epimorphism ofG ontoG. Let N1 be the kernal of the mappingψ.
Then

N1 = {1}
ψ−1
=

(

{1}ϕ
−1
)θ−1
= {1}θ

−1
= N.

Consider now the epimorphismψ2 of G ontoG. By an easy applica-
tion of well-known isomorphism theorems one finds that the kernal N2

of ψ2 is such that
N1 < N2,N2/N1 � N.

More generally, ifNr is the kernel of the epimorphismψ, we have 234

Nr−1 < Nr ,Nr/Nr−1 � N.

Thus,
N1 < N2 < N3 < · · ·

is a strictly ascending of normal subgroups. As this is not possible is a
group satisfying the maximal condition for normal subgroups, we have

Theorem 1. A group satisfying the maximal condition for normal sub-
groups is a Hopf group.

We know that a finitely generated nilpotent group satisfies the max-
imal condition for subgroups. (See Kurosh, 1956, Ch. XV, p. 232)
Hence we have:

Corollary 1. A finitely generated nilpotent group is a Hopf group.

Again, by a theorem ofP. Hall (1954b) already quoted (in Chapter
8, p. 141) a finitely generated metabelian group satisfies themaximal
condition for normal subgroups. Thus we have:

Corollary 2. A finitely generated metabelian group is a Hopf group.

This is the best possible result so far as soluble length of soluble
Hopf groups is concerned; we shall later make an example of a finitely
generated non-Hopf group which is soluble of length 3 (see section 4 of
this Chapter).
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2

Definition 1. A subgroupG of a groupH is anE-subgroup of H if for 235

every normal subgroup R of G, there exist a normal subgroup S of H
such that

S ∩G = R.

The above definition is equivalent to the following:

Definition 2. A subgroupG of a groupH is anE-subgroup ofH if for
every normal subgroupRof G, we have

RH ∩G = R,

whereRH is the normal closure ofR in H. It is clear that ifRH ∩G = R,
then we can takeRH as theS of Definition (1); conversely, if there is
a normal subgroupS of H such thatS ∩ G = R, thenR ≤ S, hence
RH ≤ SH

= S, and

R≤ RH ∩G ≤ S ∩G = R;

thus alsoRH ∩ G = R. We give yet another equivalent definition of an
E-subgroup:

Definition. A subgroupG is anE-subgroup ofH if every epimorphism
θ of G onto a groupG1 = Gθ can be extended to an epimorphismθ∗ of
H onto a groupH1 containingG1.

Let G ≤ H satisfy the conditions of Definition (2).
Let θ be any epimorphism ofG onto a groupG1 andRbe its kernel.236

Then
R= {1}θ

−1
∆G.

Therefore
RH ∩G = R.

Now
GRH/RH

� G/RH ∩G = G/R� G1.
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Let θ∗ be the natural map ofH ontoH/RH. By identifying G1 with
GRH/H canonicallyθ∗ becomes an extensionθ.

Conversely, assume the conditions of Definition (10). LetR∆G, and
let θ be the canonic epimorphism ofG ontoG1 = G/R. Extendθ to an
epimorphismθ∗ of H onto a groupH1 containingG1, and let the kernel
of θ∗ beS. As Rθ

∗

= Rθ is trivial, R≤ S ∩G. Now if s∈ S ∩G then

1 = sθ
∗

= sθ,

and thuss∈ R. It follows thatS ∩G ≤ R, and hence

S ∩G = R.

This is the condition of Definition (1), which we already knowto be
equivalent to Definition (2). Thus all the three definitions are equivalent.

If H is the direct product of two groupsF andG thenF andG are 237

E-subgroups ofH. More generally, ifH is the direct product or the
Cartesian product of a family of groups, say{Gi}i∈I , then each factor
Gi is an E-subgroup ofH. If H is any group andZ(H) its center, then
any subgroups ofZ(H) is an E-subgroup ofH. This follows from the
fact that every subgroup ofZ(H) is a normal subgroup ofH. Further, if
H is a simple group then a proper non-trivial subgroup ofH is not an
E-subgroup ofH. We now prove the following:

Theorem 2. The relation “E- subgroup of” is transitive; in other words,
if G is an E-subgroup of H, and H an E-subgroup of K, then G is an
E-subgroup of K.

Proof. Let,
R∆G.

�

Then sinceG is anE-subgroupH, there is anS ≤ H such that

S∆H,S ∩G = R.

Now sinceH is an E-subgroup ofK, there is aT ≤ K such that

T∆K,T ∩ H = S.
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We have
G∩ T = G∩ H ∩ T = G∩ S = R.

This proves thatG is anE-subgroup ofK.238

3

Let A, B be any two groups. Let

P = AWrB.

We shall now prove that the coordinate subgroupsAb ≤ AB, b ∈ B
(that is,

Ab =

{

f
∣

∣

∣

∣

∣

f ∈ AB, f (y) = 1, for all y , b
}

)

and the diagonalA∆ ≤ AB areE-subgroups ofP.
Let ϕ be any epimorphism ofA onto a groupAo. Let

Po = AoWrB.

Consider the mappingϕ∗ of P ontoPo defined as follows. For every
p = b f ∈ P, with b ∈ B, f ∈ AB,

pϕ
∗

= (b f)ϕ
∗

= b fo, where fo ∈ AB
o and

fo(y) = ( f (y))ϕ, y ∈ B.

We claim thatϕ∗ is an epimorphism ofP ontoPo. Let p = b f, p′ =
b′ f ′ ∈ P, b, b′ ∈ B, f , f ′ ∈ AB.

Then239

pϕ
∗

= b fo, p
′ϕ∗
= b′ f ′o, where

fo(y) = ( f (y))ϕ, y ∈ B, , and

f ′o(y) = ( f ′(y))ϕ, y ∈ B.

Now

pp′ = (b f)(b′ f ′) = bb′. f b′ f ′; and
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therefore, (pp′)ϕ
∗

= bb′.h, whereh ∈ AB
o

and h(y) = ( f b′ f ′(y))ϕ

= ( f b′(y). f ′(y))ϕ = ( f b′ (y))ϕ( f ′(y))ϕ,

= ( f (yb−1))ϕ( f ′(y))ϕ, for all y ∈ B.

On the other hand,

pϕ
∗

p′ϕ
∗

= (b fo)(b′ f ′o) = bb′ f b′
o f ′o.

Now 240

f b′
◦ f ′◦(y) = f b′

◦ (y). f ′◦(y)

= f◦(yb′−1) f ′◦(y) = ( f (yb−1))ϕ( f ′(y))ϕ.

Thus,
(pp′)ϕ∗ = pϕ∗p′ϕ∗.

This proves thatϕ∗ is a homomorphism. It is easy to see that it maps
P ontoP0 ; hence it is an epimorphism, as claimed.

Let θ be an epimorphism ofAb(or A∆) onto a groupA0 andψ be
isomorphism ofA ontoAb (or A∆). Then the epimorphism

ϕ = ψθ

of A onto A0 gives rise to a mappingϕ∗ of P onto P0. If the groupA0

is identified withAob(or A∆0 ), it follows without difficulty thatϕ∗ is an
extension ofθ. This proves:

Lemma 1. In a wreath product the coordinate subgroups and the diago-
nal subgroup areE-subgroups.

In Chapter 8 we proved that a countable groupG can be embedded
in a 2-generator groupH. We shall now prove that the embedding pro-241

cedure given there embedsG as anE-subgroup ofH. In the rest of this
Chapter we shall use the notation of Chapter 8.

Let us briefly recall the embedding procedure of Chapter 8.
We started with a countable groupG where

G = gp(
{

ai
}

i∈I ) and
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I =
{

1, 2, 3, . . .
}

.

We then formed the wreath product

P = GWrC, where

C = gp(c);

and we embeddedG as the diagonal subgroupG∆,

G∆ ≤ G ≤ P.

We then formed the wreath product

Q = PWrB,

whereB was any group containing elementsbi , i ∈ I , with the property,

bi , 1, bi , b j , bib j , 1, bib j , bk.

Then we realisedG as a subgroupG∗ of242

H = gp(q, B), q ∈ PB.

In fact

G∗ = gp(
{

hi
}

i∈I ), where

hi [q
bi , q] ∈ PB.

(For the definitions ofq andhi , see Chapter 8.)
Now be Lemma 1,G∆ is E-subgroup ofP. Further,G∗ is a subgroup

of the coordinate subgroupP1 ≤ Q, where

P1 =

{

f

∣

∣

∣

∣

∣

∣

f ∈ PB, f (y) = 1 for all y , 1, y ∈ B

}

andG is mapped ontoG∗ under the natural isomorphism ofP onto P1.
Therefore

G∗ is an E-subgroup ofP1.

Again by Lemma 1,P1 is anE-subgroup ofQ. Hence by the transi-
tivity property ofE-subgroups,G∗ is anE-subgroup ofQ. Now, since

G∗ ≤ H ≤ Q,

it suffices for our purpose to show the following simple lemma.
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Lemma 2. If G ≤ H ≤ K, and ifG is anE-subgroup ofK, thenG is an243

E-subgroup ofH.

For if R∆G, there is a subgroupT∆K with

T ∩G = R;

put S = T ∩ H: thenS∆Hand

S ∩G = T ∩ H ∩G = T ∩G = R.

Applying this lemma toG∗ ≤ H ≤ Q, we obtain the stated result:

Corollary 3. G∗ is an E-subgroup of H.

Let us now takeG to be the free group of countably infinite rank
presented by

G = gp(
{

ai
}

i∈I ;φ), where

I =
{

. . . 2,−1, 0, 1, . . .
}

.

TakeB to be the infinite cyclic group

B = gp(b), and

bi = b3i−1

Then

hi

[

qb3i−1
, q

]

=

[

b1−3i , qb3i−1, q

]

.

Identifying the groupG with 244

G∗ = gp(
{

hi

}

i∈I
)

we have G ≤ H = gp(q, b).

Let nowF be the free group

F = gp(s, t;φ).
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DefineE ≤ F as

E = gp(
{

ei

}

i∈I
), where

ei =

[

s1−3i , ts3i−1, t

]

, i ∈ I .

We prove:

Theorem 3. The subgroup E is an E-subgroup of F.

Proof. Let θ be the epimorphism ofF ontoH defined by

sθ = b, tθ = q.

Then we have

eθi = hi , i ∈ I , and

Eθ
= G.

�

SinceG is freely generated by
{

hi

}

i∈I
, it follows thatE is also freely245

generated by
{

ei

}

i∈I
. Hence the restriction ofθ to E is an isomorphism.

Let
R∆E.

Then
Rθ = R0∆G.

Now sinceG is anE-subgroup ofH, there is aS0∆H such that

G∩ S0 = R0.

Let S = Sθ−1

0 . Then
S∆F.

We have

(S ∩ E)θ ≤ Sθ ∩ Eθ
= S0 ∩G = R0 = Rθ.
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This gives
S ∩ E ≤ R,

as the restriction ofθ to E is one- one. But evidently alsoR ≤ S ∩ E;
hence,

S ∩ E = R.

This proves thatE is anE-subgroup ofF. 246

It may be of interest to remark that Theorem 3 is equivalent tothe
embedding theorem proved in Chapter 8. For a countable groupG is an
epimorphic image ofE by an epimorphism, sayθ. Now sinceE is an
E-subgroup ofF, θ can be extended to an epimorphismθ∗ of F. Then

G ≤ Fθ∗ , and

Fθ∗ is generated by 2 elements. The following is an unsolved problem
in this context.
Unsolved problem. Is there a free infinite rank in the group

F = gp(s, t; sp
= tq = 1)?

For p ≥ 2, q ≥ 6, the answer (unpublished) to this question is ‘yes’.
For p = 2, q = 3, we have the following interesting problem:

Problem. Has the modular group an E-subgroup that is free of infinite
rank?

4 Finitely generated soluble non-Hopf group

The object of this section is to construct a finitely generated soluble non-
Hopf group. In this section also we shall use the notation of Chapter 8. 247

Using the embedding procedure of Chapter 8, we embed the freeabelian
group of countably infinite rank into a 3-generator groupH by suitably
choosing the groupB; and then we prove that a certain factor group of
H is a non-Hopf group.

Let G be the free abelian group of countably infinite rank presented
by

G = gp(
{

ai
}

i∈I ;
[

ai , a j

]

= 1, i, j, ∈ I ),
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where I =
{

. . . − 1, 0, 1, 2, . . .
}

.

As in Chapter 8, we embedG as the diagonal subgroupG∆ of GC in

P = G Wr C, where

C = gp(c).

We now take the groupB to be the free abelian group of rank 2
presented by

B = gp(b, b′; [b, b′] = 1)

and form the wreath product

Q = PWrB.

Choose the elementsbi (see Chapter 8) as248

bi = bib′, i ∈ I .

One easily verifies that thesebi satisfy the inequalities:

bi , 1, bi , b j , bib j , 1, bib j , bk.

Therefore, as in Chapter 8, the groupG is embedded as the subgroup
G∗ of H, where

H = gp(q, B) = gp(q, b, b′) ≤ Q

andG∗ = gp(
{

ai
}

i∈I ) ≤ H.
We recall thatq ∈ PB is defined by

q(1) = c,

q(b−1
i ) = gi , i ∈ I ,

q(y) = 1 otherwise,

where

gi ∈ GC is defined by
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gi(c
n) = a−n

i , n ∈ I ; and further,

hi = [qbi , q], i ∈ I .

Consider the mapping ofB ontoB defined by249

bβ = b and

b′β = bb′.

It is easy to verify thatβ is an automorphism ofB. We want to
extendβ to an automorphismβ∗ of Q. (Our procedure is applicable to
an arbitrary automorphism ofB, but we require it only for the particular
β we have specified.) To do this we first extendβ to an automorphism
of PB as follows:

For everyf ∈ PB, define f β
∗

∈ PB by

f β
∗

(y) = f (yβ
−1

), for all y ∈ B.

It is easy to verify thatβ∗ is one-one.
Now if f1, f2 ∈ PB, then for everyy ∈ B, we have

( f1 f2)β∗(y) = f1 f2(yβ
−1

) = f1(yβ
−1

) f2(yβ
−1

) = f β
∗

1 (y). f β
∗

2 (y).

Hence,
( f1 f2)β∗ = f β∗1 f β∗2 ;

it follows thatβ∗ is an automorphism ofPB.
We now extendβ∗ to Q and denote the extension ofβ∗ also byβ∗.

For everyqo = bo f ∈ Q, with ba∈ B, f ∈ PB, define 250

qβ∗0 Q as follows :

qβ∗0 = (b0 f )β∗ = bβ◦ f β∗.

If

q0 = b0 f , b0 ∈ B, f ∈ PB and

q′0 = b′0 f ′, b′0 ∈ B, f ′ ∈ PB
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are arbitrary elements ofQ, then

(q0q′0)β∗ = (b0 f b′0 f ′)β∗ = (b0b′0 f b′0 f ′)β∗ = (b0b′0)β∗.( f b′0 f ′)β∗

= (b0b′0)β∗( f b′◦ )β∗ f ′β∗

and

qβ∗0 qβ∗0 = (b0 f )β∗(b′0 f ′)β∗ = bβ∗0 f β∗.b′β∗0 f ′β∗ = bβ∗0 b′β∗0 ( f β∗)b′0 f ′β∗.

But

( f ′b
′
o)β∗(y) = f b′0(yβ−1) = f (yβ−1b′−1

0 ) for all y ∈ B,

and

( f β∗)b′β∗0 (y) = f β∗(y(b′β∗0 )−1) = f β∗(y(b′−1
0 )β∗)

= f ((yb′−1β0)β−1) = f (yβ−1b′−1
0 ),

for all y ∈ B.251

Therefore
( f β∗)b′0 = f b′0)β∗.

Hence
(q0q′)β∗ = qβ∗0 q′β∗.

Again one can easily verify thatβ∗ is one-one and onto; that is,β∗
is an automorphism ofQ.

Next, letγ be the automorphism ofG defined by

aγi = ai+1(i ∈ I ).

We want to extendγ to an automorphismγ∗ of Q. (Our procedure is
applicable to an arbitrary automorphism ofG, but we require it only for
the particularγ we have specified.) Define the mappingγ+ of GC onto
GC as follows:

If f ∈ GC, then f γ+ ∈ GC, and

f γ+(cn) = ( f (cn)) for n ∈ I .
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A straight forward verification shows thatγ+ is an automorphism of252

GC. We now extendγ+ to P by putting

(ct f )γ
+

= ct f γ
+

, c ∈ C, f ∈ GC, t ∈ I .

Let p1 = ct f ,P2 = cu f ′ belong toP. Then

(p1p2)γ
+

= (ct+u f cu f ′)γ
+

= ct+u( f cu
f ′)γ

+

= ct+u( f cu)γ
+

f ′γ
+

; and

pγ
+

1 pγ
+

2 = ct f γ
+

cu f ′γ
+

= ct+u( f γ
+

)cu
f ′γ
+

.

But

( f cu
)γ
+

(cn) = ( f cu
(cn))γ = ( f (cn−u))γ

= f γ
+

(cn−u) = ( f γ
+

)cu
(cn), for all n ∈ I .

Therefore
( f cu

)γ
+

= ( f γ
+

)cu
.

Hence 253

(p1p2)γ
+

= pγ
+

1 pγ
+

2

It is obvious that the extended mappingγ+ is one-one and onto.
Thusγ+ is an automorphism ofP.

We now extendγ+ to an automorphismγ+ of Q. We first defineγ+

on PB as follows. For anyy ∈ PB, gγ
∗

∈ PB and

gγ∗(y) = (g(y))γ
+

One easily verifies thatγ∗ is an automorphism ofPB. We now ex-
tendγ∗ to Q by putting

(b0g)γ∗ = b0gγ∗, for b0 ∈ B, g ∈ PB.

Let

q1 = b0g, q2 = b′0g′, be inQ with

b0, b
′
0 ∈ B, g, g′ ∈ PB. Then
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(q1q2)γ∗ = (b0b′0gb′0g′)γ∗ = b0b′0(bb′0g′)γ∗

= b0b′0(gb′0)γ∗g′γ∗; and

qγ∗1 qγ∗2 = b◦g
′γ∗.b′0b′0(gγ∗)b′0g′γ∗.

But,254

(gb′0)γ∗(y) = (gb′0(y))γ
+

= (g(yb′−1
0 ))γ

+

= gγ∗(gb′0(gγ∗)b0(y) for all y ∈ B.

That is to say,

(gb′0)γ∗ = (gγ∗)b′0; that is,

(q1q2)γ∗ = qγ∗1 qγ∗2 .

One easily sees thatγ∗ is one-one and onto. Hence,γ∗ is an auto-
morphism ofQ.

It will be noticed that the procedure of extendingγ+byγ∗ is the same
as that of extendingγ to γ+; in fact it applies to wreath products in gen-
eral. Now, however, we being to use the particular automorphismsβ, γ255

we had chosen and the automorphismsβ∗, γ∗ constructed from them.
Now consider automorphismβ ∗ γ∗ of Q. For anyb0 ∈ B, we have

bβ∗γ∗0 = (bβ0)γ∗ = bβ0; that isβ ∗ γ∗ is an extension ofβ. Further.

qβ∗γ∗(y) =
(

qβ∗
)γ∗

(y) =
(

qβ∗(y)
)γ+

=

(

q(yβ−1)
)γ+

.

Therefore

qβ∗γ∗(1) = (q(1β−1))γ
+

= (c)γ
+

= c

and (qβ∗γ∗(b−1
i )) = (q((b−i

i )β
−1

))γ
+

= (q((bβ−1
i )−1)))γ

+

.

But

bβ−1
i = (bib′)β−1

= (bi)β−1(b′)β−1
= bib−1b′ = bi−1b′ = bi−1,

so that qβ∗γ∗(b−1
i ) = (q((bi−1))γ

+

= (gi−1)γ
+

.

As256

gγ
+

i−1(cn) = (gi−1(cn))γ = (a−n
i−1)γ = a−n

i , for all n ∈ I ,
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it follows that
qβ∗γ∗(b−1

i ) = gγ
+

i−1 = gi , i ∈ I .

Now, sincebi permute among themselves upon applyingβ, we have

qβ∗γ∗(y) = 1, y , 1, b−1
i , i ∈ I .

Therefore
qβ∗γ∗ = q.

This shows thatβ ∗ γ∗ mapsH = gp(b, b′, q) onto itself. Letα be
the restriction ofβ ∗ γ∗ to H, so thatα is an auto-morphism ofH. We
have

hαi = [qbi , q]α =
[

qα
bαi
, qα

]

=

[

qbαi , q
]

=

[

qbi+1, q
]

= hi+1

( for bαi = (bib′)α = (bi)βb′β = bibb= bi+1b′ = bi+1).

ConsiderR≤ G, where

R= gp(. . . , a−1, a0)

In the identification ofG with G∗,R is identified with 257

R∗ = gp(. . . , h−1, h0).

Trivially,
R∗∆G∗.

Now by the corollary of Lemma 2,G∗ is anE-subgroup ofH. There
is therefore an

S∗∆H, such that

R∗ = S∗ ∩G∗.

Let
K = H/S∗.

Then
K = H/S∗ � Hα/S∗

α

= H/S∗
α

.
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Now
S∗ ≥ gp(. . . , hα−1, h

α
0) = gp(. . . , h−1, h0, h1).

But, 258

h1 < R∗ = S∗ ∩G∗, so that

h1 < S∗

ThusS∗ is strictly contained inS∗
α

. We have

H/S∗
α

� H/S∗/S∗
α

/S∗.

Thus
K = H/S∗

α

� H/S∗/S∗
α

/S∗ = K/N,

whereN = S∗
α

/S∗ is not trivial. EvidentlyK is a 3-generator group.
Further by Corollary 2, p. 141 of Chapter 8, sinceG is abelian,H and
thereforeK is soluble of length 3. Thus we have proved:

Theorem 4. The group
K = H/S∗

is a 3-generator non-Hopf group, soluble of length 3.
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