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FOREWORD

“Advanced Analytic Number Theory” was first published by the Tata Insti-
tute of Fundamental Research in their Lecture Notes series in 1961. It is now
being made available in book form with an appendix–an English translation
of Siegel’s paper “Berechnung von Zetafunktionen an ganzzahligen Stellen”
which appeared in theNachrichten der Akademie der Wissenschaften in Göttingen,
Math-Phy. Klasse.(1969), pp. 87-102.

We are thankful to Professor Siegel and to the Göttingen Academy for
according us permission to translate and publish this important paper. We
also thank Professor S. Raghavan, who originally wrote the notes of Profes-
sor Siegel’s lectures, for making available a translation of Siegel’s paper.

K. G. Ramanathan
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PREFACE

During the winter semester 1959/60, I delivered at the Tata Institute of
Fundamental Research a series of lectures on Analytic Number Theory. It was
may aim to introduce my hearers to some of the important and beautiful ideas
which were developed by L. Kronecker and E. Hecke.

Mr. S. Raghavan was very careful in taking the notes of these lectures and
in preparing the manuscript. I thank him for his help.

Carl Ludwig Siegel
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Chapter 1

Kronecker’s Limit Formulas

1 The first limit formula
1

Let s = σ + it be a complex variable,σ andt being real. The Riemann zeta-
functionζ(s) is defined forσ > 1 by

ζ(s) =
∞∑

k=1

k−s,

herek−s stands fore−slogk, with the real value of logk. The series converges
absolutely forσ > 1 and uniformly in everys-half-plane defined byσ ≥ 1 +
ǫ(ǫ > 0). It follows from a theorem of Weierstrass that the sum-function ζ(s)
is a regular function ofs for σ > 1. Riemann proved thatζ(s) possesses
an analytic continuation into the wholes-plane which is regular except for a
simple pole ats= 1 and satisfies the well-known functional equation

π−s/2Γ

( s
2

)
ζ(s) = π−((1−s)/2)Γ

(
1− s

2

)
ζ(1− s),

Γ(s) being Euler’s gamma-function.
We shall now prove

Proposition 1. The functionζ(s) can be continued analytically into the half-
planeσ > 0 and the continuation is regular forσ > 0, except for a simple pole
at s= 1 with residue1. Further, at s= 1, ζ(s) has the expansion

ζ(s) − 1
s− 1

= C + a1(s− 1)+ a2(s− 1)2 + · · ·

1
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C being Euler’s constant.

We first need to prove the simplest form of a summation formuladue to
Euler, namely.

Lemma. If f (x) is a complex-valued function having a continuous derivative
f ′(x) in the interval1 ≤ x ≤ n, then

∫ 1

0


n−1∑

k=1

f ′(x+ k)

(
x− 1

2

) dx+
f (1)+ f (n)

2

=

n∑

k=1

f (k) −
∫ n

1
f (x)dx. (1)

2

Proof. In face, if a complex-valued functiong(x) defined in the interval 0≤
x ≤ 1, has a continuous derivativeg′(x), then we have from integration by
parts, ∫ 1

0
g′(x)

(
x =

1
2

)
dx=

1
2

(g(0)+ g(1))−
∫ 1

0
g(x)dx. (2)

(Formula (2) has a simple geometric interpretation in that the right hand side of
(2) represents the area of the portion of the (x, y)-plane bounded by the curve
y = g(x) and the straight linesy−g(0) = (g(1)−g(0))x, x = g(0) andx = (g1)).
In (2), we now setg(x) = f (x+k), successively fork = 1,2, . . . ,n−1. We then
have fork = 1,2, . . . ,n− 1,

∫ 1

0
f ′(x+ k)

(
x− 1

2

)
dx=

1
2

( f (k) + f (k+ 1))−
∫ k+1

k
f (x)dx.

Adding up, we obtain formula (1). �

This is Euler’s summation formula in its simplest form, withthe remainder
term involving only the first derivative off (x).

It is interesting to notice that if one uses the fact that the Fourier series

−∑
n

e2πinx

2πin
(n = 0, omitted) converges uniformly tox − 1/2 in any closed in-

terval (ǫ,1 − ǫ)(0 < ǫ < 1) one obtains from (2) the following useful result,
namely,

If f (x) is periodic in x with period1 and has a continuous derivative, then

f (x) =
∞∑

n=−∞
e2πinx

∫ 1

0
f (x)e−2πinxdx.
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Proof of Proposition 1.Let us now specializef (x) to be the functionf (x) =
x−s = e−x log x (log x taking real values forx > 0). The functionx−s is evidently 3

continuously differentiable in the interval 1≤ x ≤ n; and applying (1) to the
functionx−s, we get

− s
n−1∑

k=1

∫ 1

0
(x+ k)−s−1

(
x− 1

2

)
dx+

1
2

(1+ n−s)

=

n∑

k=1

k−s −
∫ n

1
x−sdx

=



∑n
k=1 k−s − 1−n1−s

s−1 (if s, 1)
∑n

k=1 k−1 − logn(if s= 1).
(3)

Let us now observe that the right-hand side of (3) is an entirefunction ofs.

We suppose now thatσ > 1. Whenn tends to infinity
∫ n

1
x−sdx tends to

1/(s− 1). Further, asn tends to infinity,
n∑

k=1
k−s converges toζ(s). Thus for

σ > 1, the right hand side of (3) converges toζ(s) − 1/(s− 1) asn tends to
infinity.

On the other hand, let the left-hand side of (3) be denoted byϕn(s). Then
ϕn(s) is an entire funciton ofsand further, forσ ≥ ǫ > 0,

|ϕn(s)| ≤ 1
2
|s|

n∑

k=1

k−1−ǫ +
1+ n−ǫ

2

≤ 1
2
|s|
∞∑

k=1

k−1−ǫ + 1.

Thus, asn tends to infinity,ϕn(s) converges to a regular function ofs in the
half-planeσ > 0; this provides the analytic continuation ofζ(s)− 1/(s− 1) for
σ > 0.

Now the constanta0 in the power-series expansion ats= 1 of

ζ(s) − 1
s− 1

= a0 + a1(s− 1)+ a2(s− 1)2 + · · ·

is nothing but lim
n→∞

ϕn(1). In other words,

a0 lim
n→∞

(
1+

1
2
+ · · · + 1

n
− logn

)
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= C (Euler’s constant).

Proposition 1 is thus proved. 4

The constantC lies between 0 and 1. It is not known whether it is rational
or irrational; very probably, it is irrational.

One could determine the constantsa1,a2, . . . also explicitly but this is more
complicated.

We shall consider now an analogous problem leading to theKronecker
limit formula (Kroneckersche Grenzformle).

Instead of the simple linear functionx, we consider a positive-definite bi-
nary quadratic formQ(u, v) = au2 + 2buv+ cv2 in the real variablesu andv
and withreal coefficientsa, b, c (we then havea > 0 andac− b2 = d > 0).
Associated withQ(u, v), let us define

ζQ(s) =
∞∑

m,n=−∞
(Q(m,n))−s, (4)

where
∑′ denotes summation over all pairs of integers (m,n), except (0,0).

Q(u, v) being positive-definite, there exists a real numberλ > 0, such that
Q(u, v) ≥ λ(u2 + v2) and it is an immediate consequence that the series (4)
converges absolutely forσ > 1 and uniformly in every half-plane defined by
σ ≥ 1+ ǫ(ǫ > 0). ThusζQ(s) is a regular function ofs, for σ > 1.

As in the case ofζ(s) above, we shall obtain an analytic continuation of
ζQ(s) regular in the half-planeσ > 1/2, except for a simple pole ats= 1. The
constanta0 in the expansion ats= 1 of ζQ(s), viz.

ζQ(s) =
a−1

s− 1
+ a0 + a1(s− 1)+ · · ·

is given precisely by the Kronecker limit formula. The constanta−1 which is
the residue ofζQ(s) at s= 1 was found by Dirichlet in his investigations on the
class-number of quadratic fields.

Letus first effect some simplifications. 5

SinceQ(u, v) = Q(−u,−v), we see that

ζQ(s) = 2
∞∑

m=1

(Q(m,0))−s + 2
∞∑

n=1

∞∑

m=−∞
(Q(m,n))−s. (5)

Further

Q(u, v) = a

(
u+

b
a

v

)2

+

(
c− b2

a

)
v2
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= a

(
u+

b
a

v

)2

+
d
a

v2 = a

u+
b+
√
−d

a
v


u+

b−
√
−d

a
v



= a(u+ zv)(u+ zv)

where arg(
√
−d) = π/2 andz= (b+

√
−d)/a = x+ iy with y > 0.

Also, we could, without loss of generality, suppose thatd = 1; if Q1(u, v) =
(1/
√

d)(au2 + 2buv+ cv2) = a1u2 + 2b1uv+ c1v2, thenζQ1(s) = ds/2ζQ(s) and
a1c1 − b2

1 = 1. The functionds/2 (choosing a fixed branch) is a simple entire
function of s and therefore, to studyζQ(s), it is enough to considerζQ1(s).
Then we havea = y−1 andQ(u, v) = y−1(u+ zv)(u+ zv) = y−1|u+ zv|2. Now (5)
becomes

ζQ(s) = 2ys
∞∑

m=1

m−2s + 2ys
∞∑

n=1

∞∑

m=−∞
|m+ nz|−2s

= 2ysζ(2s) + 2ys
∞∑

n=1

∞∑

m=−∞
|m+ nz|−2s (6)

We know from Proposition 1 thatζ(2s) has an analytic continuation in the
half-planeσ > 0, regular except for a simple pole ats = 1/2. To obtain
an analytic continuation forζQ(s), we have, therefore, only to investigate the
nature of the second term on the right hand side of (6), as a function of s. For
this purpose, we need thePoisson summation formula.

Proposition 2. Let f(x) be continuous in(−∞,∞) and let
∞∑

m=−∞
f (x + m) be

uniformly convergent in0 ≤ x ≤ 1. Then

∞∑

m=−∞
f (x+m) =

∞∑

k=−∞
e−2πikx

∞∫

−∞

f (ξ)e2πikξdξ.

6

Proof. The functionϕ(x) =
∞∑

m=−∞
f (x + m) is continuous in (−∞,∞) and pe-

riodic in x, of period 1. Ifak =
∫ 1

0
ϕ(ξ)e2πikξdξ then, by F́ejér’s Theorem, the

(C,1) sum of
∞∑

k=−∞
ake−2πikx is equal toϕ(x). In particular, if

∞∑
k=−∞
|ak| converges,

then forx in (−∞,∞)

∞∑

m=−∞
f (x+m) = ϕ(x) =

∞∑

k=−∞
e−2πikx

∫ 1

0
ϕ(ξ)e2πikξdξ.
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In view of the uniform convergence of
∞∑

m=−∞
f (x+m) in 0 ≤ x ≤ 1,

∫ 1

0

∞∑

m=−∞
f (ξ +m)e2πikξdξ =

∞∑

m=−∞

∫ 1

0
f (ξ +m)e2πikξdξ

=

∫ ∞

−∞
f (ξ)e2πikξdξ.

Thus
∞∑

m=−∞
f (x+m) =

∞∑

k=−∞
e−2πikx

∫ ∞

−∞
f (ξ)e2πikξdξ, (7)

which is the Poisson summation formula.
Now we set f (x) = |x + iy|−2s = |z|−2s for x in (−∞,∞). Then we see

that the series
∞∑

m=−∞
|m+ z|−2s converges absolutely, uniformly in every interval

−N ≤ x ≤ N, for σ > 1/2. For this purpose, it clearly suffices to consider the
interval 0≤ x ≤ 1, since the series remains unchanged whenx is replaces by
x+ 1. For 0≤ x ≤ 1,

∣∣∣∣∣∣∣

∞∑

m=−∞
|m+ z|−2s

∣∣∣∣∣∣∣
≤

∞∑

m=−∞
|m+ z|−2σ

≤ |z|−2σ + |z− 1|−2σ +

∞∑

m=1

(m−2σ +m−2σ)

< 2y−2σ + 2
∞∑

m=1

m−2σ

(
σ >

1
2

)
.

� 7

Thus, by (7), forσ > 1/2,

∞∑

m=−∞
|m+ z|−2s =

∞∑

k=−∞
e−2πikx

∫ ∞

−∞
|ξ + iy|−2se2πikξdξ

=

∞∑

k=−∞
e−2πikx

∫ ∞

−∞
(ξ2 + y2)−se2πikξdξ

= y1−2s
∞∑

k=−∞
e−2πikx

∫ ∞

−∞
(1+ ξ2)−se2πikξdξ, (8)

whenever the series (8) converges. Actually, we shall provethat it converges
absolutely forσ > 1/2. For this purpose, let us consider fork > 0,

∫ ∞
−∞(1 +



Kronecker’s Limit Formulas 7

ζ2)−se2πikζdζ as a line integral in the complexζ-plane; letζ = ξ + iη. The
function (1+ ζ2)−s has a logarithmic branch-point atζ = i and ζ = −i. In
the complexζ-plane cut along theη-axis from η = 1 to η = ∞ and from
η = −1 toη = −∞, let ABCDEFGdenote the contour consisting of the straight
line GA(η = 0, |ξ| ≤ R), the arcAB(ζ = Reiθπ ≥ θ ≥ π/2), the straight line
BC(ξ = 0,3/2 ≤ η ≤ R) on the left bank of the cut, the circle

CDE(ζ = i + (i/2)eiϕ,0 ≤ ϕ ≤ 2π),

the straight lineEF on the right bank of the cut (ξ = 0,3/2 ≤ η ≤ R)

Fig. 1

andthe arcFG(ζ = Reiθ, π/2 ≥ θ ≥ 0). If s lies in a compact setK of the 8

s-plane withσ > 0, then on the arcsABandFG,

|(1+ ζ2)−se2πikyζ | ≤ |1+ ζ2|−σe−2πkyRsinθ

= 0(R−2σe−2πky Rsinθ),

since−π ≤ arg(1+ ζ2) ≤ π on the whole contour. The constants in theO-
estimate depend only onK. Thus

∣∣∣∣∣
∫

AB
(1+ ζ2)−se2πikyζdζ

∣∣∣∣∣ = 0

(
R−2σ

∫ π/2

0
e−2πky RsinθRdθ

)

= 0

(
R1−2σ

∫ π/2

0
e−4kyRθdθ

)

= 0(R−2σ),

and hence
∫

AB
(1 + ζ2)−se2πikζdζ tends to zero asR tends to infinity. Similarly∫

FG
(1+ ζ2)−se2πikζdζ also tends to zero asR tends to infinity. IfΓ+ denotes the
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contourBCDEF in the limiting position asR tends to infinity, then forσ > 0,
we have, by Cauchy’s Theorem,

∫ ∞

−∞
(1+ ζ2)−se2πikyζdζ =

∫

Γ+
(1+ ζ2)−se2πikyζdζ. (9)

Let Γ− denote the limiting position ofB′C′D′E′F′ (which is the reflection
of BCDEFwith respect toξ-axis), asR tends to infinity. We can show similarly
that whenk < 0,

∫ ∞

−∞
(1+ ζ2)−se2πikyζdζ =

∫

Γ−
(1+ ζ2)−se2πikyζdζ. (10)

We shall now show that the right hand side of (??) defines an entire function
of s. In fact, if s= σ+ it lies in a compact setK in thes-plane withσ > −d(d >
0), then, onΓ+ we have for a constantc1 depending only onK, |1 + ζ2|−σ ≤
c1η

2d. Thus fork > 0,
∣∣∣∣∣
∫

Γ+
(1+ ζ2)−se2πikyζdζ

∣∣∣∣∣ ≤
∫

Γ+

|(1+ ζ2)−s|e−2πkyη|dζ |

≤
∫

Γ+
|1+ ζ2|−σeπ|t|−2πkyη|dζ | ≤ c1

∫

Γ+
η2deπ|t|−2πkyη|dζ |

≤ c2e−πky
∫

Γ+
η2de−2πky(η− 1

2 )|dζ | ≤ c2e−πky
∫

Γ+
η2de−2πy(η− 1

2 )|dζ |

≤ c3e−πky, (11)

the constantsc2 andc3 depending only onK. Hence
∫
Γ+

(1+ ζ2)−se2πkyζdζ con- 9

verges absolutely and uniformly inK and therefore defines an analytic function
of s in any domain contained inK. Sinced is an arbitrary positive number, our
assertion above is proved. Similar to (11), we have also fork < 0,

∣∣∣∣∣
∫

Γ−
(1+ ζ2)−se2πikyζdζ

∣∣∣∣∣ ≤ c′3e−π|k|y, (12)

and therefore
∫
Γ−

(1+ ζ2)−se2πikyζdζ defines fork < 0, an entire function ofs.
In view of (??), (10), (11) and (12), we see that in order to prove the abso-

lute convergence of the series (8), forσ > 1/2, we need to prove only that for
σ > 1/2,

∫ ∞
−∞(1+ ζ2)−sdζ exists. But, in fact, forσ > 1/2,

∫ ∞

−∞
(1+ ζ2)−sdζ = 2

∫ ∞

0
(1+ ζ2)−sdζ
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=

∫ ∞

0
(1+ λ)−sλ−

1
2 dλ (settingζ2 = λ)

=

∫ 1

0
µ−

1
2 (1− µ)s−3/2dµ

(
settingλ =

µ

1− µ

)

= B

(
1
2
, s− 1

2

)
,

whereB(a,b) is Euler’s beta-function. Hence

∫ ∞

−∞
(1+ ζ2)−sdζ =

π
1
2Γ(s− 1

2)

Γ(s)

Thus, forσ > 1,

∞∑

m=−∞
|m+ z|−2s =

π
1
2Γ(s− 1

2)

Γ(s)
y1−2s+ y1−2s

∞∑′

m=−∞
e−2πimx

∫ ∞

−∞
(1+ ζ2)−se2πimyζdζ,

where the accent onΣ indicates the omission ofm= 0. Substituting this in (6), 10

we have forσ > 1,

ζQ(s) = 2ysζ(2s)+

+ 2ys
∞∑

n=1


π

1
2Γ(s− 1

2)

Γ(s)
n1−2sy1−2s + n1−2sy1−2s×

×
∞∑′

m=−∞
e−2πimnx

∫ ∞

−∞
(1+ ζ2)−se2πimnyζdζ



By (??) and (10), therefore, forσ > 1,

ζQ(s) = 2ysζ(2s) + 2y1−sπ
1
2Γ(s− 1

2)

Γ(s)
ζ(2s− 1)+

+ 2y1−s
∞∑

n=1

n1−2s
∞∑

m=−∞
e−2πimnx

∫ ∞

−∞
(1+ ζ2)−se2πimnyζdζ;

i.e.

ζQ(s) = 2ysζ(2s) + 2y1−sπ
1
2Γ(s− 1

2)

Γ(s)
ζ(2s− 1)+ 2y1−s

∞∑

n=1

n1−2s×

×

∞∑

m=1

e−2πimnx
∫

Γ+
(1+ ζ2)−se2πimnyζdζ+



Kronecker’s Limit Formulas 10

∞∑

m=1

e2πimnx
∫

Γ−
(1+ ζ2)−se−2πimnyζdζ

 . (13)

The double series in (13) converges absolutely, uniformly in every compact
subset of thes-plane, in view of the fact that by (11) and (12), it is majorised
by

2y1−σ
∞∑

n=1

n1−2σ

c3

∞∑

m=1

e−πmny+ c′3

∞∑

m=1

e−πmny

 ,

whichclearly converges. Since we have seen earlier that theterms of the double 11

series define entire functions ofs, it follows by the theorem of Weierstrass that
the double series in (13) defines an entire function ofs.

Formula (13) gives us an analytic continuation ofζQ(s) for σ > 1/2. For,
ζ(2s) is regular forσ > 1/2 and from the fact thatζ(s) can be analytically
continued into the half-planeσ > 0 such thatζ(s)−1/(s−1) is regular forσ > 0,
we see on replacings by 2s− 1 thatζ(2s− 1) can be continued analytically
in the half-planeσ > 1/2 such thatζ(2s− 1) − 1/2(s− 1) regular forσ >

1/2 : Γ(s− 1
2)/Γ(s) is regular forσ > 1/2 and non-zero ats = 1. Hence from

(13), we see thatζQ(s) can be continued analytically in the half-planeσ > 1/2
and its only singularity in this half-plane is a simple pole at s= 1 with residue
equal to 2· π 1

2 · π 1
2 · 1/2 = π.

ζQ(s) − π/(s− 1) has therefore a convergent power-series expansiona0 +

a1(s− 1)+ · · · at s= 1. We shall now determine the constanta0. Clearly, from
(13),

a0 = 2yζ(2)+ lim
s→1

2y1−sπ
1
2Γ(s− 1

2)

Γ(s)
ζ(2s− 1)− π

s− 1

+

+ 2
∞∑

n=1

1
n


∞∑

m=1

e−2πimnx
∫

Γ+
(1+ ζ2)−1e2πimnyζdζ+

+

∞∑

m=1

e2πimnx
∫

Γ−
(1+ ζ2)−1e−2πimnyζdζ



Now from

ζ(s) =
1

s− 1
+C + a1(s− 1)+ · · ·

we have

ζ(2s− 1) =
1

2(s− 1)
+C + 2a1(s− 1)+ · · · .
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Also replacings by s− 1/2 in the formula

Γ

(
s+

1
2

)
Γ(s) =

√
π · 21−2sΓ(2s).

wehave 12

Γ

(
s− 1

2

)
Γ(s) =

√
π22−2sΓ(2s− 1).

At s= 1,Γ(s) has the expansion

Γ(s) = 1+ a(s− 1)+ · · ·

and hence
Γ2(s) = 1+ 2a(s− 1)+ · · ·

Further ats= 1,
Γ(2s− 1) = 1+ 2a(s− 1)+ · · ·

Hence we have ats= 1, by Cauchy multiplication of power-series,

Γ(2s− 1)Γ−2(s) = 1+ b(s− 1)2 + · · ·

and thus

2y1−sπ
1
2
Γ(s− 1

2)

Γ(s)
ζ(2s− 1) = 2π(2

√
y)2−2sΓ(2s− 1)

Γ2(s)
ζ(2s− 1)

= 2π(1+ b(s− 1)2 + · · · )×
× (1− 2 log(2

√
y)(s− 1)+ · · · )×

×
(

1
2(s− 1)

+C + · · ·
)
.

In other words,

lim
s→1

2y1−sπ
1
2
Γ(S − 1

2)

Γ(s)
ζ(2s− 1)− π

s− 1

 = 2π(C − log(2
√

y))/

Now (see Fig. 1), formn> 0, since (1+ ζ2)−1 has no branch-point atζ = i or
ζ = −i,

∫

Γ+
(1+ ζ2)−1e2πimnyζdζ =

∫

CDE
(1+ ζ2)−1e2πimnyζdζ

= 2πi

(
Residue of

e2πimnyζ

1+ ζ2
at ζ = i

)
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= πe−2πmny.

Similarly, for mn> 0, 13

∫

Γ−
(1+ ζ2)−1e−2πimnyζdζ = −2πi

(
Residue of

e−2πimnyζ

1+ ζ2
at ζ = −i

)

= πe−2πmny

Hence

a0 =
π2

3
y+ 2π(C − log(2

√
y)) + 2π

∞∑

n=1

1
n

∞∑

m=1

e−2πimnx−2πmny+

+ 2π
∞∑

n=1

1
n

∞∑

m=1

e2πimnx−2πmny

These series converge absolutely and it is practical to sum over n first. Then

a0 =
π2

3
y+ 2π(C − log 2

√
y) + 2π

∞∑

m=1

∞∑

n=1

1
n

e−2πimnz+

+ 2π
∞∑

m=1

∞∑

n=1

1
n

e2πimnz

=
π2

3
y+ 2π(C − log(2

√
y)) − 2π

∞∑

m=1

log(1− e−2πimz)−

− 2π
∞∑

m=1

log(1− e2πimz)

= 2π(C − log(2
√

y)) − 2π(loge(πi/12)(z−z) + log
∞∏

m=1

(1− e2πimz)+

+ log
∞∏

m=1

(1− e−2πimz)).

For complexz= x+ iy with y > 0, Dedekind defined theη-function,

η(z) = eπiz/12
∞∏

m=1

(1− e2πimz).

Inthe notation of Dedekind, then, 14
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a0 = 2π(C − log 2
√

y) − 2π logη(z)η(−z))

= 2π(C − log 2− log(
√

y|η(z)|2)).

Thus we have proved

Theorem 1. Let z = x + iy, y > 0 and let Q(u, v) = y−1(u + vz) · (u + vz).
Then the zeta functionζQ(s) associated with Q(u, v) and defined byζQ(s) =∑′
m,n

(Q(m,n))−s, s= σ + it, σ > 1, can be continued analytically into a function

of s regular forσ > 1/2 except for a simple pole at s= 1 with residueπ and at
s= 1, ζQ(s) has the expansion

ζQ(s) − π

s− 1
= 2π(C − log 2− log(

√
y|η(z)|2)) + a1(s− 1)+ · · ·

This leads us to the interestingfirst limit formula of Kronecker , viz.

lim
s→1

(
ζQ(s) − π

s− 1

)
= 2π(C − log 2− log

√
y|η(z)|2).

We make a few remarks. It is remarkable that the residue ofζQ(s) at s= 1
does not involvea, b, c and this was utilized by Dirichlet in determining the
class-number of positive binary quadratic forms. Of course, we had supposed
thatd = ac− b2 = 1; in the general case, the residue ofζQ(s) at s = 1 would
beπ/

√
d.

This limit formula has several applications; Kronecker himself gave one,
namely that of finding solutions of Pell’s (diophantine) equation x2 − dy2 = 4,
by means of elliptic functions. It has sereval other applications and it can
be generalized in many ways. In the next section, we shall show that as an
application of this formula, the transformation-theory ofη(z) under the elliptic
modular group can be developed.

2 The Dedekindη-function

Let H denote the complex upper halt-plane, namely the set ofz = x + iy with
y > 0. Forz ∈ H, Dedekind defined theη-function

η(z) = eπiz/12
∞∏

m=1

(1− e2πimz).

15

This infinite product converges absolutely, uniformly in every compact sub-
set ofH. Thus, as a function ofz, η(z) is regular inH. Since none of the factors



Kronecker’s Limit Formulas 14

of the convergent infinite product is zero inH, it follows thatη(z) , 0, for z
in H. If g2 andg3 are the usual constants occurring in Weierstrass’ theory of
elliptic functions with the period-pair (1, z), then (2π)12η24(z) = g3

2−27g2
3. The

functionη(z) is a “modular form of dimension−1/2”.
Letα, β, γ, δ be rational integers such thatαδ−βγ = 1. The transformation

z→ z∗ = (αz+ β)(γz+ δ)−1 takesH onto itself; for, ifz∗ = x∗ + iy∗, then

y∗ =
1
2i

(z∗ − z∗) =
1
2i

(
αz+ β
γz + δ

− αz+ β
γz+ δ

)

=
1
2i

(z− z)|γz+ δ|−2 = y|γz+ δ|−2 > 0, (14)

and clearlyz= (δz∗−β)(−γz∗+α)−1. These transformations are called “modular
transformations” and they form a group called the “ellipticmodular group”. It
is known that the elliptic modular group is generated by the simple modular
transformations,z→ z+1 andz→ −1/z. In other words, any general modular
transformation can be obtained by iterating the transformationsz→ z± 1 and
z→ −1/z.

We shall give, in this section, two proofs of the transformation-formula for
the behaviour ofη(z) under the modular transformationz → −1/z. The first
proof is a consequence of the Kronecker limit formula provedin § 1.

With z = x + iy ∈ H, we associate the positive-definite binary quadratic
form Q(u, v) = y−1(u+ vz)(u+ vz). By the Kronecker limit formula forζQ(s) =
∞∑′

m,n=−∞
(Q(m,n))−s

lim
s→1

(
ζQ(s) − π

s− 1

)
= 2π(C − log 2− log(

√
y|η(z)|2)). (15)

Let z∗ = (αz+ β)(γz+ δ)−1 = x∗ + iy∗ be the image ofzunder a modular trans-
formation. Then withz∗, let us associate the positive-definite binary quadratic
form

Q∗(u, v) = y∗−1(u+ vz∗)(u+ vz∗).

Again, by the Kronecker limit formula for 16

ζQ∗(s) =
∞∑′

m,n=−∞
(Q∗(m,n))−s,

lim
s→1

(
ζQ∗(s) −

π

s− 1

)
= 2π(C − log 2− log

√
y∗|η(z∗)|2). (16)

Now, by (??),

y∗−1|m+ nz∗|2 = y−1|γz+ δ|2|m+ n(αz+ β)(γz+ δ)−1|2
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= y−1|m(γz+ δ) + n(αz+ β)|2

= y−1|(mδ + nβ) + (mγ + nα)z|2.

Sinceα, β, γ, δ are integral andαδ − βγ = 1, whenm, n run over all pairs
of rational integers except (0,0), so do (mδ + nβ,mγ + nα). Thus, in view of
absolute convergence of the series, forσ > 1,

ζQ∗(s) =
∑′

m,n

(y∗−1|m+ nz∗|2)−s

=
∑′

m,n

(y−1|(mδ + nβ) + (mγ + nα)z|2)−s

=
∑′

m,n

(y−1|m+ nz|2)−s;

i.e. forσ > 1,
δQ(s) = ζQ∗(s)

(ζQ(s) is what is called a “non-analytic modular function ofz”).
SinceζQ(s) andζQ∗(s) can be analytically continued in the half-planeσ >

1/2, ζQ(s) = ζQ∗(s) even forσ > 1/2. Hence, from (15) and (16),

log(
√

y|η(z)|2) = log(
√

y∗|η(z∗)|2);

i.e.
|η(z)|y1

4 = |η(z∗)|y1
4 .

By(??), then, we have 17

∣∣∣∣∣∣η
(
αz+ β
γz+ δ

)∣∣∣∣∣∣ = |η(z)||
√
γz+ δ|. (17)

Let us consider the function

f (z) =
η((αz+ β)(γz+ δ)−1)√

γz+ δη(z)

where the branch of
√
γz+ δ is chosen as follows; namely, ifγ = 0, then

α = δ = ±1 and assuming without loss of generality thatα = δ = 1, we choose√
γz+ δ = 1. If γ , 0, we might suppose thatγ > 0 and then

√
γz+ δ is that

branch whose argument always lies between 0 andπ for z ∈ H. Sinceη(z) and√
γz+ δ never vanish inH, (17) means that the funcitonf (z) which is regular

in H is of obsolute value 1. By the maximum modulus principle,f (z) = ǫ, a
constant of absolute value 1. We have thus
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Proposition 3. The Dedekindη-function

η(z) = eπiz/12
∞∏

m=1

(1− e2πimz), z ∈ H

satisfies, under a modular transformation z→ (αz+ β) · (γz+ δ)−1 the trans-
formation formula

η((αz+ β)(γz+ δ)−1) = ǫ
√
γz+ δη(z)

with ǫ = ǫ(α, β, γ, δ) and |ǫ| = 1.

We shall determineǫ for the special modular transformations,z → z+ 1
andz→ −1/z.

From the very definition ofη(z),

η(z+ 1) = eπi/12η(z) (18)

and so hereǫ = eπi/12.
Also if we setz = i in the formulaη(−1/z) = ǫ

√
zη(z), we haveη(i) =

ǫ
√

iη(i). Sinceη(i) , 0, ǫ = 1/
√

i = e−πi/4.
Thusη(−1/z) = e−πi/4√zη(z). We rewrite this as 18

η

(
−1

z

)
=

√
z
i
η(z), (19)

√
z/i being that branch taking the value 1 atz= i.

To determineǫ in the general case, we only observe that any modular
transformation is obtained by iteration of the transformations z → z± 1 and
z→ −1/z. Since every time we apply these transformations we get, in view of
(18) and (19), a factor which ise±πi/12 or e−πi/4, we see thatǫ is a 24th root of
unity; ǫ can be determined this way, by a process of “reduction”.

The question arises as to whether there exists an explicit expression forǫ,
in terms ofα, β, γ andδ. This problem was considered and solved by Dedekind
who for this purpose, had to investigate the behaviour ofη(z) asz approaches
the ‘rational points’ on the real line. This problem has alsobeen considered
recently by Rademacher in connection with the so-called ‘Dedekind sums’.

We now give a very simplealternative proofof formula (19).
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Fig. 2

Letus consider the integral 19

1
8

∫

Ct

cotπζ cot
πζ

z
dζ
ζ

whereCt is the contour of the parallelogram in theζ-plane with vertices at
ζ = t, tz, −t and−tz (t positive and not integral).

The integrand is a meromorphic function ofζ. It has simple poles atζ = ±k

andζ = ±kz(k = 1,2,3, . . .) with residues
1
πk

cot
πk
z

and
1
πk

cotπkz respec-

tively, as one can readily notice from the expansion

cotπu =
1
πu
− πu

3
+ · · ·

valid for 0< |u| < 1. Also, the integrand has a pole of the third order atζ = 0,
with residue− 1

3(z+ 1/z).
Let t = h + 1/2, h being a positive integer. Then there are no poles of

the integrand onCt and insideCt there are poles atζ = 0, ±k and±kz(k =
1,2, . . . ,h). By Cauchy’s theorem on residues,

1
8

∫

C
h+ 1

2

cotπζ cotπ
ζ

z
dζ
ζ
=

2πi
8


h∑′

k=−h

1
πk

cot
πk
z
+

h∑′

k=−h

1
πk

cotπkz− 1
3

(
z+

1
z

) ,

the accent onΣ indicating the omission ofk = 0 from the summation. In other
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words,

1
8

∫

C
h+ 1

2

cotπζ cotπ
ζ

z
dζ
12

(
z+

1
z

)
=

i
2


h∑

k=1

1
k

(
cotπkz+ cot

πk
z

) . (20)

We wish to consider the limit of the relation (20) ash tends to infinity
through the sequence of natural numbers.

For this purpose, let us first observe that ifζ = ξ + iη, then

cotπζ = i
eπiζ + e−πiζ

eπiζ − e−πiζ

tendsto−i if η tends to∞, and tends to+i, if η tends to−∞. Similarly cotπ(ζ/z) 20

tends to−i, when the imaginary part ofζ/z tends to∞ and toi, when the latter
tends to−∞. If O is the origin andζ tends to infinity along a rayOP with
P on one of the open segmentsAB, BC, CD, DA of Ch+ 1

2
(see figure), then

cotπζ · π(ζ/z) tends to the values+1, −1, +1, −1 respectively. Moreover, this
process of tending to the respective values is uniform, whenthe rayOP lies
between two fixed rays fromO, which lie in one of the sectorsAOB, BOC,
COD or DOA and neither of which coincides with the linesη = 0 or ζ = λz
(λ real). This means that the sequence of functions{cotπ(h + 1/2)ξ cotπ(h +
1/2)(ζ/z)} (h = 1,2, . . .) tends to the limits+1 or−1 uniformly on any proper
closed subsegment of a side ofC1.

Moreover, this sequence of functins is uniformly bounded onC1. This
can be seen as follows. LetK j denote the discs|ζ − j| < 1/4, j = 0, ±1,
±2, . . .. In view of the periodicity of cotπζ, let us confine ourselves to the
strip, 0 ≤ ξ ≤ 2. We then readily see that in the complement of the set-
union of the discsK0, K1 andK2 with respect to this vertical strip, the function
cotπζ is bounded; for cotπζ tends toπi asη tends to±∞ and is bounded away
from its poles atζ = 0, 1 and 2. Indeed therefore, cotπζ is bounded in the
complement of the set union of the discsK j , j = 0, ±1, . . . with respect to the
entire plane. Since the contoursCh+ 1

2
, for h = 1,2, . . . lie in the complement,

we have| cotπζ | ≤ α for ζ ∈ Ch+ 1
2

andα independent ofh andζ. By a similar
argument for cot(πζ/z) concerning its poles at±kz, we see that forζ ∈ Ch+ 1

2
,

h = 1,2, . . . | cot(πζ/z)| ≤ β, β independent ofh and ζ. In other words, the
sequence of functions{cotπ(h+ 1

2)ζ cotπ(h+ 1
2)(ζ/z)} is uniformly bounded on

c1. Now
∫

C
h+ 1

2

cotπζ cot
πζ

z
dζ
ζ
=

∫

C1

cotπ

(
h+

1
2

)
ζ cotπ

(
h+

1
2

)
ζ

z
dζ
ζ
, (21)



Kronecker’s Limit Formulas 19

and in view of the foregoing considerations, we can interchange the passage to
the limit (ash tends to infinity) and the integration, on the right side of (21).
Thus, lettingh tend to infinity, we obtain from (20),

πi
12

(
z+

1
z

)
+

1
8

(∫ z

1
−

∫ −1

z
+

∫ −z

−1
−

∫ 1

−z

)
dζ
ζ

=
i
2


∞∑

k=1

1
k

(
cotπkz+ cot

πk
z

) . (22)

Now 21
1
8

(∫ z

1
−

∫ −1

z
+

∫ −z

−1
−

∫ 1

−z

)
dζ
ζ
=

1
4

(∫ z

1
+

∫ z

−1

)
dζ
ζ
.

For z in the ζ-plane cut along the negativeξ-axis, let logz denote the branch
that is real on the positiveξ-axis. Then we see

∫ z

1

dζ
ζ
= logz and

∫ z

−1

dζ
ζ
= logz− πi.

Thus from (22),

πi
12

(
z+

1
z

)
+

1
2

(
logz− πi

2

)
=

i
2


∞∑

k=1

1
k

(
cotπkz+ cot

πk
z

) . (23)

We insert in (23), the expansions

cotπkz= −i

(
1+ 2

e2πikz

1− e2πikz

)
= −i

1+ 2
∞∑

m=1

e2πimkz



and

cot
πk
z
= i

(
1+ 2

e−2πik/z

1− e−2πik/z

)
= i

1+ 2
∞∑

m=1

e−2imπk/z

 ;

then we see that the resulting double series is absolutely convergent. We are
therefore justified in summing overk first; we see as a result that the series (23)
goes over into

−
∞∑

m=1

log
(1− e2πimz)

(1− e−2πim/z)
= log

η

(
−1

z

)

η(z)
+
πi
12

(
z+

1
z

)
.
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Finally

log
η
(
− 1

z

)

η(z)
=

1
2

(
logz− πi

2

)
= log

√
z
i
,

where
√

z/i is that branch which takes the value 1 atz = i i.e. η(−1/z) = 22√
(z/i)η(z).

We wish to remark that it was only for the sake of simplicity that we took
a parallelogramC1 and considered ‘dilatations’Ch+ 1

2
of C1. It is clear that

instead of the parallelogram, we could have taken any other closed contour
passing through 1,z, −1, −z and through no other poles of the integrand and
worked with corresponding ‘dilatations’ of the same.

3 The second limit formula of Kronecker

We Shall consider now some problems more general than the ones concerning
the analytic continuation of the functionζQ(s) in the half-planeσ > 1/2 and
the Kronecker limit formula forζQ(s).

In the first place, we ask whether it is possible to continueζQ(s) analytically
in a larger half-plane; this question shall be postponed forthe present. We shall
show later (§ 5) thatζQ(s) has an analytic continuation in the entire plane which
is regular except for the simple pole ats= 1 and satisfies a functional equation
similar to that of the Riemannζ-function.

Instead ofζQ(s) =
∞∑′

m,n=−∞
(Q(m,n))−s, one might also consider

∞∑

m,n=−∞
(Q(m+ µ,n+ ν))−s

whereµ andν are non-zero real numbers which are not both integral and where
mandn run independently from−∞ to+∞. Or, instead of the positive-definite
binary quadratic formQ(u, v), we might take a positive-definite quadratic form
in more than two variables. Let, in fact,S = (si j ), 1 ≤ i, j ≤ p be the matrix of
a positive-definite quadratic form

∑
1≤i, j≤p

si j xi x j in p variables. Let us consider

ζS(S) =
∞∑

x1,...,xp=−∞


∑

i, j

Si j xi x j



x1, . . . , xp running over allp-tuples of integers, except (0, . . . ,0). The func-
tionζS(S), known as the Epstein zeta-function, is regular forσ?p/2. It was 23
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shown by Epstein thatζS(S) can be continued analytically in the entires-plane,
into a function regular except for a simple pole atS = p/2 and satisfying the
functional equation

π−sΓ(S)ζS(S) = |S|−
1
2π−(p/2−s)Γ

( p
2
− s

)
ζS−1

( p
2
− s

)

Epstein also obtained forζS(s), an analogue of the first limit formula of Kro-
necker but this naturally involves more complicated functions thanη(z).

We shall now consider a generalization ofζQ(s) which shall lead us to the
second limit formula of Kronecker. namely, letu andv be independent real
parameters. Let, as before,Q(m,n) = am2 + 2bmn+ cn2 be a positive-definite
binary quadratic form and letac− b2 = 1, without loss of generality. We then
define, forσ > 1,

ζQ(s,u, v) =
∑′

m,n

e2πi(mu+nv)(Q(m,n))−s (24)

m, n running over all ordered pairs of integers except (0,0). The series con-
verges absolutely forσ > 1 and converges uniformly in every half-plane
σ ≥ 1 + ǫ(ǫ > 0). ThusζQ(s,u, v) is a regular function ofs for σ > 1. If
u andv are both integers, thenζQ(s,u, v) = ζQ(s) which has been already con-
sidered. We shall, suppose, in the following, that

u and v are not both integers. (∗)

Furthermore, on account of the periodicity ofζQ(s,u, v) in u and v, we can
clearly suppose that 0≤ u, v < 1. The condition (∗) then means that at least
one of the two conditions 0< u < 1, 0< v < 1 is satisfied. We might, without
loss of generality, suppose that 0< u < 1. For, otherwise, ifu = 0, then
necessarily 0< v < 1. In this case, let us take the positive-definite binary
quadratic formQ1(m,n) = cm2 + 2bmn+ an2; we see then that, forσ > 1,

ζQ(s,u, v) =
∑′

m,n

e2πi(mv+nu)(Q1(m,n))−s.

And here, since 0< v < 1, v shall play the role ofu in (24).
Weshall prove now thatζQ(s,u, v) can be continued analytically into a func-24

tion regular in the half-planeσ > 1/2 and then determine its value ats = 1;
this will lead us to the second limit formula of Kronecker.

Forσ > 1, by our earlier notation,

ζQ(s,u, v) = ys
∞∑

m=−∞
e2πimu|m|−2s + ys

∞∑

n=−∞
e2πinv

∞∑

m=−∞
e2πimu|m+ nz|−2s. (25)
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The first series in (25) converges absolutely forσ > 1/2 and uniformly in
every compact subset of this half-plane. Hence it defines a regular function of
s for σ > 1/2. The double series in (25) again defines a regular function of
s in the half-planeσ > 1. To obtain its analytic continuation in a larger half-
plane, we shall carry out the summation of the double series in the following
particular way. Namely, we consider the finite partial sums

∑′

n1≤n≤n2

∑

m1≤m≤m2

e2πi(mu+nv)|m+ nz|−2s.

We shall show that whenm1 andn1 tend to−∞ independently andm2 andn2

tend to∞ independently, then these partial sums which are entire functions of
s converge uniformly in every compact subset of the half-planeσ > 1/2. The
proof is based on the method of partial summation in Abel’s Theorem.

Let us define for any integerk, ck =
e2πiku

e2πiu − 1
. (Recall that 0< u < 1).

Thene2πimu = cm+1 − cm. Moreover,

|cm| ≤ |1− e2πiu|−1 = α,

whereα is independent ofm. Now
∑′

n1≤n≤n2

∑

m1≤m≤m2

e2πi(mu+nv)|m+ nz|−2s

=

n2∑

n=n1

e2πinv
m2∑

m=m1

cm+1 − cm

|m+ nz|2s

=

n2∑

n=n1

e2πinv


m2∑

m=m1+1

cm(|m− 1+ nz|−2s − |m+ nz|−2s)+

+ cm2+1|m2 + nz|−2s − cm1 |m1 + nz|−2s

 . (26)

Let us also observe that 25

∣∣∣cm2+1|m2 + nz|−2s
∣∣∣ ≤ α|n|−2σy−2σ

and ∣∣∣cm1 |m1 + nz|−2s
∣∣∣ ≤ α|n|−2σy−2σ.

Further

||m− 1+ nz|−2s − |m+ nz|−2s|
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∣∣∣∣∣−2s
∫ m

m−1
((µ + nx)2 + n2y2)−s−1(µ + nx)dµ

∣∣∣∣∣

≤ 2|s|
∫ m

m−1
((µ + nx)2 + n2y2)−(σ+ 1

2 )du.

Thus (26) is majorised by

2|s|α
n2∑′

n=n1

m2∑

m=m1+1

∫ m

m−1
((µ + nx)2 + n2y2)−(σ+ 1

2 )dµ + 2αy−2σ
n2∑′

n=n1

|n|−2σ. (27)

In (27), we summ from−∞ to+∞ instead of summing fromm1 + 1 tom2 and
then we see that (26) has the majorant

2α|s|
n2∑′

n=n1

∫ ∞

−∞
((µ + nx)2 + n2y2)−(σ+ 1

2 )dµ + 2αy−2σ
n2∑

n=n1

|n|−2σ.

Now 26∫ ∞

−∞
((µ + nx)2 + n2y2)−(σ+ 1

2 )dµ =
∫ ∞

−∞
(µ2 + n2y2)−(σ+ 1

2 )dµ

= |n|−2σy−2σ
∫ ∞

−∞
(1+ µ2)−(σ+ 1

2 )dµ. (28)

Since the integral in (28) converges forσ > 1/2, we see that (26) is majorised

by β
n2∑

n=n1

|n|−2σ, β depending only on the compact set in whichs lies in the

half-planeσ > 1/2 and onα andy.
If, in (26), we now carry out the passage ofm1 andn1 to −∞ and ofm2

andn2 to+∞ independently, then we see that the double series in (25) summed

in this particular manner, is majorised by the series 2β
∞∑

n=1
n−2σ. Hence it con-

verges uniformly whens lies in a compact set in the half-planeσ > 1/2. Since
each partial sum (26) is an entire function ofs, we see, by Weierstrass’ Theo-
rem that the double series in (25) converges uniformly to a function which is
regular forσ > 1/2 and which provides the necessary analytic continuation in
this half-plane.

Thus under the assumption thatu andv are not both integers,ζQ(s,u, v) has
an analytic continuation which is regular forσ > 1/2. We shall now determine
its value ats= 1. We wish to make it explicit that hereafter we shall make only
the assumption (∗) and not the specific assumption 0< u < 1.

From the convergence proved above, it follows that

ζQ(1,u, v) =
z− z
2i

∞∑′

m=−∞

e2πimu

|m|2
+
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+
z− z
2i

∞∑′

n=−∞
e2πinv

∞∑

m=−∞

e2πimu

(m+ nz)(m+ nz)
(29)

where the accents onΣ have the usual meaning.

In order to sum
∞∑

m=−∞

e2πimu

|m|2
, we observe that since the series

∞∑
m=−∞

e2πimu

m
27

converges uniformly to 2π(1/2− u) in any closed interval. 0< p ≤ u ≤ q < 1,
we have

∫ u

0


∞∑

m=−∞

e2πimu

m

 du= lim
ǫ→0

∫ u

ǫ


∞∑′

m=−∞

e2πimu

m

 du

= lim
ǫ→0

∞∑′

m=−∞

∫ u

ǫ

e2πimu

m
du,

i.e.

2πi(u− u2) =
1

2πi
lim
ǫ→0


∞∑′

m=−∞

e2πimu

m2
−

∞∑′

m=−∞

e2πimu

m2

 ,

i.e.

2π2(u2 − u) =
∞∑′

m=−∞
−e2πimu

m2
− π

2

3
,

since
∞∑′

m=−∞

e2πimu

m2
is continuous inu. In other words,

∞∑′

m=−∞

e2πimu

m2
= 2π2

(
u2 − u+

1
6

)
.

We shall sum the double series in (29) more generally withz replaced byr,
where−r ∈ H. Leter, we shall setr = z. We remark that with slight changes,
our arguments concerning the series

∑′ e2πi(mu+nv)|m+ nz|−2s above will also
go through for the double series

∑′ e2πi(mu+nv)((m+ nz) · (m+ nr))−s. Now for
summing the series

z− r
2i

∞∑′

n=−∞
e2πinv

∞∑

m=−∞

e2πimu

(m+ nz)(m+ nr)

=
1
2i

∞∑′

n=−∞

e2πinv

n

∞∑

m=−∞
e2πimu

(
1

m+ nr
− 1

m+ nz

)
. (30)

we could apply the Poisson summation formula with respect tom to the inner
sum on the left side of (30), but we shall adopt a different method here.
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Letus define, for complexz= x+ iy, 28

f (z) =
1
z
+

∞∑

m=1

+

∞∑

m=1

(
e2πimu

z+m
+

e−2πimu

z−m

)

and considerf (z) in the strip−1/2 ≤ x ≤ 1/2. It is not hard to see that
wheneverz lies in a compact set not containingz = 0 in this strip, the series
converges uniformly and hencef (z) is regular in this strip except atz = 0,
where it has a simple pole with residue 1. Moreover, one can show that f (z) −
1/z is bounded in this strip. Further

f (z+ 1) = e−2πiu f (z).

Consider now the function

g(z) = 2πi
e−2πiuz

1− e−2πiz
;

g(z) is again regular in this strip except atz= 0 where it has a simple pole with
residue 1. Moreoverg(z) = 1/z is bounded in this strip; as a matter of fact, if
0 < u < 1, g(z) tends to 0 ify tends to+∞ or −∞ and if u = 0, theng(z) tends
to 0 or 2πi according asy tends to+∞ or −∞. Furtherg(z+ 1) = e−2πiug(z).

As a consequence, the functionf (z) − g(z) is regular and bounded in this
strip and sincef (z+1)−g(z+1) = e−2πiu( f (z)−g(z)), it is regular in the whole
z-plane and bounded, too. By Liouville’s theorem,f (z) − g(z) = c, a constant.
It can be seen that, ifu , 0, c = 0 and if u = 0, c = πi, by using the series
expansion for the functionπ cotπz. In any case,

f (nr) − f (nz) = g(nr) − g(nz). (31)

In view of the convergence-process of the series (29) described above, we
can rewrite the double series (30) as

1
2i

∞∑′

n=−∞

e2πinv

n


1
nr
− 1

nz
+

∞∑

m=1

e2πimu

(
1

m+ nr
+

1
−m+ nr

− 1
m+ nz

− 1
−m+ hz

)

=
1
2i

∞∑′

n=−∞

e2πinv

n
( f (nr) − f (nz)) = π

∞∑′

n=−∞

e2πinv

n

(
e−2πiunr

1− e−2πinr
− e−2πiunz

1− e−2πinz

)
,

(32)

by (31). Now, we insert in (32), the expansions 29

(1− e−2πinz)−1 =


−∑∞

m=1 e2πimnz, (n > 0)
∑∞

m=0 e−2πmnz, (n < 0)
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(1− e−2πinr )−1 =



∑∞
m=0 e−2πimnr, (n > 0)

−∑∞
m=1 e2πimnr, (n < 0)

valid for z, −r ∈ H and then the series (32) goes over into

π

∞∑

n=1

1
n

e2πin(v−ur) + e−2πin(v−uz) +

∞∑

m=1

(e−2πin(v−uz−mz)+

+ e2πin(v−ur−mr) + e2πin(v−uz+m′z) + e−2πin(v−ur+mr))

 (33)

If 0 < u < 1, then this series converges absolutely, sincez, −r ∈ H . Carrying
out the summation overn first, we see that this double series is equal to

− π log


∞∏

m=0

(1− e−2πi(v−uz−mz))(1− e2πi(v−ur−mr))×

×
∞∏

m=1

(1− e2πi(v−uz+mz))(1− e−2πi(v−ur+mr))

 . (34)

If u = 0, then necessarily 0< v < 1 and in this case,

π

∞∑

n=1

1
n

(e2πinv + e−2πinv) = −π log(1− e2πiv)(1− e−2πiv).

Therest of the series (33) is absolutely convergent and summing overn first, 30

we see that the value of the series (33) is given by the expression (34).
Let us now setv − uz = w, v − ur = q. Then replacingz by r in (29), we

have finally, for 0≤ u, v < 1 andu andv not simultaneously zero,

z− r
2i

∞∑

m,n=−∞

e2πi(mu+nv)

(m+ nz)(m+ nr)

= −π2i(z− r)

(
u2 − u+

1
6

)
− π log


∞∏

m=0

(1− e−2πi(w−mz))×

×(1− e2πi(q−mr)) ×
∞∏

m=1

(1− e2πi(w+mz))(1− e−2πi(q+mr))

 (35)

For z ∈ H and arbitrary complexw, the elliptic theta-functionϑ1(w, z) is
defined by the infinite series,

ϑ1(w, z) =
∞∑

n=−∞
eπi(n+ 1

2 )2z+2πi(n+ 1
2 )(w− 1

2 ).
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It is clear that this series converges absolutely, uniformly whenz lies in a com-
pact set inH and w in a compact set of thew-plane. Henceϑ1(w, z) is an
analytic function ofz and w for z ∈ H and complexw. It is proved in the
theory of the elliptic theta-functions thatϑ1(w, z) can also be expressed as an
absolutely convergent infinite product, namely,

ϑ1(w, z) = −ieπi(z/4)(eπiw − e−πiw)×

×
∞∏

m=1

(1− e2πi(w+mz))(1− e−2πi(w−mz))(1− e2πimz). (36)

We shall identify these two forms ofϑ1(w, z) later on. For the present, we shall
considerϑ1(w, z) as defined by the infinite product.

Now a simple rearrangement of the expression (35) gives

z− r
2i

∞∑′

m,n=−∞

e2πi(mu+nv)

(m+ nz)(m+ nr)

= −π2i(z− r)

(
u2 − u+

1
6

)
+ π2i

(
(w− q) +

1
6

(z− r)

)
−

− π log
ϑ1(w,q)ϑ1(q,−r)

η(z)η(−r)

= −π2i
(w− q)2

z− r
− π log

ϑ1(w,q)ϑ1(q,−r)
η(z)η(−r)

z− r
−2πi

∑′

m,n

e2πi(mu+nv)

(m+ nz)(m+ nr)
= log

ϑ1(w, z)ϑ1(q,−r)
η(z)η(−r)

eπi((w−q)2/(z−r)). (37)

Settingr = zagain, we haveq = w and then 31

ζQ(1,u, v) = −π2i
(w− w)2

z− z
− π log

ϑ1(w, z)ϑ1(w,−z)
|η(z)|2

One can see easily from (36) thatϑ1(w, z) = ϑ1(w,−z). Hence

ζQ(1,u, v) = −π2iu2(z− r) − 2π log
∣∣∣∣∣
ϑ1(w, z)
η(z)

∣∣∣∣∣ , (38)

for 0 ≤ u, v < 1 andu andv not both zero.
We contend that formula (38) is valid for allu andv not both integral. Since

ζQ(1,u + 1, v) = ζQ(1,u, v + 1) = ζQ(1,u, v) andw goes over intow + 1 and
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w− z respectively under the transformationsv→ v+1 andu→ u+1, it would
suffice for this purpose to prove that

ζQ(1,u, v) = −π2iu2(z− r) − 2π log
∣∣∣∣∣
ϑ1(w+ 1, z)

η(z)

∣∣∣∣∣

and

ζQ(1,u, v) = −π2i(u+ 1)2(z− r) − 2π log
∣∣∣∣∣
ϑ1(w− z, z)

η(z)

∣∣∣∣∣ .

The first assertion is an immediate consequence of the fact thatϑ1(w+ 1, z) =
−ϑ1(w, z). To prove the second, we observe that from (36), we have

ϑ1(w− z, z)
ϑ1(w, z)

=
(eπi(w−z) − e−πi(w−z))(1− e2πiw)
(eπiw − e−πiw)(1− e−2πi(w−z))

= e+2πiw−πiz

and hence 32

2π

(
log

∣∣∣∣∣
ϑ1(w− z, z)

η(z)

∣∣∣∣∣ − log
∣∣∣∣∣
ϑ1(w, z)
η(z)

∣∣∣∣∣
)
= +π2i{(2(w− w) − (z− z)}

= −π2i(z− z)((u+ 1)2 − u2).

Thus the second assertion is proved and we have

Theorem 2. If u and v are real and not both integral, then the Epstein zeta-
functionζQ(s,u, v) defined by(24) for σ > 1, can be continued analytically
into a function regular forσ > 1/2 and its value at s= 1 is given by(38).

We are finally led to the following formula: viz.for all u and v not both
integral,

z− z
2i

∑′

m,n

e2πi(mu+nv)

|m+ nz|2
= −π2i

(w− w)2

z− z
− 2π log

∣∣∣∣∣
ϑ1(w, z)
η(z)

∣∣∣∣∣ .

This is the second limit formula of Kronecker. We may rewriteit as

z− z
−2πi

′∑ e2πi(mu+nv)

|m+ nz|2
= log

∣∣∣∣∣
ϑ1(v− uz, z)

η(z)
eπizu2

∣∣∣∣∣
2

. (39)

If u andv are both integral, thenv − uz is a zero ofϑ1(w, z) and then both
sides are infinite.
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4 The elliptic theta-function ϑ1(w, z)

For z= x+ iy ∈ H and arbitrary complexw, the elliptic theta-functionϑ1(w, z)
was defined in§ 3, by the infinite product (36).ϑ1(w, z) is a regular function
of z and w, for z in H and arbitrary complexw. We shall now develop the
transformation-theory ofϑ1(w, z) under modular transformations, as a conse-
quence of the second limit formula of Kronecker.

Letu andv be arbitrary real numbers which are not simultaneously integral. 33

Let z→ z∗ = (αz+ β)(γz+ δ)−1 = x∗ + iy∗ be a modular transformation. Then
u∗ = δu + γv andv∗ = βu + αv are again real numbers, which are not both
integral. Forσ > 1, we have

y∗s
∞∑

m,n=−∞

e2πi(mu∗+nv∗)

|m+ nz∗|2s
= ys

∑′

m,n

e2πi((mδ+nβ)u+(mγ+nα)v)

|(mδ + nβ) + (mγ + nα)z|2s

= ys
∑′

m,n

e2πi(mu+nv)

|m+ nz|2s
.

From§ 3, we know that both sides, as functions ofs, have analytic continua-
tions regula in the half-planeσ > 1/2 and hence the equality of the two sides
is valid even forσ > 1/2. In particular, fors= 1,

y∗
∑′

m,n

e2πi(mu∗+nv∗)

|m+ nz∗|2
= y

∑′

m,n

e2πi(mu+nv)

|m+ nz|2
. (40)

By Kronecker’s second limit formula,

−π2i
(w∗ − w∗)2

z∗ − z∗
− 2π log

∣∣∣∣∣
ϑ1(w∗, z∗)
η(z∗)

∣∣∣∣∣ = −π
∗i

(w− w)2

z− z
− 2π log

∣∣∣∣∣
ϑ1(w, z)
η(z)

∣∣∣∣∣

wherew = v− uzandw∗ = v∗ − u∗z∗ = w/(γz+ δ). Therefore,

log
∣∣∣∣∣
ϑ1(w∗, z∗)
η(z∗)

∣∣∣∣∣ − log
∣∣∣∣∣
ϑ1(w, z)
η(z)

∣∣∣∣∣ =
πi
2

(ww)2

z− z
− πi

2
(w∗ − w∗)2

z∗ − z∗

=
πiγ
2

(
w2

γz+ δ
− w2

γz+ δ

)
= log

∣∣∣∣e(πiγw2)/(γz+δ)
∣∣∣∣

Thus
ϑ1

(
w

γz+δ ,
αz+β
γz+δ

)

η
(
αz+β
γz+δ

) =
ϑ1(w, z)
η(z)

e(πiγw2)/(γz+δ) · ω, (41)

where|ω| = 1 andω might depend on every one ofw, z, α, β, γ andδ. Butfrom 34
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(41), we observe thatω is a regular function ofz in H andw, except possibly
whenw is of the formm+ nzwith integralm andn. But since|ω| = 1, we see,
by applying the maximum modulus principle toω as a function ofw and ofz,
thatω is independent ofw andz. Henceω = ω(α, β, γ, δ).

Now from the fact that

ϑ1(w, z) = 2πη3(z)w+ · · ·

we note thatϑ′1(0, z), the value of the derivative ofϑ1(w, z) with respect tow at
w = 0, is equal to 2πη3(z). Differentiating the relation (41) with respect tow at
w = 0, we get

1
γz+ δ

ϑ′1

(
0, αz+β

γz+δ

)

η
(
αz+β
γz+δ

) =
ϑ′1(0, z)

η(z)
ω,

i.e.

(γz+ δ)−1η2

(
αz+ β
γz+ δ

)
= ωη2(z).

We have thus rediscovered the formula

η

(
αz+ β
γz+ δ

)
= ǫ

√
γz+ δη(z)

with ǫ being a 24th root of unity depending only onα, β, γ andδ andω = ǫ2.
Rewriting (41), we obtain

Proposition 4. The elliptic theta-function has the transformation formula

ϑ1

(
w

γz+ δ
,
αz+ β
γz+ δ

)
= ǫ3

√
γz+ δe(πiγw2)/(γz+δ)ϑ1(w, z)

under a modular substitution z→ (αz+ β)(γz+ δ)−1, ǫ3 being an8th root of
unity depending only onα, β, γ andδ.

From the transformation-theory ofη(z) we know that corresponding to the
modular transformationsz→ z+1 andz→ −1/z, ǫ3 has respectively the values
eπi/4 ande−3πi/4. Hence

ϑ1(w, z+ 1) = eπi/4ϑ1(w, z)

ϑ1

(
w
z
,−1

z

)
= eπiw2/z1

i

√
z
i
ϑ1(w, z).


(42)

Once again using the fact that the modular transformationsz → z + 1 and 35
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z→ −1/z generate the elliptic modular group, we can determineǫ3, with the
help of (42), by a process of ‘reduction’. Hermite found an explicit expression
for ǫ3, involving the well-known Gaussian sums.

We now wish to make another remark which is of function-theoretic signif-
icance and which is again, a consequence of Kronecker’s second limit formula.

Let us define forz ∈ H and realu andv (not both integral), the function

f (z,u, v) = log

(
ϑ1(v− uz, z)

η(z)
eπizu2

)

choosing a fixed branch of the logarithm inH. Then from (40) and (39),

log
∣∣∣∣∣
ϑ1(v∗ − u∗z∗, z∗)

η(z∗)
eπiz∗u∗2

∣∣∣∣∣ = log
∣∣∣∣∣
ϑ1(v− uz, z)

η(z)
eπizu2

∣∣∣∣∣ .

Hence

f

(
αz+ β
γz+ δ

, δu+ γv, βu+ αv

)
= f (z,u, v) + iλ,

whereλ is real and might depend onz, u, v, α, β, γ andδ. But sinceλ is a
regular function ofz, whose imaginary part is zero inH, λ is independent ofz.
Thus

f

(
αz+ β
γz+ δ

, δu+ γv, βu+ αv

)
= f (z,u, v) + iλ(u, v, α, β, γ, δ). (43)

Let nowq > 1, be a fixed integer and letu andv be proper rational fractions
with reduced denominatorq i.e. u = a/q, v = a/q, (a,b,q) = 1 and 0≤ u,
v < 1. Sinceαδ − βγ = 1, we have again.

(δa+ γb, βa+ αb,q) = 1.

Nowfrom (39), we see that log
∣∣∣∣∣
ϑ1(v− uz, z)

η(z)
eπizu2

∣∣∣∣∣ is invariant under the 36

transformationsu → u + 1 andv → v + 1. Hencef (z,u, v) picks up a purely
imaginary additive constant under these transformations.If now, (δa+γb)/q ≡
(a∗/q)( mod 1) and (βa + αb)/q ≡ (b∗/q)( mod 1) wherea∗/q, b∗/q are
proper rational fractions with reduced denominatorq, then

f

(
αz+ β
γz+ δ

,
δa+ γb

q
,
βa+ γb

q

)
= f

(
αz+ β
γz+ δ

,
a∗

q
,
b∗

q

)
+ iλ′

whereλ′ is real and depends ona, b, α, β, γ andδ. Writing f (z,a/q,b/q) as
fa,b(z), we get from (43),

fa∗,b∗
(
αz+ β
γz+ δ

)
= fa,b(z) + iλ∗(a,b, α, β, γ, δ) (44)
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λ∗(a,b, α, β, γ, δ) being a real constant depending ona, b, α, β, γ andδ.
The number of reduced fractionsa/q, b/q with reduced denominatorq is

given byv(q) = q2 ∏
p|q

(1−1/p2)p running through all prime divisors ofq. Corre-

sponding to each paira/q, b/q, we have a functionfa,b(z) and the relation (44)
asserts that when we apply a modular transformation onz, these functions are
permuted among themselves, except for a purely imaginary additive constant.

The modular transformationsz to(αz+ β)(γz+ δ)−1 for which α β
γ δ ≡ 1 0

0 1(
mod q), form a subgroupM (q) of the elliptic modular group called theprin-
cipal congruence subgroup of level(stufe)q.

The groupM (q) has indexqv(q) in the elliptic modular group and acts dis-
continuously onH. We can construct in the usual way, a fundamental domain
for M (q) in H. This can be made into a compact Riemann surface by identify-
ing the points on the boundary which are ‘equivalent’ underM (q) and ‘adding
the cusps’. Complex-valued functionsf (z) which are meromorphic inH and
invariant under the modular transformations inM (q) and have at most a pole
in the ‘local uniformizer’ at the ‘cusps’ of the fundamentaldomain are called
modular functions of level q. They form an algebraic function field of one
variable (over the field of complex numbers) which coincideswith the field of
meromorphic functions on the Riemann surface.

Inthe case when the transformationz→ (αz+β)(γz+ δ)−1 is in M (q), then 37

referring to (44), we havea∗ = a, b∗ = b and

fa,b

(
αz+ β
γz+ δ

)
= fa,b(z) + iλ∗(a,b, α, β, γ, δ). (45)

The function fa,b(z) is regular everywhere inH. To examine its singularities
(in the local uniformizers) at the ‘cusps’ on the Riemann surface, it suffices
in virtue of (44) to consider the singularity offa,b(z) at the ‘cusp at infinity’.
It can be seen that at the ‘cusp at infinity’,fa,b(z) has the singularity given by
logeπiz(a2q−2−aq−1+1/6). In view of (45), thenfa,b(z) is anabelian integral on the
Riemann surface associated withM (q) and the quantitiesλ∗(a,b, α, β, γ, δ) are
‘periods’. Since the expressionu2 − u + 1/6 does not vanish for rationalu,
fa,b(z) is an abelian integralstrictly of the third kind.It might be an interesting
problem to determine the ‘periods’,λ∗(a,b, α, β, γ, δ).

We had defined the functionϑ1(w, z) by the infinite product (36); now, we
shall identify it with the infinite series expansion by whichit is usually defined.
For this purpose, we define forz ∈ H and complexw,

f (w, z) =
∞∑

n=−∞
eπi(n+ 1

2 )2z+2πi(n+ 1
2 )(w− 1

2 ). (46)
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Clearly f (w, z) is a regular function ofw andz. Moreover, it is easy to see that

f (w+ 1, z) = − f (w, z). (47)

Also replacingn by n+ 1 on the right-hand side of (46), we have

f (w, z) =
∞∑

n=−∞
eπiz(n+1+ 1

2 )2+2πi(n+1+ 1
2 )(w− 1

2 )

= −e2πiw+πiz f (w+ z, z),

i.e.
f (w+ z, z) = −e−2πiw−πiz f (w, z). (48)

We know already that
ϑ1(w+ 1, z) = −ϑ1(w, z)

and
ϑ1(w+ z, z) = −e−2πiw−πizϑ1(w, z).

Hence,for fixedz ∈ H, the functionh(w, z) =
f (w, z)
ϑ1(w, z)

is a doubly periodic 38

function of w with independent periods 1 andz and is regular inw except
possibly whenw = m+ nz with integralm andn, sinceϑ1(w, z) has simple
zeros at these points. Butf (w, z) also has zeros at these points, since, replacing
n by −n − 1 on the right-hand side of (46), we havef (−w, z) = − f (w, z) and
hencef (0, z) = 0 and from (47) and (48),f (m+ nz, z) = 0 for integralm and
n. Thush(w, z) is a doubly periodic entire function ofw and by Liouville’s
theorem, it is independent ofw, i.e. h(w, z) = h(z).

The functionh(z) is a regular function ofz in H and to determine its be-
haviour under the modular transformations, it suffices to consider its behaviour
under the transformationsz→ z+ 1 andz→ −z−1. We can show easily that
h(z+ 1) = h(z). Moreover, by (42),

ϑ1

(
w
z
,−1

z

)
= eπiw2/z1

i

√
z
i
ϑ1(w, z).

Let us assume, for the present, that we have proved the formula

f

(
w
z
,−1

z

)
= eπiw2.z1

i

√
z
i

f (w, z). (49)

It will then follow thath(−1/z) = h(z). Henceh(z) is a modular function and it
is indeed regular everywhere inH.
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Now, a fundamental domain of the elliptic modular group inH is given by
the set ofz = x + iy ∈ H for which |z| ≥ 1 and−1/2 ≤ x ≤ 1/2. Let z tend
to infinity in this fundamental domain. Then it is easy to see that the functions
ϑ1(w, z)e−πiz/4 and f (w, z)e−πiz/4 tend to the same limit−i(eπiw − e−πiw). Hence
h(z) − 1 tends to zero asz tends to infinity in the fundamental domain. But
then, being regular inH and invariant under modular transformations, it attains
its maximum at some point inH. By the maximum modulus principle,h(z)− 1
is a constant and sinceh(z) − 1 tends to zero asz tends to infinity,h(z) = 1. In
other words,ϑ1(w, z) = f (w, z).

To complete the proof, all we need to do is to prove (49). We mayfirst
rewrite f (w, z) as

f (w, z) = e−πi(w− 1
2 )2/z

∞∑

n=−∞
eπiz(n+ 1

2+w/z−1/2z)2

39

Let ξ > 0 and letg(x) = e−πξx2
, for−∞ < x < ∞. Then the series

∞∑
n=−∞

g(x+

n) converges uniformly in the interval 0≤ x ≤ 1 and by the Poisson summation
formula (7),

∞∑

n=−∞
e−πξ(x+n)2

=

∞∑

n=−∞
e2πinx

∫ ∞

−∞
e−πξx2−2πinxdx, (50)

(provided the series on the right-hand side converges). Now

∫ ∞

−∞
e−πξx2−2πinxdx=

e−πn2/ξ

√
ξ

∫ ∞

−∞
e−π(x+in/

√
ξ)2

dx, (
√
ξ > 0).

By the Cauchy integral theorem, one can show that
∫ ∞

−∞
e−π(x+in/

√
ξ)2

dx=
∫ ∞

−∞
e−πx2

dx= γ(say).

It is now obvious that the series on the right-hand side of (50) converges abso-
lutely. Hence

∞∑

n=−∞
e−πξ(x+n)2

=
γ
√
ξ

∞∑

n=−∞
e−πn2/ξ+2πinx. (51)

Settingξ = 1 andx = 0 in (51), we have immediatelyγ = 1. Both sides of
(51) represent, for complexx, analytic functions ofx and since they are equal
for real x, formula (51) is true even for complexx. Moreover, both sides of
(51) represent analytic functions ofξ, for complexξ with Reξ > 0. Since they
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coincide for realξ > 0, we see again that (51) is valid for all complexξ with
Reξ > 0. We have thus thetheta-transformation formula

∞∑

n=−∞
e−πξ(n+v)2

=
1
√
ξ

∞∑

n=−∞
e−πn2/ξ+2πinv (52)

valid for all complexv and complexξ with Reξ > 0,
√
ξ denoting that branch

which is positive for realξ > 0.
Settingξ = −iz andv = (1/2)+ (w/z) − (1/2z) in (53), we have 40

f (w, z) =
e−πi(w− 1

2 )2/z

√
z
i

∞∑

n=−∞
e−πin2/z+2πin((1/2)+(w/z)−(1/2z)).

Now

e−πin2/z+2πin((1/2)+(w/z)−(1/2z))−πi(w− 1
2 )2/z

= e−πi(n+ 1
2 )2/z+2πi(n+ 1

2 )(w/z−1/2)−πiw2/z+πi/2.

Thus

f (w, z) =
ie−πiw2/z

√
z
i

f

(
w
z
,−1

z

)
,

which is precisely (49). Thus

Proposition 5. For the elliptic theta-functionϑ1(w, z) defined by the infinite
product(36), we have the series-expansion

ϑ1(w, z) =
∞∑

n=−∞
eπi(n+ 1

2 )2z+2πi(n+ 1
2 )(w− 1

2 ).

Using the method employed above, we shall also prove

Proposition 6. The Dedekindη-functionη(z) has the infinite series expansion

η(z) = eπiz/12
∞∑

λ=−∞
(−1)λeπiz(3λ2−λ)

Proof. Let us define forz ∈ H,

f (z) = eπiz/12
∞∑

λ=−∞
(−1)∗eπiz(3λ2−λ).
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The function f (z) is regular inH and moreover, it is clear thatf (z + 1) =
f (z)eπi/12. Again,

f (z) = eπiz/12
∞∑

λ=−∞
e2πiz(λ− 1

6 (1−1/z))2−πiz(1−1/z)2/12

= e−πi/12zeπi/6
∞∑

λ=−∞
e3πiz(λ− 1

6 (1−1/z))2

= e−πi/12zeπi/6

√
i

3z

∞∑

λ=−∞
e−πiλ2/3z−πiλ(1−1/z)/3,

using formula (52). Here
√

i/3zdenotes that branch which is positive forz= i. 41

Now we split up
∞∑

λ=−∞
e−πi/3zλ2−πiλ/3(1−1/z) as g0(z) + g1(z) + g2(z), where for

k = 0,1,2,

gk(z) =
∞∑

n=−∞
e−πi(3µ+k)2/3z−πi(3µ+k)(1−1/z)/3.

Clearly,

g0(z) =
∞∑

µ=−∞
(−1)µe−πi(3µ2−µ)/z,

g1(z) = e−πi/3g0(z),

g2(z) =
∞∑

µ=−∞
e−πi(9µ2+12µ+4)/3z−πi(3µ+2)(1−1/z)/3

= e−2πi/3z−2πi/3
∞∑

µ=−∞
(−1)µe−3πiµ(µ+1)/z.

Now
∞∑

µ=−∞
(−1)µe−3πiµ(µ+1)/z = −

∞∑

µ=−∞
(−1)µe−3πiµ(µ+1)/z,

on replacingµ by −1− µ, and henceg2(z) = 0. Thus

f (z) = e−πi/12z

√
i

3z
(eπi/6 + e−πi/6)

∞∑

µ=−∞
(−1)µe−πi(3µ2−µ)/z

=

√
i
z

f

(
−1

z

)
.
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Asa consequence, the functionh(z) = f (z)/n(z) is invariant under the transfor-42

mationsz→ z+ 1 andz→ −1/zand hence under all modular transformations.
Moreover, sinceη(z) does not vanish anywhere inH, h(z) is regular inH; fur-
ther, asz tends to infinity in the fundamental domain,h(z) − 1 tends to zero.
Now by the same argument as forϑ1(w, z) above, we can conclude thath(z) = 1
and the proposition is proved. �

The integers (1/2)(3λ2 − λ) for λ = 1,2, . . . are the so-called ‘pentagonal
numbers’.

We now give another interesting application of Kronecker’ssecond limit
formula. Let us consider, once again, formula (37). The left-hand side may be
looked upon as a trigonometric series inu andv; it is true, of course, thatu and
v are not entirely independent. We shall now see how, using theinfinite series
expansion ofϑ1(w, z), Kronecker showed that the function

ϑ1(w, z)ϑ1(q,−r)e(πi(w−q)2)/(z−r)

has a valid Fourier expansion inu andv and derived a beautiful formula from
(37). First,

ϑ1(w, z) =
∞∑

n=−∞
eπiz(n+ 1

2 )2+2πi(n+ 1
2 )(w− 1

2 ),

ϑ1(q,−r) =
∞∑

m=−∞
e−πir (m+ 1

2 )2+2πi(m+ 1
2 )(q− 1

2 ),

replacingm by −m− 1, we have

ϑ1(q,−r) =
∞∑

m=−∞
e−πir (m+ 1

2 )2−2πi(m+ 1
2 )(q− 1

2 ).

Hence

ϑ1(w, z)ϑ1(q,−r)

=

∞∑

m=−∞

∞∑

n=−∞
eπi{z(n+ 1

2 )2+2(n+ 1
2 )(w− 1

2 )−r(m+ 1
2 )2−2(m+ 1

2 )(q− 1
2 )}.

This double series converges absolutely and replacingn by n+m in the inner
sum, we have
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ϑ1(w, z)ϑ1(q,−r)

=

∞∑

m=−∞

∞∑

n=−∞
eπi(z−r)(m+ 1

2 )2+2πi(m+ 1
2 )(w+nz−q)+πin2z+2πin(w− 1

2 )

=

∞∑

n=−∞
(−1)neπin2z+2πinw−πi(w+nz−q)2/(z−r)

∞∑

m=−∞
eπi(z−r)(m+ 1

2+(w+nz−q)/(z−r))2

Applying the theta-transformation formula to the inner sum, we have 43

ϑ1(w, z)ϑ1(q,−r)eπi(w−q)2/(z−r)

=

√
i

z− r

∞∑

n=−∞
(−1)neπin2z+2πinw−πi(n2z2+2nz(w−q))/(x−r)×

×
∞∑

m=−∞
(−1)me−πim2/(z−r)−2πim(w−q+nz)/(z−r)

=

√
i

z− r

∑

m,n

(−1)mn+m+ne−πi(m+nz)(m+nr)/(z−r)+2πi((m+nz)q−(m+nr)w)/(z−r)

√
i/z− r being that branch which assumes the value 1 forz− r = i.

Let

Q(ξ, η) =
i

z− r
(ξ + ηz)(ξ + ηr) = aξ2 + bξη + cηn,

where

a =
i

z− r
,b =

i(z+ r)
z− r

and c =
izr

z− r
.

Then

ϑ1(w, z)ϑ1(q,−r)eπi(w−q)2/(z−r)

=

√
i

z− r

∑

m,n

(−1)mn+m+ne−πQ(m,n)+2πi((m+nz)q−(m+nr)w)/(z−r)

Formula (37) now becomes

− 1
2π

∑′

m,n

e2πi(mu+nv)

Q(m,n)
= log

√
i

z−r

∑
m,n(−1)mn+m+ne−πQ(m,n)+2πi(mu+nv)

η(z)η(−r)

It is remarkable that the quadratic formQ(m,n) emerges undisturbed on the44
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right-hand side; the right-hand side is free fromz and r, except for the fac-
tors
√

i/(z− r) andη(z)η(−r). To eliminatez andr therefrom, we differentiate
ϑ1(w, z)ϑ1(q,−r)eπi(w−q)2/(z−r) once with respect tow andq atw = 0, q = 0, and
then we get

ϑ′1(0, z)ϑ′1(0,−r) =

√
i

z− r

∑

m,n

(−1)mn+m+ne−πQ(m,n)×

2πi(m+ nz)
z− r

· −2πi(m+ nr)
z− r

,

i.e.

η3(z)η3(−r) =


√

i
z− r


3 ∑

m,n

(−1)(m+1)(n+1)Q(m,n)e−πQ(m,n),

i.e.

η(z)η(−r) =

√
i

z− r


∑

m,n

(−1)(m+1)(n+1)Q(m,n)e−πQ(m,n)



1
3

the branch of the cube root on the right-hand side being determined by the
condition that it is real and positive whenr = z, sinceη(z)η(−z) > 0.

We have then the followingformula due to Kronecker, namely

− 1
2π

∑′

m,n

e2πi(mu+nv)

Q(m,n)
= log

∑
m,n(−1)mn+m+ne−πQ(m,n)+2πi(mu+nv)

{∑
m,n(−1)(m+1)(n+1)Q(m,n)e−πQ(m,n)

} 1
3

. (53)

It is remarkable that, eventually, on the right-hand side of(53), z andr do
not appear explicitly and only the quadratic formQ(m,n) appears on the right.

The quadratic formQ(ξ,n) = dξ2+bξη+cη2 introduced above is a complex
quadratic form with discriminant

b2 − 4ac=
−(r + z)2 + 4rz

(z− r)2
= −1.

Moreover,its real part is positive-definite for realξ andη. For proving this, 45

we have to show that for (ξ,n) , (0,0), Re
( i
z− r

(ξ + zη) · (ξ + rη)
)
> 0,

i.e. Im
(
− 1

z−r (ξ + zn)(ξ + rη)
)
> 0. If η = 0, this is trivial. If η , 0, we may

takeη = 1 without loss of generality and then we have only to show that

Im

(
z− r

(ξ + z)(ξ + r)

)
> 0, i.e., Im

(
1

ξ + r
− 1
ξ − z

)
> 0.
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But this is obvious, sincez, −r ∈ H andξ being real,ξ + z, −(ξ + r) and hence,
−1/(ξ + z), 1/(ξ + r) are all inH.

Conversely, ifQ(ξ, η) = aξ2 + bξη + cη2 is a complex quadratic form with
real part positive-definite for realξ andη and discriminant−1 and if Rea > 0,

it can be written as
i

z− r
(ξ+ηz)(ξ+ηr) for somez, −r ∈ H. In fact, if Rea > 0,

Q(ξ, η) = a(ξ + ηz)(ξ + ηr), wherez, r are the roots of the quadratic equation
aλ2 − bλ + c = 0. Since the real part ofQ(ξ, η) is positive definite,z and r
have both got to be complex. Now the discriminant ofQ(ξ, η) is −1 and hence
a2(z−r)2 = −1, i.e.a = ±i/(z−r). We may takea = i/(z−r) and thenz−r ∈ H.

Now Q(ξ, η) =
i

z− r
(ξ + ηz)(ξ + ηr). We have only to show thatz, −r ∈ H.

Consider the expressionQ(ξ,1) =
i

z− r
(ξ + z)(ξ + r). If both z andr are inH

then asξ varies from−∞ to +∞, the argument ofQ(ξ,1) decreases by 2π and
if both −z and−r are inH then asξ varies from−∞ to +∞, the argument of
Q(ξ,1) increases by 2π. But neither case is possible, since ReQ(ξ,1) > 0 and
so Q(ξ,1) lies always in the right half-plane for realξ. Hence eitherz, −r or
−z, r ∈ H. But, again, sincez− r ∈ H we see thatz, −r ∈ H.

When we subject the quadratic formQ(ξ, η) to the unimodular transfor-
mation (ξ, η) → (αξ + βη, γξ + δη) whereα, β, γ, δ are integers such that
αδ − βγ = ±1, thenQ(ξ, η) goes over into the quadratic formQ∗(ξ, η) =
Q(αξ + βη, γξ + δη). The quadratic formsQ∗(ξ, η) andQ(ξ,n) are said to be
equivalent. Q∗(ξ, η) again has discriminant−1 and its real part is positive-
definite for realξ andη.

Let u∗ = αu + γv andv∗ = βu + δv. Then we assert that the right-hand
side of (53) is invariant if we replaceQ(m,n), u andv respectively byQ∗(m,n), 46

u∗ andv∗. This is easy to prove, for the series on the right-hand side converge
absolutely and whenm, n run over all integers independently, then so dom∗ =
αm+ βn, n∗ = γm+ δn. And all we need to verify is that (−1)(m

∗+1)(n∗+1) =

(−1)(m+1)(n+1). This is very simple to prove; for (−1)(m+1)(n+1) = +1 unlessm
andn are both even; andm andn are both even if and only ifm∗ andn∗ are
both even.

The invariance of the left hand side of (53) under the transformationQ(m,n),
u, v to Q∗(m,n), u∗, v∗ could be also directly proved by observing that for

Res > 1,
∑′ e2πi(mu+nv)

(Q)(m,n)s
is invariant under this transformation and hence, by

analytic continuation, the invariance holds good even fors= 1.
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5 The Epstein Zeta-function

We shall consider here a generalization of the functionζQ(s,u, v) introduced in
§ 3. Let Q be the matrix of a positive-definite quadratic formQ(x1, . . . , xn) in

then variablesx1, . . . , xn(n ≥ 2). Further letx denote then-rowed column
x1

...
xn

.

A homogeneous polynomialP(x) =P(x1, . . . , xn) of degreeg in x1, . . . , xn

is called aspherical function (Kugel-funktion) of order g with respect to
Q(x1, . . . , xn), if it satisfies the differential equation

∑

1≤i, j≤n

q∗i j
∂2P(x)

∂xi∂x j
= 0,

where the matrix (q∗i j ) = Q−1.
Let, for a matrixA, A′ denote its transpose; we shall abbreviateA′QA as

Q[A], for ann-rowed matrixA. By an isotropic vectorof Q, we mean a com-
plex columnw satisfyingQ[w] = 0. It is easily verified that ifw is an isotropic
vector of Q, then the polynomial (x′Qw)g is a spherical function of orderg
with respect toQ(x1, . . . , xn). Moreover, it is known thatifP(x) is a spherical 47

function of orderg with respect toQ(x1, . . . , xn), thenP(x) =
M∑

m=1
(x′Qwm)g,

w1, . . . ,wM being isotropic vectors ofQ.
Let u, v be two arbitraryn-rowed real columns andg, a non-negative in-

teger. Further, letP(x) be a spherical function of orderg with respect to
Q(x1, . . . , xn). We define, forσ > n/2, the zeta-function

ζ(s,u, v,Q,P) =
∑

m+v,0

e2πim′u P(m+ v)

(Q[m+ v])s+g/2

wherem runs over alln-rowed integral columns such thatm+ v , 0 (0 being
then-rowed zero-column). By the remark onP(x) above,ζ(s,u, v,Q,P) is a
linear combination of the series of the form

∑

m+v,0

e2πim′u ((m+ v)′Qw)g

(Q[m+ v])s+g/2
,

w being an isotropic vector ofQ. These series have been investigated in de-
tail by Epstein; in special cases as wheng = 0 andQ is diagonal, Lerch has
considered them independently and has derived for them a functional equation
which he refers to as the “generalized Malmsten-Lipschitz relation.”
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The series introduced above converge absolutely forσ > n/2, uniformly in
every half-planeσ ≥ n/2+ ǫ(ǫ > 0), as can be seen from the fact that they have
a majorant of the form

c ·
∑

m+v,0

(
n∑

i=1
|mi + vi |

)g

(
n∑

i=1
|mi + vi |2

)σ+g/2

for a constantc depending only onQ, w andg. Hence they represent analytic
functions ofs for σ > n/2. Thusζ(s,u, v,Q,P) is an analytic function ofs
for σ > n/2.

We shall study the analytic continuation and the functionalequation of
ζ(s,u, v,Q,P). The proof will be based on Riemann’s method of obtaining the 48

functional equation of theζ-function using the theta-transformation formula.
First we obtain the following generalization of (52).

Proposition 7. If Q is the matrix of a positive-definite quadratic form in m
variables with real coefficients and van n-rowed complex column, then

∑

m

e−πq[m+v] = |Q|− 1
2

∑

m

e−πQ−1|m|+2πm′v, (54)

where, on both sides mruns over all n-rowed integral columns and|Q| 12 is the
positive square root of|Q|, the determinant of Q.

Proof. We shall assume formula (54) proved forQ andv of at mostn− 1 rows
and uphold it forn. Forn = 1, the formula has been proved already.

Now, it is well known that

A =

(
P q
q′ r

)
=

(
P 0
0′ r − P−1[q]

) [
E P−1q
0′ 1

]
(55)

whereP is (n − 1)-rowed and symmetric andE, the (n − 1)-rowed identity
matrix. Settingλ = r − P−1[q] and writingm=

(
k
1

)
andv =

(
u
w

)
with k andu of

n− 1 rows, we have, in view of (55),
∑

m

e−πQ[m+v] =
∑

1

E−πλ(l+w)2
∑

k

e−πP[k+u+P−1q(l+w)]
,

m, k running over alln-rowed and (n− 1)-rowed integral columns respectively
andl over all integers. By induction hypothesis,

∑

k

e−πP[k+u+P−1q(l+w)]
= |P|− 1

2

∑

k

e−πP−1[k]+2πik′(u+P−1q(l+w))
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Thus
∑

m

e−πQ[m+v] = |P|− 1
2

∑

k

e−πP−1
[k] + 2πik′u

∑

l

e−πλ(l+w)2+2πik′P−1q(l+w)

Now, by (52), 49

∞∑

l=−∞
e−πλ(l+w)2+2πik′P−1q(l+w)

= e−πλw2+2πik′P−1qw
∞∑

l=−∞
e−πλl2−2πil (k′P−1q+iλw)

= λ−
1
2 e−πλw2+2πik′P−1qw

∞∑

l=−∞
e−πλ

−1(l−k′P−1q−iλω)2

= λ−
1
2

∞∑

l=−∞
e−πλ

−1(l−k′P−1q)2+2πilw

But |Q| = |P|λ andQ−1[m] = P−1[k] + λ−1(−k′P−1q+ 1)2 and hence

∑

m

e−πQ[m+v] = |Q|− 1
2

∑

k,l

e−πQ−1|m|+2πi(k′u+lw)

and (54) is proved. �

Formula (54) can also be upheld by using the Poisson summation formula
in n variables. Further, it can be shown to bevalid even forcomplex symmetric
Q whose real part is positive(i.e. the matrix of a positive-definite quadratic
form). For, Q−1 again has positive real part and the absolute convergence of
the series on both sides is ensured. Moreover, considered asfunctions of the
n(n + 1)/2 independent elements ofQ, they represent analytic functions and
since they are equal for all real positiveQ, we see, by analytic continuation,
that they are equal for all complex symmetricQ with positive real part.

Let u be another arbitrary complexn-rowed column. Replacingv by v −
iQ−1u in (54), we obtain

∑

m

e−πQ[m+v−iQ−1u] = |Q|− 1
2

∑

m

e−πQ−1[m]+2πim′(v−iQ−1u),

i.e. ∑

m

e−πQ[m+v]+2πim′u = |Q|−
1
2

∑

m

e−πQ−1[m−u]+2πi(m−u)′v. (56)
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Let w be an isotropic vector ofQ andλ, an arbitrary complex number. Replac-
ingv by v+ λw in (56), we have 50

∑

m

e−πQ[m+v]−2πλ(m+v)′Qw+2πim′u

= |Q|− 1
2

∑

m

e−πQ−1[m−u]+2πi(m−u)′v+2πiλ(m−u)′w.

Both sides represent analytic functions ofλ and differentiating them both,g
times with respect toλ atλ = 0, we get

∑

m

e−πQ[m+v]+2πim′u((m+ v)′Qw)g

=
e−2πiu′v

ig
|Q|− 1

2

∑

m

e−πQ−1[m−u]+2πim′v((m− u)′w)g. (57)

Associated with a spherical functionP(x) with respect toQ[x], let us de-
fine P∗(x) = P(Q−1x); P∗(x) is a spherical function of orderg with respect

to Q−1[x]. MoreoverP∗∗(x) = P(x). Further, ifP(x) =
m∑

i=1
(x′Qwi)

g, then

P∗(x) =
m∑

i=1
(x′wi)

g. Thus, if we set

f (Q,u, v,P) =
∑

m

e−πQ[m+v]+2πim′u
P(m+ v),

wherem runs over alln-rowed integral columns, then we see at once from (57)
that f (Q,u, v,P) satisfies the functional equation

ige2πiu′v f (Q,u, v,P) = |Q|−
1
2 f (Q−1, v,−u,P∗).

If now we replaceQ by xQ for x > 0, thenP(x) goes intoxgP(x) and
P∗(x) remains unchanged and we have

ige2πiu′v f (xQ,u, v,P) = x−n/2−g|Q|− 1
2 f (x−1Q−1, v,−u,P∗). (58)

Thus we have

Proposition 8. Let Q be an m-rowed complex symmetric matrix with positive
real part,P(x) a spherical function of order g with respect to Q andP∗(x) −
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P(Q−1x). Let u and v be two arbitrary m-rowed complex columns and x> 0.
Then

e2πiu′vig
∑

m

e−πxQ[m+v]+2πim′u
P(m+ v)

= x−n/2−g|Q|−
1
2

∑

m

e−πx−1Q−1[m−u]+πim′v
P
∗(m− u).

51

To study the analytic continuation ofζ(s,u, v,Q,P), we obtain an integral
representation of the same, by using the well-known formuladue to Euler,
namely, fort > 0 and Res> 0,

π−sΓ(s)t−s =

∫ ∞

0
xse−πtx dx

x
.

Forσ > n/2, we then have

π−(s+g/2)Γ

(
s+

g
2

)
ζ(s,u, v,Q,P)

=
∑

m+v,0

e2πim′u
P(m+ v)

∫ ∞

0
xs+g/2e−πxQ[m+v] dx

x

=

∫ ∞

0
xs+g/2


∑

m+v,0

e−πxQ[m+v]+2πim′u
P(m+ v)


dx
x
, (59)

in view of the absolute convergence of the series, uniform for σ ≥ n/2+ ǫ(ǫ >
0).

Let now, for ann-rowed real columnx,

ρ(x,g) =



0, if x is not integral,

1, if x is integral andg = 0,

0, if x is integral andg > 0.

Then
∑

m+v,0

e−πxQ[m+v]+2πim′u
P(m+ v) = f (xQ,u, v,P) − e−2πiu′vρ(v,g).

From (59), we see, as a consequence, that

π−(s+g/2)Γ

(
s+

g
2

)
ζ(s,u, v,Q,P)
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=

∫ ∞

1
xs+g/2


∑

m+v,0

e−πxQ[m+v]+2πim′u
P(m+ v)


dx
x
+

+

∫ 1

0
xs+g/2 f (xQ,u, v,P)

dx
x
− ρ(v,g)e−2πiu′v

∫ 1

0
xs+g/2 dx

x
.

In view of (58), 52

∫ 1

0
xs+g/2 f (xQ,u, v,P)

dx
x

=
|Q|− 1

2

ige2πiu′v

∫ 1

0
xs−g/2−n/2 f (x−1Q−1, v,−u,P∗)

dx
x
.

Again, since

f (x−1Q−1, v,−u,P∗)

=
∑

m−u,0

e−πx−1Q−1[m−u]+2πim′v
P
∗(m− u) + ρ(u,g)e2πiu′v,

we have
∫ 1

0
xs−g/2−n/2 f (x−1Q−1, v,−u,P∗)

dx
x

=

∫ 1

0
xs−g/2−n/2


∑

m−u,0

e−πx−1Q−1[m−u]+2πim′v
P
∗(m− u)


dx
x
+

+ ρ(u,g)e2πiu′v
∫ 1

0
xs−(g/2)−(n/2) dx

x

=

∫ ∞

1
x(n/2)−s+(g/2)


∑

m−u,0

e−πxQ−1[m−u]+2πim′v
P
∗(m− u)


dx
x
+

+
ρ(u,g)e2πiu′v

s− g
2
− n

2

.

Thus, forσ > n/2,

π−(s+g/2)Γ

(
s+

g
2

)
ζ(s,u, v,Q,P)

=
|Q|− 1

2ρ(u,g)

ig
(
s− g

2
− n

2

) −
ρ(v,g)e−2πiu′v

s+
g
2

+



Kronecker’s Limit Formulas 47

+


∫ ∞

1
xs+g/2


∑

m+v,0

e−πxQ[m+v]+2πim′u
P(m+ v)


dx
x
+

+
|Q|− 1

2

ige2πiu′v

∫ ∞

1
x(n/2)−s+(g/2)


∑

m−u,0

e−πxQ−1[m−u]+2πim′v ×P
∗(m− u)


dx
x

 .

(60)
53

One verifies easily that the functions within the square brackets on the

right-hand side of (60) are entire functions ofs. Since
πs+g/2

Γ(s+ g/2)
is also an en-

tire function ofs, formula (60) gives the analytic continuation ofζ(s,u, v,Q,P)
into the wholes-plane. The only possible singularities arise from those of

πs+g/2

Γ

(
s+

g
2

)


|Q|− 1

2ρ(u,g)

ig
(
s− g

2 −
n
2

) −
ρ(v,g)e−2πiu′v

s+
g
2



Now
πs+g/2

Γ
(
s+ g

2

) (
s+

g
2

) = πs+g/2

Γ
(
s+ g

2 + 1
)

is an entire function ofsand sos= −g/2 cannot be a singularity ofζ(s,u, v,Q,P).
Moreover, if g > 0 or if u is not integral, thenρ(u,g) = 0 and hence in
these cases,s = (g + n)/2 can not be a pole ofζ(s,u, v,Q,P). If g = 0,
andu is integral,ζ(s,u, v,Q,P) has a simple pole ats = n/2 with residue
πn/2|Q|− 1

2 /Γ(n/2). Moreover, from (60) it is easy to verify thatζ(s,u, v,Q,P)
satisfies the functional equation

π−sΓ
(
s+

g
2

)
ζ(s,u, v,Q,P)

=
e−2πiu′v

ig
|Q|− 1

2π−(n/2−s)Γ

(n
2
− s+

g
2

)
ζ

(n
2
− s, v,−u,Q−1,P∗

)
(61)

Wehave then finally. 54

Theorem 3. The functionζ(s,u, v,Q,P) has an analytic continuation into the
whole s-plane, which is an entire function of s if either g> 0 or if g = 0 and u
is not integral. If g= 0 and uis integral, thenζ(s,u, v,Q,P) is meromorphic
in the entire s-plane with the only singularity at s= n/2 where it has a simple
pole with the residueπn/2/(|Q| 12Γ(n/2)). In all cases,ζ(s,u, v,Q,P) satisfies
the functional equation(61).
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Let now n = 2 and Q(x1, x2) = y−1|x1 + x2z|2, in our earlier notation.
Let x =

(
x1
x2

)
, m =

(
m1
m2

)
, u =

(
u2
−u1

)
andv =

(
v1
v2

)
. Both

(
−z
1

)
and

(
−z
1

)
are isotropic

vectors ofQ[x] but we shall take the spherical functionP(x) = (−i(x1+ x2z))g,
corresponding to the former. Then by the above, the function

ζ(s,u, v,Q,P) =
ys+g/2

ig

∑

m+v,0

e2πi(m1u2−m2u1) (m1 + v1 + z(m2 + v2))g

|m1 + v1 + z(m2 + v2)|2s+g

satisfies the functional equation

π−sΓ

(
s+

g
2

)
ζ(s,u, v,Q,P)

=
e−2πiu′v

ig
π−(1−s)Γ

(
1− s+

g
2

)
ζ(1− s, v,−u,Q−1,P∗).

Now Q−1[x] has the simple formy−1|x1z− x2|2 and moreover,P∗(x) = (−x1z+
x2)g. Thus forσ > 1,

ζ(s, v,−u,Q−1,P∗)

= ys+g/2
∑

m−u,0

e2πi(m1v1+m2v2) (−(m1 − u2)z+m2 + u1)g

| − z(m1 − u2) +m2 + u1|2s+g

= ys+g/2
∑

(m1
m2

)+(u1
u2
),0

e2πi(m1v2−m2v1) ((m1 + u1) + z(m2 + u2))g

|(m1 + u1) + z(m2 + u2)|2s+g
.

Let us now define foru∗ =
(
u1
u2

)
, v∗ =

(
v1
v2

)
, the function

ζ(s,u∗, v∗, z,g) = ys
∑

m+v∗,0

e2πi(m1u2−m2u1) (m1 + v1 + z(m2 + v2))g

|m1 + v1 + z(m2 + v2)|2s+g
,

forσ > 1. It is clear thatζ(s,u∗, v∗, z,g) = igy−g/2ζ(s,u, v,Q,P) and from 55

(??) we see thatζ(s, v∗,u∗, z,g) = y−g/2ζ(s, v,−u,Q−1,P∗). If now we defined
ϕ(s,u∗, v∗, z,g) = π−sΓ(s + g/2)ζ(s,u∗, v∗, z,g), we deduce from above that
ϕ(s,u∗, v∗, z,g) satisfies the nice functional equation

ϕ(s,u∗, v∗, z,g) = e2πi(u1v2−u2v1)ϕ(1− s, v∗,u∗, z,g).

In the caseg > 0, ζ(s,u∗, v∗, z,g) is an entire function ofs and one can
ask for analogues of Kronecker’s second limit formula even here. For eveng,
one gets by applying the Poisson summation formula, a limit formula which is
connected with elliptic functions. For oddg, the limit formulas which one gets
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are more complicated and involve Bessel functions. If we take the particular
caseg = 1, there occurs in the work of Hecke, a limit formula (asstends to 1/2)
which has an interesting connection with the theory of complex multiplication.

For n > 2, Epstein has obtained foru = 0, v = 0 andg = 0, an analogue of
the first limit formula of Kronecker. This formula involves more complicated
functions that the Dedekindη-function. Perhaps, in general forn > 2, one
cannot expect to get a limit formula which would involve analytic functions of
several complex variables.
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Chapter 2

Applications of Kronecker’s
Limit Formulas to Algebraic
Number Theory

1 Kronecker’s solution of Pell’s equation
57

Let K be an algebraic number field of degreen over Q, the field of rational
numbers. Let, for any ideala in K, N(a) denote its norm. Further lets= σ + it
be a complex variable. Then forσ > 1, we define after Dedekind, the zeta
function

ζK(s) =
∑

a

(N(a))−s,

where the summation is over all non-zero integral ideals ofK.
More generally, with a characterχ of the ideal class group ofK, we asso-

ciate theL-series

LK(s, χ) =
∑

a

χ(a)(N(a))−s =
∏

p

(1− χ(p)(N(p))−s)−1,

for σ > 1. The product on the right runs over all prime idealsp of K.
We haveh such series associated with all theh characters of the ideal class

group of K. It has been proved by Hecke that these functionsLK(s, χ) can
be continued analytically into the whole plane and they satisfy a functional
equation fors→ 1− s.

52
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Now, χ being an ideal class character, we may write

LK(s, χ) =
∑

A

χ(A)
∑

a∈A
(N(a))−s,

A running over all the ideal classes ofK. If we defineζ(s,A) =
∑
a∈A

(N(a))−s,

then it can be shown that lim
s→1

(s− 1)ζ(s,A) = κ, a positive constant depending58

only upon the fieldK andnot upon the ideal classA. (For example, in the
case of an imaginary quadratic field of discriminantd, κ = 2/w

√
−d, w being

the number of roots of unity inK and κ = 2 logǫ/
√

d in the case of a real
quadratic field of discriminantd, whereǫ is the fundamental unit andǫ > 1).
SinceζK(s) =

∑
A
ζ(s,A), we have

lim
s→1

(s− 1)ζK(s) =
∑

A

lim
s→1

(s− 1)ζ(s,A) = κ · h

whereh denotes the class number ofK.
From now on, we shall be concerned only with quadratic fields of discrim-

inantd.
We have then, on direct computation,

ζK(s) = ζ(s)Ld(s), (63)

whereζ(s) is the Riemann zeta-function andLd(s) is defined as follows:

Ld(s) =
∞∑

n=1

(
d
n

)
n−s, (σ > 1)

(
d
n

)
being the Legendre-Jacobi-Kronecker symbol.

Then

lim
s→1

(s− 1)ζK(s) = lim
s→1

(s− 1)ζ(s)Ld(s) = lim
s→1

Ld(s) = Ld(1),

sinceLd(s) converges in the half-planeσ > 0 and lim
s→1

(s− 1)ζ(s) = 1.

We obtain therefore,

Ld(1) =
∞∑

n=1

(
d
n

)
1
n
= κ · h. (64)
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For the determination of the left-hand side, we consider more generally, for
any characterχ(, 1) of the ideal class group ofK,

lim
s→1

LK(s, χ) = LK(1, χ) =
∑

a

χ(a)
N(a)

.

Now, 59

ζ(s,A) =
κ

s− 1
+ ρ(A) + · · · ,

and so

LK(s, χ) =
∑

A

χ(A)ζ(s,A)

=
∑

A

χ(A)
(

κ

s− 1
+ ρ(A) + · · ·

)

=
∑

A

χ(A)ρ(A) + terms involving higher powers of (s− 1),

since,χ being, 1,
∑
A
χ(A) = 0. On taking the limit ass→ 1, we have

LK(1, χ) =
∑

A

χ(A)ρ(A). (65)

Therefore, the problem of determination ofLK(1, χ) has been reduced to that
of ρ(A).

We now studyLK(s, χ) for a special class of characters, the so-calledgenus
characters(due to Gauss) to be defined below.

We call a discriminant, aprime discriminant, if it is divisible by only one
prime. In that case,d = ±p if d is odd, or ifd is even,d = −4 or±8.

Proposition 9. Every discriminant d can be written uniquely as a product of
prime discriminants.

Proof. It is known that ifd is odd, thend = ±p1 . . . pk wherep1, . . . , pk are
mutually distinct odd primes. LetP1 = ±p1 according asp1 ≡ ±1( mod 4);
thenP1 is a prime discriminant andd/P1 is again an odd discriminant. Using
induction on the numberk of prime factors ofd (odd!) it can be shown that
d/P1 = P2, . . . ,Pk wherePi are odd prime discriminants. �

If d is even, then we know that

(a) d = ±8p2, . . . , pk, if d/4 ≡ 2( mod 4),
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(b) d = ±4p2, . . . , pk, if d/4 ≡ 3( mod 4),

p2, . . . , pk being odd primes. Now we may writed = P1d1 whereP1 is chosen
to be−4, +8 or −8 such thatd1 is an odd discriminant. From the above it is60

clear thatd = P1P2 . . .Pk whereP1, . . . ,Pk are all prime discriminants.
This decomposition is seen to be unique.
We may now introduce the genus characters.
Let d1 be the product of any of the factorsP1, . . . ,Pk of d. Thend1 is again

a discriminant andd1|d. Let d = d1d2; d2 is also a discriminant. Indentifying
the decompositionsd = d1d2 andd = d2d1, we note that the number of such
decompositions (including the trivial one,d = 1 · d) is 2k−1 wherek is the
number of different prime factors ofd.

For any such decompositiond = d1d2 of d and for any prime idealp not
dividing d, we define

χ(p) = χd1(p) =

(
d1

N(p)

)
,

where

(
d1

N(p)

)
is the Legendre-Jacobi-Kronecker symbol. We shall show that

χd2(p)

(
=

(
d2

N(p)

))
=

(
d1

N(p)

)
.

In face, sincep × d, p belongs to one of the following types. (a)pp′ = (p),
N(p) = p or (b)p = (p), N(p) = p2. If pp′ = (p), N(p) = p then

(
d
p

)
= 1 =

(
d1

N(p)

) (
d2

N(p)

)

which means that either both are+1 or both are−1. i.e.

(
d1

N(p)

)
=

(
d2

N(P)

)
. If

p = (p), N(p) = p2 then
(

d
p

)
= −1; but

(
d1

N(p)

) (
d2

N(p)

)
=

(
d
p2

)
= 1,

so that we have again

(
d1

N(p)

)
=

(
d2

N(p)

)
.

Whenp|d, one of the symbols

(
d1

N(p)

)
,

(
d2

N(p)

)
is zero, and the other non-

zero, we takeχ(p) to be the non-zero value. In any case,χ(p) = ±1. This
definition can then be extended to all idealsa of K as follows: Ifa = pkql , . . ., 61
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we defineχ(a) = (χ(p))k(χ(q))l , . . . , so that

χ(ab) = χ(a)χ(b)

for any two idealsa, b of K.
By agenus character, we mean a characterχ defined as above, correspond-

ing to any one of the 2k−1 different decompositions ofd as product of two
mutually coprime discriminants.

We shall see later that the genus characters form an abelian group of order
2k−1.

Now we shall obtain an interesting consequence of our definition of the
characterχ, with regard to the associatedL-series.

Consider theL-series, fors= σ + it, σ > 1

LK(s, χ) =
∑

a

χ(a)(N(a))−s =
∏

p

(1− χ(p)(N(p))−s)−1

=
∏

p

∏

p|(p)

(1− χ(p)(N(p))−s)−1.

The prime idealsp of K are distributed as follows:

(a) p = (p),

(
d
p

)
= −1, N(p) = p2,

(b) pp′ = (p),

(
d
p

)
= +1, N(p) = p,

(c) p2 = (p),

(
d
p

)
= 0, N(p) = p.

In case (a),

(
d
p

)
= −1 =

(
d1

p

) (
d2

p

)
implies that one of

(
d1

p

)
,

(
d2

p

)
is+1 and the

other−1. So
∏

p|(p)

(1− χ(p)(N(p))−s)−1 = (1− p−2s)−1

= (1− p−s)−1(1+ p−s)−1

=

(
1−

(
d1

p

)
· p−s

)−1 (
1−

(
d2

p

)
· p−s

)−1

In case (b), 62
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∏

p|(p)

(1− χ(p)(N(p))−s)−1 =

(
1−

(
d1

p

)
· p−s

)−1 (
1−

(
d1

p

)
· p−s

)−1

=

(
1−

(
d1

p

)
· p−s

)−1 (
1−

(
d2

p

)
· p−s

)−1

,

since 1=

(
d
p

)
=

(
d1

p

) (
d2

p

)
implies that

(
d1

p

)
=

(
d2

p

)
. In case (c)p|d implies

that p|d1 or p|d2. We shall assume without loss of generality thatp|d2. Then(
d2

p

)
= 0 and

∏

p|(p)

(1− χ(p)(N(p))−s)−1 =

(
1−

(
d1

p

)
· p−s

)−1

×
(
1−

(
d2

p

)
· p−s

)−1

.

From all cases, we obtain

LK(s, χ) =
∏

p

∏

p|(p)

(1− χ(p)(N(p))−s)−1

=
∏

p

(
1−

(
d1

p

)
· p−s

)−1 (
1−

(
d2

p

)
· p−s

)−1

= Ld1(s)Ld2(s).

We have therefore,

Theorem 4 (Kronecker). For a genus characterχ of a K corresponding to
the decomposition d= d1d2, we have,

LK(s, χ) = Ld1(s)Ld2(s). (66)

Let us consider the trivial decompositiond = 1 · d or d1 = 1 andd2 = d.
ThenLd1(s) = ζ(s) andLd2(s) = Ld(s). In other words, (66) reduces to (63).
If d1 , 1, ζQ(

√
d1)(s) = ζ(s)Ld1(s), from (63). ButLd1(s) can then be continued

analytically into the whole plane and it is an entire function.
Two idealsa andb are said to beequivalent in the “narrow sense”if a =

b(γ) with N(γ) > 0. (Forα ∈ K,N(α) denotes its norm overQ.)
This definition coincides with the usual definition of equivalence in the case 63

of an imaginary quadratic field since the norm of every element is positive. In
the case of a real quadratic field, if there exists a unitǫ in the field withN(ǫ) =
−1, then both the equivalence concepts are the same, as can easily be seen.
Otherwise, ifh0 denotes the number of classes under the narrow equivalence
andh, the number of classes under the usual equivalence, we haveh0 = 2h.
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Proposition 10. For a genus characterχ, χ(a) = χ(b), if a andb are equivalent
in the narrow sense.

Proof. We need only to prove thatχ((α)) = 1 for α integral andN(α) > 0.

(a) Let (α,d1) = (1). We have to show that

(
d1

N((α))

)
= 1. SinceN(α) > 0,

this is the same as proving that

(
d1

N(α)

)
= 1.

(1) Supposed1 is odd. Then

(
d1

4

)
= 1. If d is even,d = 4m (say). Then

α = x + y
√

m with x, y rational integers. If not, 2α = x′ + y′
√

m
with x′ andy′ rational integers. In any case, since (d1/4) = 1, it is

sufficient to prove that

(
d1

N(2α)

)
= 1. i.e.

(
d1

a2 −mb2

)
= 1 for two

rational integersa, b with a2 −mb2 > 0 and (a2 −mb2,d1) = 1, in
both cases. Nowd1|d implies thatd1|mso that from the periodicity

of the Jacobi symbol, this is the same as

(
d1

a2

)
= 1 for (a,d1) = 1,

which is obvious.

(2) Supposed1 is even. Thend1 = (even discriminant)× (odd dis-
criminant) and we need consider only the even part, since we have
already disposed of the odd part in 1). We have then three possibil-
itiesd1 = −4,+8 and−8.

(i) d1 = −4. Thend = (−4)(−m) so that−m is again a discrimi-
nant and≡ 1( mod 4).
Consider now (

d1

N(α)

)
=

(
−4

x2 −my2

)
;

(x2−my2) ≡ 1( mod 4) since bothx, y cannot be even or odd,
for (α,d1) = (1). From the periodicity of the Jacobi symbol,64

follows then that
(
−4

x2 −my2

)
=

(
−4
1

)
= 1.

(ii) d1 = +8. Hered = 8×m/2; m/2 is then an odd discriminant
and≡ 1( mod 4) or equivalently,m≡ 2( mod 8).
Now, (

d1

N(α)

)
=

(
8

x2 −my2

)
;
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(x2 −my2) ≡ ±1( mod 8) so that
(

8
x2 −my2

)
=

(
8
1

)
= 1 or =

(
8
7

)
=

(
1
7

)
= 1.

If d1 = −8, m ≡ −2( mod 8) andx2 − my2 ≡ 1, 3( mod 8)

and

(
d1

N(α)

)
=

(
−8
3

)
=

(
1
3

)
= 1. So, if (α,d1) = (1), χ((α)) =

1. If (α,d1) , (1) and (α,d2) = (1), we can apply the same
arguments ford2 instead ofd1 and proveχ((α)) = 1.

(b) If (α,d1) , (1) and (α,d2) , (1), we decompose (α) as follows: (α) =
p1p2 . . . plq wherepi |d and (q,d) = (1). We choose in the narrow class of
p−1

1 , an integral idealq1 with (d, q1) = (1). Then for the elementα1 with
(α1) = p1 · q1, N(α1) > 0, χ((α1)) = 1, since (α1,d1) or (α1,d2) = (1).
Similarly for p2, constructq2 with (d, q2) = 1 and forα2 with (α2) = p2q2
andN(α2) > 0,χ((α2)) = 1 and so on.

Finally, we obtain

(αα1α2 . . .) = p
2
1p

2
2 . . . p

2
l p

where (b,d) = (1). Butpi |d imply thatp2
i = (pi) with pi |d. Therefore (αα1α2 . . .) =

(p1p2 . . .)b so thatb is a principal ideal= (ρ) (say). NowN(αα1α2 . . .) =
p2

1p2
2 . . . p

2
1N(ρ) andχ((αα1 . . . αl)) = χ((ρ)) = 1 sinceN(ρ) > 0 and (ρ,d) =

(1). But χ((α1)) = 1, . . . χ((αl)) = 1 so thatχ((α)) = 1. The proof is now 65

complete. �

We have just proved thatχ(a) depends only on the narrow class ofa, say
A · χ is therefore a character of the ideal class group in the “narrow sense”.
Then,

LK(s, χ) =
∑

A

χ(A)
∑

a∈A
(N(a))−s =

∑

A

χ(A)ζ(s,A) (67)

whereA runs over all the ideal classes in the ‘narrow sense’.
Using a method of Hecke, we shall now give analternativeproof of the

fact thatχ((α)) = 1 for principal ideals (α) with N(α) > 0 and (α,d) , (1).
Denote byχ0 that character of the ideal class group in the narrow sense,

such thatχ0(a) = χ(a) for all idealsa in whose prime factor decomposition,
only prime idealsp which do not divided, occur. We need only to prove that
χ(a) = χ0(a) for all idealsa.
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Let fχ0(s) =
∑
a

χ0(a)(N(a))−s and fχ(s) =
∑
a

χ(a)(N(a))−s. Then

fχ0(s)

fχ(s)
=

∏

p|d

(1− χ(p)(N(p))−s)
(1− χ0(p)(N(p))−s)

,

since the remaining factors cancel out. We shall show that the product on the
right is= 1, or fχ0(s) = fχ(s).

We know that fχ(s) = Ld1(s) = Ld2(s) from (66) and fχ0(s) =
∑
A
χ0(A).

ζ(s,A) from (67). Both have functional equations of the same type,so that if we
denote byR(s), the quotient, the functional equation is simplyR(s) = R(1− s).
We shall now arrive at a contradiction, by supposing thatχ , χ0. For, then,
there exists a prime idealp with p|d andχ(p) = ±1,χ0(p) = ∓1.

Choose−s =
log(∓1)+ 2kπi

log p
(k, such thats , 0). This means thatp−s =

∓1. Consider the product

R(s) =
∏

p|d

(1− χ(p)(N(p))−s)
(1− χ0(p)(N(p))−s)

.

The above value ofs is a zero of the denominator and it cannot be cancelled by
any factor in the numerator, for that would mean

log(∓1)+ 2kπi
log p

=
log(±1)+ 2lπi

logq
,

or in other words,λ = log p/ logq is rational; i.e.qλ = p holds for p, q 66

primes andλ rational. This is not possible sincep , q. By the same argument,
the zeros and poles ofR(s) cannot cancel with those on the other side of the
equationR(s) = R(1 − s). But this is a contradiction. In other words,χ(a) =
χ0(a) for all idealsa of K.

Tow idealsa and b are in the same genus, if χ(a) = χ(b) for all genus
charactersχ defined as above, associated with the decompositions ofd.

The idealsa for which χ(a) = 1 for all genus charactersχ, constitute the
principal genus. Then the narrow classesA for whichχ(A) = 1 are the classes
in the principal genus. IfH denotes the group of narrow classes andG, the
subgroup of classes lying in the principal genus, the quotient groupG = H/G
gives the group of different genera. We claim that the order ofG is 2k−1, k
being the number of different prime factors ofd. For, suppose we have proved
that the genus characters form a group of order 2k−1. From the definition of a
genus and from the theory of character groups of abelian groups, we know that
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this group is the character group ofG. By means of the isomorphism between
G and its character group, it would then follow that the order of G is also 2k−1.

If now remains for us to prove

Proposition 11. The genus characters form an abelian group of order2k−1,
where k is the number of distinct prime factors of d.

Proof. Now, χ(a) = ±1 implies thatχ2 = 1 for all genus charactersχ. So,
the characterχ−1 exists and= χ. We shall prove that the genus characters and
closed under multiplication and that they are all different for different decom-
positions ofd.

Let d = d1d2 = d∗1d∗2. Setd1 = qu1 andd∗1 = qu∗1 so thatq = (d1,d∗1) and
(u1,u∗1) = 1. �

If d3 = u1u∗1 thend1d∗1 = q2d3. Also for the charactersχd1 andχd∗1
associ-

ated with the two decompositionsd1d2 andd∗1d∗2 of d, we haveχd1χd∗1
= χd3 and

d3|d, since bothd1|d andu∗1|d and they are coprime. Henceχd3 is again a genus
character. Now, ifd1 , d∗1, we have to show thatχd1 , χd∗1

or χd1χd∗1
, χ1 (the

identity character); or in other words, we need only to provethat for a proper 67

decompositiond = d3d∗3, the associated characterχ is not equal toχ1.
We have, from (66), forσ > 1,

LK(s, χ) = Ld3(s)Ld∗3
(s) =

∑

A

χ(A)ζ(s,A).

Comparing the residue ats= 1 in the two forms forLK(s, χ), we have
∑
A
χ(A) =

0, which implies thatχ , χ1.
Thus the genus characters are different for different decompositions ofd

and they form a group. Since there are 2k−1 different decompositions ofd, this
group of genus characters is of order 2k−1.

A genus character is a narrow class character of order 2. Conversely, we
can show that every narrow class character of order 2 is a genus character. For
this, we need the notion of an ambiguous (narrow) ideal class.

A narrow ideal classA satisfyingA = A′ (the conjugate class ofA in K) or
equivalentlyA2 = E (the principal narrow class) is called anambiguousideal
class. The ambiguous classes clearly form a group.

Proposition 12. The group of ambiguous ideal classes inQ(
√

d) is of order
2k−1, k being the number of distinct prime factors of d.

Proof. We shall pick out one ambiguous idealb (i.e. such thatb = b′, the
conjugate ideal) from each ambiguous ideal classA and show that there are
2k−1 such inequivalent ideals.



Applications to Algebraic Number Theory 62

Let a be any ideal in the ambiguous ideal classA. Sincea ∼ a′, we may
takeaa′−1

= (λ) with N(λ) = 1 andλ totally positive (in symbols;λ > 0). (For
d < 0, the condition “totally positive” implies no restriction). Let ρ = 1 + λ.
Thenρ , 0 sinceλ , −1. Furtherλ = (1 + λ)/(1 + λ′) = ρ/ρ′. If we define
b = a/(ρ), theb = b′, for b/b′ = a/a′(ρ′)/(ρ) = (1). Furtherb ∈ A, sinceρ > 0
(i.e. ρ > 0, ρ′ > 0). We may takeb to be integral without loss of generality.
We call b primitive, if the greatest rational integerr dividing b is 1. For any
ambiguous integral idealb we haveb = rb1 with r, the greatest integer dividing
b andb1 primitive. If b ∈ A, b1 ∈ A. �

We shall now prove that any primitive integral ambiguous ideal b is of the 68

form pλ1
1 , . . . , p

λk

k with λi = 0 or 1 andpi |ϑ, (pi , p j), whereϑ is the different of

K = Q(
√

d) overQ. Letb = qµ1

1 , . . . , q
µs
s . Nowb = b′ implies thatqµ1

1 , . . . , q
µa
s =

q′
µ1

1 , . . . , q
′µs
s . We have thenqµ1

1 = q
′µt
t or µ1 = µt andq1 = q′t . We assert then

t = 1, for if not,q1 = q′t implies thatq′1 = qt and the factorqµ1

1 q
µt
t = (q1q′1)µ1 is a

rational ideal, (1). This is a contradiction to the hypothesis thatb is primitive.
Hencet = 1 andq1 = q′1. The same argument applies to all prime idealsqi .
Sinceq2i = (pi) with prime numberspi , the exponentsµi are either 0 or 1.
for otherwise they bring in rational ideals which are excluded by the primitive
nature ofb. Therefore, we haveb = pλ1

1 , . . . , p
λk

k with pi |ϑ andλi = 0 or 1.
Now, we shall show that there are exactly 2k−1 inequivalent (in the narrow

sense) such ideals. For the same, it is enough to prove that there is only one
non-trivial relation of the formpl1

1 , . . . , p
lk
k ∼ (1) in the narrow sense, for, then,

it would imply that among the 2k such ideals, there are 2k−1 inequivelent ones,
which is what we require.

We shall first prove uniqueness, namely that if there is one non-trivial re-
lation, then it is uniquely determined. Later, we show the existence of a non-
trivial relation.

(a) Letpl1
1 , . . . , p

lk
k = (ρ) with ρ > 0 and

∑
i

l i > 0 or (ρ) , (1). Then the set

(l1, . . . , lk) is uniquely determined.

For, (ρ) = (ρ′) implies thatρ = η · ρ′ with a totally positive unitη.
The group of totally positive units inK being cyclic, denote byǫ, the
generator of this group. (Note that, ford < 0, the condition “totally
positive” imposes no restrictions). Since (ρ) = (ρǫn), whenρ is replaces
by ρǫn, η goes over toηǫ2n. Choosingn suitably, we may assume without
loss of generalityη = 1 or ǫ. We shall see that (ρ) , (1) implies that
η , 1. For, if η = 1, thenρ = ρ′ = a natural number. Now (N(ρ)) =
(ρ2) = p2l1

1 , . . . , p
2lk
k = (pl1

1 , . . . , p
lk
k ), if N(pi) = pi , pi , p j andρ being a
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natural number, this is possible only if alll i = 0, in which case (ρ) = (1).
But that is a contradiction to the hypothesis (ρ) , (1).

We are therefore left with the caseη = ǫ. Then setµ = 1− η = 1− ǫ , 0.
We haveµ = −ηµ′. Denoting byδ =

√
d, (ρ/µδ)′ = ρ/µδ = r = a

rational number, 0. Hence (ρ) = (µδ)(r) and the decomposition

(µδ) =

(
1
r

)
(ρ) =

(
1
r

)
p

l1
1 , . . . , p

lk
k

is uniquely determined or in other words, the set (l1, . . . , lk) is uniquely 69

fixed.

(b) We shall now prove the existence of a non-trivial relation pl1
1 , . . . , p

lk
k ∼

(1)(l i = 0 or 1) in the narrow sense.

Considerµ = 1 − ǫ. Thenµδ is in general not primitive. Now choose
a rational numberr suitably so thatrµδ is primitive and denote it byρ.
Then rµδ = ρ = ǫρ′. Now if d < 0, N(µδ) > 0 clearly and ifd > 0,
N(µδ) = dǫµ′2 > 0, again. HenceN(ρ) > 0. We may assume thatρ > 0
and sinceǫ is not a square,ρ is not a unit, so that (ρ) , (1). Since (ρ) is
primitive, (ρ) , rational ideal. Now (ρ) = (ρ′), ρ > 0 and (ρ) is primitive
so thatpl1

1 , . . . , p
lk
k = (ρ) ∼ (1) in the narrow sense. Further this relation

is non-trivial as we have just shown. Proposition 12 is thus completely
proved.

Now, the group of narrow class charactersχ with χ2 = 1 is again of
order 2k−1, since it is isomorphic to the group of ambiguous (narrow)
ideal classes inK. But the genus characters from a subgroup (of order
2k−1) of the group of narrow class charactersχ with χ2 = 1. Hence every
narrow class character of order 2 is a genus character. Or, equivalently
every real narrow class character is a genus character.

For any genus characterχ, χ(i2) = 1 for every ideali. In other words,
i2 is in the principal genus. Or, for any two idealsa andb with a ∼ bi2
(in the narrow sense), we haveχ(a) = χ(b) for every genus characterχ.
That the converse is also true is shown by

Theorem 5 (Gauss). If two idealsa andb are in the same genus, there exists
an ideal i such thata ∼ bi2, in the narrow sense. In particular, ifa is in the
principal genus,a ∼ i2 for an ideal i.

Proof. Two narrow classesA andB are by definition, in the same genus if and
only if χ(A) = χ(B) for all genus charactersχ or by the foregoing, for all narrow
class charactersχ with χ2 = 1. But from the duality theory of subgroups of
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abelian groups and their character groups, we deduce immediately thatAB−1 =

C2 for a narrow ideal classC. This is precisely the assertion above. �

Remarks. (1) The notion of genus in the theory of binary quadratic forms 70

is the same as above, if one carries over the definition by means of the
correspondence between ideals and quadratic forms.

(2) Hilbert generalized the notion of genus to arbitrary algebraic number
fields and used it for higher reciprocity laws and class field theory.

We now come back to formulas (66) and (67) (d < 0). If d = d1d2

Ld1(s)Ld2(s) =
∑

A

χ(A)ζ(s,A),

the summation running over all (narrow) ideal classesA in K = Q(
√

d).
Consider any idealb ∈ A−1. For a ∈ A, ab = (γ) with N(γ) > 0 we have

then

ζ(s,A) =
(N(b))s

w

∑

b|γ,0

(N(γ))−s,

wherew denotes the number of units inK = Q(
√

d).
Let [α, β] be an integral basis ofb. Then we may writeb = [α, β] =

(α)[1, β/α] so thatβ/α = z = x + iy with y > 0, i.e. we may suppose that
b = [1, z]. Then, for γ ∈ b, if γ = m + nz with m, n integers, (0,0),
N(γ) = |m+ nz|2. We obtain

ζ(s,A) =
N([1, z])s

w

∑′

m,n

|m+ nz|−2s

Now, abs.
∣∣∣ 1 z

1 z′
∣∣∣ = |z′ − z| = 2y = N(b)

√
|d|, so that

ζ(s,A) =
1
w

(
2y
√
|d|

)s∑′

m,n

|m+ nz|−2s

=
1
w

2
√
|d|

(
2
√
|d|

)s−1

ys
′∑

m,n
|m+ nz|−2s.

From Kronecker’s first limit formula, we obtain the following expansion:

ys
∑′

m,n

|m+ nz|−2s = π

(
1

s− 1
+ 2C − 2 log 2− 2 log(

√
y|η(z)|2) + · · ·

)
.
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Further 71
(

2
√
|d|

)s−1

= e(s−1) log 2/
√
|d| =

(
1+ (s− 1) log

2
√
|d|
+ · · ·

)
.

On multiplication, we obtain

ζ(s,A) =
2π

w
√
|d|

(
1

s− 1
+ 2C − log |d| − 2 log(

√
N([1, z])|η(z)|2)+

+ terms with higher powers of (s− 1)
)
.

We now set
F(A) =

√
N([1, z])|η(z)|2. (∗)

Clearly,F(A) depends only upon the class A.In cased < −4, w = 2, so that

Ld1(s)Ld2(s) =
−2π
√
|d|

∑

A

χ(A) logF(A)+

+ terms with higher powers of (s− 1).

Takings= 1, we have

Ld1(1)Ld2(1) =
−2π
√
|d|

∑

A

χ(A) logF(A).

Let us assume without loss of generality,d1 > 0, d2 < 0. Then, by Dirich-
let’s class number formula for a quadratic field, we have

Ld1(1) =
2h1 logǫ
√

d1

whreǫ is the fundamental unit andh1 the class-number ofQ(
√

d1) and

Ld2(1) =
2πh2

w
√
|d2|

,

h2 denoting the class-number andw, the number of roots of unity inQ(
√

d2). 72

On taking the product of these two, we obtain

2h1h2

w
logǫ = −

∑

A

χ(A) logF(A).

Summing up, we have the following. Letd = d1d2 < −4 be the discrimi-
nant of an imaginary quadratic field overQ and letd1 > 0, d2 < 0 be again dis-
criminants of quadratic fields overQ with class-numbersh1, h2, respectively.
Let w be the number of roots of unity inQ(

√
d2). Then one has
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Theorem 6. For the fundamental unitǫ of Q(
√

d1), we have the formula

ǫ2h1h2/w =
∏

A

(F(A))−χ(A), (68)

where A runs over all the ideal classes inQ(
√

d) and F(A) has the meaning
given in(∗) above.

If w = 2, the exponent ofǫ in (68) is a positive integer.
Now ǫ satisfies Pell’s diophantine equationx2 − d1y2 = ±1. And F(A)

involves the values of|η(z)|. So we have a solution of Pell’s equation by means
of “elliptic functions”. This was found by Kronecker in 1863.

An Example. We shall taked = −20,d1 = 5, d2 = −4 so thatd = d1d2. We
know thath1 = h2 = 1, w = 4. The class number ofQ(

√
−20) is 2 and for the

two ideal classes, sayA1, A2, we can choose as representatives the ideals

b1 = [1,
√
−5] = (1) and b2 =

1,
1+
√
−5

2

 .

Now N(b1) = 1 andN(b2) = 1/2. From the definition ofF(A), we have

F(A1) = |η(
√
−5)|2 and F(A2) =

1
√

2

∣∣∣∣∣∣η

1+
√
−5

2


∣∣∣∣∣∣

2

.

If χ(, 1) be the genus character associated with the above decomposition of d,

then necessarilyχ(A1) = 1 andχ(A2) =

(
5
2

)
= −1. Formula (68) now takes the

form

ǫ =
1
2

∣∣∣∣∣∣η

1+
√
−5

2


∣∣∣∣∣∣

4

|η(
√
−5)|4

. (69)

From the product expansion of theη-function, we obtain 73

η(
√
−5) = e−π

√
5/12|(1− q2)(1− q4)(1− q6) . . . |,

whereq = e−π
√

5 and for

∣∣∣∣∣∣η

1+
√
−5

2


∣∣∣∣∣∣, the following expansion:

∣∣∣∣∣∣η

1+
√
−5

2


∣∣∣∣∣∣ = e−π

√
5/24|(1+ q)(1− q2)(1+ q3)(1− q4) . . . |.
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On substituting these expansions in (69), we have

ǫ =
1
2

eπ
√

5/6(1+ q)4(1+ q3)4(1+ q5)4 . . . .

Now, eπ
√

5/3 > 10 so thatq < 10−3 or q3 < 10−9. Hence the product on the
right converges rapidly and if we replace the infinite product by 1, we have

ǫ =
1
2

eπ
√

5/6 +O(10−2)−

i.e.

ǫ =
1+
√

5
2

∼ 1
2

eπ
√

5/6 (upto an error of the order of 10−2).

It is to be noted that in the expression forǫ as an infinite product, if one
cuts off at any finite stage, the resulting number on the right is always transcen-
dental, but the limiting valueǫ on the left is algebraic.

We consider now the trivial decomposition

ζd(s) = ζ(s)Ld(s) =
∑

A

ζ(s,A).

On substituting the expansion ofζ(s,A) on the right side in powers of (s− 1),
we have

ζd(s) =
2πh

w
√
|d|


1

s− 1
+ 2C − log |d| − 2

h

∑

A

logF(A) + · · ·
 . (70)

On the other hand,ζ(s) = 1/(s − 1) + C + · · · and Ld(s) =
∞∑

n=1

(
d
n

)
n−s = 74

L(1)+ (s− 1)L′(1)+ · · · . From (70), we have now the equation,

2πh

w
√
|d|


1

s− 1
+ 2C − log |d| − 2

h

∑

A

logF(A) + · · ·


=

(
1

s− 1
+C + · · ·

)
(L(1)+ (s− 1)L′(1)+ · · · ).

On comparing coefficients of 1/(s− 1) and constant terms on both sides, we
obtain

L(1) =
2πh

w
√
|d|
,

L′(1) =
2πh

w
√
|d|

C − log |d| − 2
h

∑

A

logF(A)

 ,


(71)
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or we have an explicit expression for

L′(1)
L(1)

= C − log |d| − 2
h

∑

A

logF(A). (71)′

We shall obtain now for the left side, an infinite series expansion.
Let us consider the infinite product

L(s) =
∏

p

(
1−

(
d
p

)
p−s

)−1

.

this product converges absolutely forσ > 1, and on taking logarithmic deriva-
tives, we obtain

L′(s)
L(s)

= −
∑

p

(
1−

(
d
p

)
p−s

)−1 (
d
p

)
p−s log p

= −
∑

p

(
d
p

)
log p

ps −
(
d
p

) . (72)

On passing to the limit ass → 1, if the series on the right converges at75

s = 1, then by an analogue of Abel’s theorem, it is equal toL′(1)/L(1). But it
is rather difficult to prove. One may proceed as follows:

Let π+(X) = {p : p prime≤ X and

(
d
p

)
= 1} andπ−(X) = {p : p prime

≤ X and

(
d
p

)
= −1}. Thenπ+(X) − π−(X) tends to∞ less rapidly thanπ(X)

asX→ ∞. If one could show that this function has the estimate 0(X/(logX)′)
wherer > 2, then the convergence of the series on the right side of (72)at
s = 1, can be proved. For this estimate, one requires a generalization of the
proof of prime number theorem for arithmetical series.

We shall now computeL′(1)/L(1) for some values ofd.

Examples.d = −4. The quadratic fieldQ(
√

d) = Q(
√
−1) with discriminant

−4 has class number 1. Also,
(
d
n

)
= 1 if n ≡ 1 (mod 4) and= −1 if n ≡ 3 (mod 4).

Therefore,
L(s) = 1−s − 3−s + 5−s − · · ·
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and
L(1) = 1−1 − 3−1 + 5−1 − · · ·

the so-called Leibnitz series. From Dirichlet’s class number formula, we have

L(1) =
2π
4.2
=
π

4
= 1−1 − 3−1 + 5−1 − · · · .

More interesting is the series forL′(1)/L(1):

L′(1)
L(1)

=
log 3

4
− log 5

4
+

log 7
8
+

log 11
12

− log 13
12

− · · ·

= (C − log 4− 4 logη(i)).

Now

η(i) = e−π/12
∞∏

n=1

(1− e−2πn).

We have 6−2π < 1/400 and hence
∞∑

n=1
e−nπ is rapidly convergent. In other words76

4
∞∏

n=1
(1 − e−2nπ) is absolutely convergent and upto an error of 10−2, it can be

replaced by 1. We obtain consequently

L′(1)
L(1)

∼
(
C − log 4+

π

3

)
.

2 Class number of the absolute class field of
Q(
√

d)(d < 0).

We shall now apply the method outlined in§ 57 to determine the class number
of the absolute class field ofK0 = Q(

√
d), with d < 0. But, for the time being,

however, letK0 be an arbitrary algebraic number field. Theabsolute class field
K/K0 is, by definition, the largest fieldK containingK0, which is both abelian
and unramified overK0 (i.e. with relative discriminant overK0 equal to (1)).

The absolute class field, first defined by Hilbert, is also known as the
Hilbert class field; its existence and uniqueness were proved by Furtwängler. It
can be shown that there are only finitely many abelian unramified extensions of
K0 and all these are contained in one abelian extension and thisis the maximal
one. It has further the property that the Galois groupG(K/K0) is isomorphic to
the narrow ideal class group ofK0.
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Consider now any abelian unramified extensionK1 of K0. ThenG(K1/K0)
is isomorphic to a factor group ofG(K/K0), i.e. to a factor group of the narrow
ideal class group ofK0. The character group ofG(K1/K0) is a subgroup of the
group ofh0 ideal class characters in the narrow sense.

K

K1

K0

Q

We have then for the zeta function, 77

ζK1(s) =
∏

χ

L(s, χ),

the product on the right running over all characters in this subgroup.
We shall now derive an expression for the quotientH/h of the class num-

bersH of K andh of K0 in the caseK0 = Q(
√

d) with d < 0, by using the
above product formula forK1 = K and comparing the residue ats= 1 on both
sides.

We have indeed
ζK1(s) =

∏′

χ

L(s, χ) · ζd(s),

the product
∏′ running over all charactersχ , 1.

On comparing the residues ats= 1 on both sides, we obtain

2r1(2π)r2R

W
√
|D|

H =
2πh

w
√
|d|

′∏
L(1, χ). (73)

Herer1 andr2 denote the number of real and distinct complex conjugates of
the fieldK1. The regulator ofK1 is denoted byR and is defined as follows: By
a theorem of Dirichlet, every unitǫ of K1 is of the formǫ = ǫg0

0 ǫ
g1

1 . . . ǫ
gr
r with

rational integersgi , ǫ0 being a root of unity. Thenǫ1, . . . , ǫr (with r = r1+r2−1)
are called fundamental units. Define integersek as follows. IfK(1)

1 , . . . ,K(r1)1

are the real conjugates ofK1 andK(r1+1)
1 , . . . ,K(r1+r2)

1 the complex ones, then
we define

ek =


1 if k ≤ r1

2 if r1 < K ≤ r.
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ThenR= det(ek log |e(k)
l |)(l, k = 1 to r); hereǫ(k)

l denoting the conjugates ofǫl
in the usual order.

The regulatorR is then a real number, 0 and without loss of generality,
one may assumeR to be positive. It can then be shown thatR is independent
of the choice of the fundamental units. In the case of the rational number field
and an imaginary quadratic field,R is by definition, equal to 1. Further in (73),
D denotes the absolute discriminant ofK1 andW, the number of roots of unity
in K1.

We shall now takeK1 = K, i.e. the absolute class field. ThenK is totally 78

imaginary of degree 2h, i.e. r1 = 0, r2 = h; sinceK is unramified overK0,
D = dh. We shall further assume thatd < −4. Then (73) may be rewritten as

(2π)hRH

W|d|h/2
=

πh
√
|d|

∏′

χ

2π
√
|d|

−
∑

A

χ(A) logF(A)



or
2RH
W
= h

∏′

χ

−
∑

A

χ(A) logF(A)

 . (74)

With every elementAk of a finite group{A1, . . . ,Ah}, we associate an inde-
terminateuAk(k = 1, . . . ,h). Then the determinant|uA−1

k Al
| is called thegroup

determinant and was first introduced by Dedekind and extensively used by
Frobenius. In the case of an abelian group we have then a decomposition of
this group determinant, as follows:

∣∣∣∣uA−1
k Al

∣∣∣∣ =
∏

χ


∑

A

χ(A)uA

 =

∑

A

uA




∏

χ,1

∑

A

χ(A)uA

 .

Let us supposeAh = E (the identity); we can show by an elementary transfor-
mation that

∣∣∣∣uA−1
k Al

∣∣∣∣ =

∑

A

uA


∣∣∣∣uA−1

k At
− uA−1

k

∣∣∣∣ (k, l = 1 to h− 1).

Then, from the above, we deduce that

∣∣∣∣uA−1
k At
− uA−1

k

∣∣∣∣ =
∏

χ,1


∑

A

χ(A)uA

 .

TakinguA = − logF(A), we obtain
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∏

χ,1

−
∑

A

χ(A) logF(A)

 = det

log
F(A−1

k )

F(A−1
k Al)



= det


log

√
N(bAk)|η(zAk)|2√

N(bAkA−1
t

)|η(ZAkA−1
t

)|2


= ∆(say).

From 74, we gather that 79
2H

W · h =
∆

R
. (75)

In other words,∆/R is a rational number. We shall now discuss the (h − 1)-
rowed determinant∆.

Now, bh
A−1

l

is a principal ideal= (βl) (say) withβl ∈ K0. ThenN(bh
A−1

l

= |βl |2

so thatN(bA−1
l

)h/2 = |βl |. Define

ρl =
η24h(zE)

β12
l η

24h
(
zA−1

l

) (l = 1 to h− 1).

We shall now prove thatρl are all units in the absolute class fieldK. For
the same, we first see thatρl depends only upon the classA−1

l . If b is replaced
by b(λ) with λ ∈ K0, then

ρl →
η24h(1, zE)

(β1λ12h)λ−12hη24h
(
1, zA−1

l

) = ρl

since, in the “homogeneous” notation,η24(λω1, λω2) = λ−12η(ω1, ω2).
Now, we pick out a prime idealp in the classA−1

l with the property that
pp′ = (p), p , p′; such prime ideals always exist in each class (, E) as a
consequence of Dirichlet’s theorem. We shall show that theρl defined with
respect top are units in the absolute class fieldK.

Let (p) = B1, . . . ,Br be the decomposition ofp in K. If we denote degK0
Bi =

ν, thenr · v = h. The idealpv is principal and equal to (β) (say). Let [ω1, ω2]
be an integral base ofK0 and [ω∗1, ω

∗
2] an integral base ofp. Then we have

(ω∗1ω
∗
2) = (ω1ω2)Pv wherePv is a 2-rowed square matrix of rational integers

and|Pp| = p.
Denoting by

ϕPp (ω) = p12η
24((ω1, ω2)Pp)

η24((ω1, ω2))

(with ω = ω2/ω1), we know from the theory of complex multiplication that80
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ϕPp (ω) ∈ K and the principal ideal

(
ϕPp (ω)

)
= (p′12)

(meaning the extended ideal inK). On taking thevth power on both sides,

(
ϕPp (ω)v

)
= (p′12v) = (p′v)12 = (β

12
)

or in other words,

(
ϕPp (ω)

)v
= β

12
ǫ with ǫ, a unit in K.

Writing out explicitly, we have, finally, since|β|2 = Npv = pv,

β12η24v((ω1ω2)Pp)

η24v((ω1ω2))
= ǫ, a unit inK.

The same also holds for a suitable unitǫ, also withh instead ofv sincev|h.
(See references (2) Deuring, specially pp. 32-33, (4) Fricke, (5) Fueter).

If σ : α(h) → α(k)(k = 1 toh) denotes the automorphism ofK/K0 cor-
responding to the classAk under the isomorphism betweenG(K/K0) and the
ideal class group ofK0, it can be shown that

|ρ(k)
l | =



√
N(bAk)|η(zAk)|2√

N(bAkA−1
l

) · |η(zAkA−1
l

)|2



12h

(k = 1 toh− 1).

We may then rewrite (75) as

12h−1hh−22hH =W
det(log|ρ(k)

l |)
det(log|ǫ(k)

l |)
(k, l = 1 toh− 1), (76)

whereǫ1, . . . , ǫh−1 are a system of fundamental units andǫ(k)
l , ρ(k)

l denote the
conjugates ofǫl andρl(l = 1 toh−1) respectively, the conjugates being chosen
in the manner indicated above. Since the number on the left isstrictly positive,
the (h−1) unitsρ1, . . . , ρh−1 are independent, i.e. they have no relation between
them. Hence the group generated by these units is of finite index in the whole 81

unit group and the index is precisely given by the integer on the left side of
(76).

We have thus proved
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Theorem 7. Let K be the absolute class field of an imaginary quadratic field
K0 = Q(

√
d), d < −4, H, h the class numbers of K and K0 respectively, R the

regulator of K and W the number of roots of unity in K. Then for Hwe have
the formula

H
h
=

W
2
· ∆

R

where∆ = |(log |ρ(k)
l |

1/12h)|, l, k = 1,2, . . . ,h−1 andρ(k)
l are conjugates of h−1

independent unitsρ1, . . . , ρh−1 in K, as found above.

Example.We shall taked = −5, i.e.K0 = Q(
√
−5).

The class numberh of K0 is 2. The absolute class fieldK is then a bi-
quadratic field and is given byK0(

√
−1) = Q(

√
−5,
√
−1). Further,

Q(
√

5,
√
−1) = K

)
2

Q(
√
−5) = K0

)
2

Q

W = 4 and the fundamental unit isǫ = (1+
√

5)/2. We takeA1, A2(= E)
to be the two ideal classes ofK0 and the unitǫ1 = ǫ−1. The bases for the two
ideal representatives are given bybA1 = [1, (1+

√
−5)/2] andbA2 = [1,

√
−5].

(Refer to the example on page 71. Then from the above, we have

|ρ1| =


2|η(
√
−5)|4

∣∣∣∣∣η
(

1+
√
−5

2

)∣∣∣∣∣
4



12

and from (69), we have then|ρ1| = |ǫ1|12. From (76), we gather then that

12.22 · H = 4 · log(|ρ1|)
log(|ǫ1|)

= 4.12 or H = 1.

82

We shall consider, later, class numbers of more general relative abelian
extensions (which are not necessarily unramified) of imaginary quadratic fields
by using Kronecker’s second limit formula.
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3 The Kronecker Limit Formula for real quadratic
fields and its applications

In the last section, we applied Kronecker’s first limit formula to determine the
constant term in the expansion ats = 1 of the zeta-functionζ(s,A) associated
with an ideal classA of an imaginaryquadratic field overQ. In what follows,
we shall consider first, a similar problem for areal quadratic fieldK0 = Q(

√
d),

d > 0. This problem which is more difficult, was solved by Hecke in his paper,
“ Über die Kroneckersche Grenzformel für reelle quadratische K̈orper und die
Klassenzahl relativ-abelscher Körper”. We shall, however, follow a method
slightly different from Hecke’s.

We start from the series

f (z, s) = ys
∞∑′

m,n=−∞
−|m+ nz|−2s,

with z = x + iy, y > 0 and s = σ + it, σ > 1. It is easy to verify that
f (z, s) is a ‘non-analytic modular function’, i.e. for a modular transformation
z→ z∗ = (αz+ β)/(γz+ δ), we havef (z∗, s) = f (z, s).

We now make a remark which will not be used later, but which is interesting
in itself, namely,f (z, s) satisfies the partial differential equation

y2∆ f = s(s− 1) f (77)

where∆ = (∂2/∂x2) + (∂2/∂y2) is the Laplace operator.
For proving this, let us first observe that ifF(z,w) is a complex-valued

function, twice differentiable inz andw and if (z,w) → (z∗,w∗) wherez∗(αz+
β)(γz+ δ)−1, w∗ = (αw+ β)(γw+ δ)−1 with α, β, γ, δ real andαδ− βγ = 0, then 83

it can be shown directly by computation that

(z− w)2∂
2(F(z,w))
∂z∂w

= (z∗ − w∗)2∂
2F(z∗,w∗)
∂z∗∂w∗

.

Settingw = zandαδ−βγ > 0, we see thaty2∆ is an operator invariant under the
transformationz→ z∗. Now consider the functionys. It satisfies the equation

y2∆(ys) = s(s− 1)ys.

If we use the invariance property ofy2∆, then we see that

y2∆(y∗s) = s(s− 1)y∗s.
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Sincey∗ = (αδ − βγ)y · |γz+ δ|−2, we have

y2∆(ys|γz+ δ|−2s) = s(s− 1)ys|γz+ δ|−2s

whereγ, δ are real numbers not both zero.
It is now an immediate consequence thatf (z, s) satisfies the equation (77).

In fact, it also follows that the seriesys ∑′
(m,n)
|m+ nz|−2se2πi(mu+nv) satisfies the

differential equation (77).
We shall now derive some properties of a functionF which satisfies the

equation (77).
Suppose the functionF itself can be written in the form,

F = (F−1)/(s− 1)+ F0 + F1(s− 1)+ · · · ;

then on settings(s− 1)F = (s− 1)2F− + (s− 1)F in (77)= and by comparing
coefficients, we obtain the recurrence relation

y2∆Fn = Fn−1 + Fn−2,n = 0,1,2, . . . ,

whereF−2 = 0.
Now, consider the functionf (z, s). From Kronecker’s first limit formula,

F−1 = π and from the above recurrence relation, we obtainy2∆F0 = π. If we
write F0 = −π logy+G, theny2∆G = 0. In other words,G = F0 + π logy is a
potential function. This is also explained by the fact that

G = 2π(C − log 2− log |η(z)|2).

84

For the functionF(z, s) = ys∑′
m,n |m+ nz|−2se2πi(mu+nv), from Kronecker’s

second limit formula,F−1 = 0 so thaty2∆F0 = 0, i.e.F0 is a potential function,
which can also be seen directly from the expression forF0.

These remarks stand in connection with the work of Maass and Selberg on
Harmonic analysis.

Now, let
(
α β
γ δ

)
be the matrix of a hyperbolic substitution having two real

fixed pointsω, ω′(ω , ω′), both being finite. We shall assume without loss of
generality, thatω′ < ω. Setu = (z−ω)(z−ω′)−1. Thenu∗ = (z∗−ω)(z∗−ω′)−1.
The transformationz→ z∗ corresponds to the transformationu→ u∗ = λuwith
λ, a positive real constant, 1. We can also assume without loss of generality
thatλ > 1 (otherwise, we may take the inverse substitution). If we introduce a
new variablev,by definingu = λv, then the transformationu→ u∗ = λu goes
over tov→ v∗ = v+ 1.



Applications to Algebraic Number Theory 77

Consider a non-analytic functionf of z, invariant under the substitution
z→ z∗ = (αz+ β)(γz+ δ)−1. Then f considered as a function ofv, has period
1. If v = v1 + iv2, then f (z) = g(v1, v2) has period 1 inv1.

Now |u| = λv1 or v1 =
log |u|
logλ

so thate2πiv1 = |u|2πi/ logλ. If g(v1, v2) possesses

a valid Fourier expansion with respect tov1, it is of the form

f (z) = g(v1, v2) =
∞∑

n=−∞
cn(v2)e2πinv1

=

∞∑

n=−∞
c∗n

(u
u

)
|u|2πin/ logλ (78)

sincev2 =
logu/u
2i logλ

. In general, the Fourier coefficientsc∗n in (78), are not

constants but ifu has a constant argument, i.e. ifu/u is a constant, thenc∗n are
constants.

We shall compute the Fourier coefficientsc∗n of f (z, s) in the case whenω,
ω′ come from a real quadratic fieldK0 = Q(

√
d) with discriminantd > 0. It

is interesting to see that upto certain factors,the Fourier coefficients are just 85

Hecke’s “zeta-functions with Grössencharacters”ssociated withK0.
Supposeǫ is a non-trivual (, ±1) unit in K0. Let [ω,1] be an integral basis

of an idealb in K0. Without loss of generality, we may suppose thatω > ω′

(otherwise−ω has this property!).
Now (ǫ)b = b so thatǫω = αω + β, ǫ = γω + δ with rational integersα, β,

γ, δ. We may also write
(
α β

γ δ

) (
ω ω′

1 1

)
=

(
ω ω′

1 1

) (
ǫ 0
0 ǫ′

)

It follows then thatαδ − βγ = ǫǫ′ = ±1. In the caseαδ − βγ = 1, defineu

such thatz =
ωu+ ω′

u+ 1
or if z∗ =

αz+ β
γz+ δ

, thenz∗ =
ωu∗ + ω′

u∗ + 1
; in other words,

u =
z− ω′

ω − z
andu∗ = ǫ2u. If αδ − βγ = N(ǫ) = −1, defineu =

z− ω′

ω − z
and

if z∗ =
αz+ β
γz+ δ

, u∗ = −ǫ2u. Sincez→ z∗ is a hyperbolic transformation, the

pointsω′, z, z∗, ω lie on the same segment of a circle in the caseN(ǫ) = 1. We
may assume without loss of generality, thatz∗ lies to the right ofz, or otherwise,
we can take the reciprocal substitution. We have thenǫ2 > 1, sinceǫ > ǫ′, as
a consequence of our assumption thatz∗ lies to the right ofz · ǫ itself might be
positive or negative. Ifǫ is negative, we take instead ofα, β, γ, δ, the integers
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−α, −β, −γ, −δ so that we secure finally thatǫ > 1. In the second case, when
N(ǫ) = −1, if z lies on the small segmentω′λω (see figure),z∗ would lie on
the big segmentω′µω which is the complement of the small segment obtained
by reflecting the original one onω′ω. If we takez on the semicricleω′vω on
ω′ω as diameter, thenzandz∗ would lie on the same segment. So, in this case,
under the same argument,ǫ > 1.

In either case,ǫ > 1 and consequentlyǫ′ < 1 so thatǫ − ǫ′ > 0. But 86

ǫ − ǫ′ = γ(ω − ω′) implies thatγ > 0.
Now, if z lies onω′vω, u is purely imaginary with argu = π/2. On setting

u = u′i, we obtain the transformationu′ → u′∗ = ǫ2u′; u′ is real and positive.
Hereafter we need not distinguish between the two cases.

If we definev such thatu = ǫ2v (writing u instead ofu′) then u → u∗

becomesv → v + 1. The functionf (z, s) = ys∑′
m,n|m+ nz|−2s, is invariant

under the modular substitutionz→ (αz+ β)(γz+ δ)−1 and hence as a function
of v, it has period 1. It has a valid Fourier expansion inv of the form f (z, s) =
∞∑

k=−∞
ake2πikv. Now

ak =

∫ 1

0
f (z, s)e−2πikvdv

=
1

2 logǫ

∫ ǫ2

1
f (z, s)u−πik/ logǫ du

u
.

On changing the variable fromu to z, the seriesf (z, s) being uniformly
convergent on the corresponding segment ofω′vω, we may interchange inte-
gration and summation and obtain

ak =
1

2 logǫ

∑

m,n

∫ ǫ2

1

ys

|m+ nz|2s
u−πik/ logǫ du

u
.
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From the relationz=
ωui + ω′

ui + 1
it follows that

y =
u(ω − ω′)

u2 + 1
andm+ nz=

(m+ nω)ui + (m+ nω′)
ui + 1

Settingβ = m+ nω thenβ ∈ b sincem andn are both rational integers and
ω − ω′ = N(b)

√
d. Then our integral becomes

ak =
1

2 logǫ
(N(b))sds/2

∑

b|β,0

∫ ǫ2

1

(
u

β2u2 + β′2

)s

u−πik/ logǫ du
u
.

To bring the right hand-side to proper shape again, we use an idea of Hecke.
We shall now get rid ofβ in the integrand by introducingU = u|β/β′|. The 87

integral then reduces to

∣∣∣∣∣
β

β′

∣∣∣∣∣
πik/ logǫ

|N(β)|−s
∫ |(βǫ/β′ǫ′)|

|β/β′ |

us−(πik/ logǫ)

(u2 + 1)s
du
u
,

on writing u instead ofU. For two elementsβ, γ, , 0, (β) = (γ) implies that
γ = ±βǫn, n = 0,±1,±2, . . . with ǫ > 1, being the fundamental unit inQ(

√
d).

Then

|γ| = |βǫn|, |γ′| = |β′ǫ′n| and
∣∣∣∣∣
γ

γ′

∣∣∣∣∣ =
∣∣∣∣∣
βǫn

β′ǫ′n

∣∣∣∣∣ .

We have therefore, on taking into accountγ = βǫn of γ = −βǫn,

∑

b|β,0

∫ |(βǫ/β′ǫ′)|

|β/β′ |

us−(πik/ logǫ)

(u2 + 1)s
du
u

= 2
∑

b|(β),0

∞∑

n=−∞

∫ |(βǫn+1/β′ǫ′n+1)|

|(βǫn/β′ǫ′n)|

us−(πik/ logǫ)

(u2 + 1)s
du
u
.

Now sinceǫ > 1, the intervals (|β/β′) · ǫ2n, |β/β′| · ǫ2(n+1)) fill out the half-
line (0,∞) exactly once, without gaps and overlaps, asn tends to−∞ on one
side and+∞ on the other side. Hence we have

2
∞∑

n=−∞

∫ |(βǫn+1/β′ǫ′n+1)|

|(βǫn/β′ǫ′n)|

us−(πik/ logǫ)

(u2 + 1)s
· du

u
= 2

∫ ∞

0

us−(πik/ logǫ)

(u2 + 1)s
· du

u
,

and

2
∫ ∞

0

us−(πik/ logǫ)

(u2 + 1)s
du
u
=

Γ

(
s
2
− πik

2 logǫ

)
Γ

(
s
2
+

πik
2 logǫ

)

Γ(s)
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Therefore, we have

ak =

∫ 1

0
f (z, s)e−2πikvdv

=
1

2 logǫ
(N(b))sds/2

Γ

(
s
2
− πik

2 logǫ

)
Γ

(
s
2
+

πik
2 logǫ

)

Γ(s)
×

×
∑

b|(β),0

∣∣∣∣∣
β

β′

∣∣∣∣∣
πik/ logǫ

|N(β)|−s,

since the expression under the summationΣ does not change for associated88

elementsβ andγ.
Upto a product ofΓ-factors, the Fourier coefficientsak are Dirichlet series.
For k = 0,

a0 =

∫ 1

0
f (z, s)dv=

1
2 logǫ

Γ2
( s
2

)

Γ(s)
ds/2

∑

a∈A
(N(a))−s

=
1

2 logǫ

Γ2
( s
2

)

Γ(s)
ds/2ζ(s,A),

whereA denotes the ideal class ofb−1 in the wide sense. Ifk , 0, we define
for σ > 1,

ζ(s, χ̂,A) =
∑

a∈A
χ̂(a)(N(a))−s

= (̂χ(b))−1
∑

a∈A
ab=(β)

χ̂((β))(N(a))−s;

The functionζ(s, χ̂,A) is called the zeta-function of the classA and associated
with the Gr̈ossencharacter̂χ, which is defined as follows:

The character̂χ is defined on principal ideals (β) of K0 as

χ̂((β)) =
∣∣∣∣∣
β

β′

∣∣∣∣∣
πik/ logǫ

(̂χ((β)) is independent of the generatorβ by definition). Then̂χ is extended to
all idealsi as follows: If ik = (v), definêχ(i) as ahth root of χ̂((v)) so that

χ̂(ih) = χ̂((v)) =
∣∣∣∣∣
v
v′

∣∣∣∣∣
πik/ logǫ
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It is clear that̂χ is multiplicative. 89

We have now

χ̂(b)ζ(s, χ̂,A) =
∑

a∈A
ab=(β),(0)

χ̂((β))(N(a))−s

= (N(b))s
∑

b|(β),(0)

χ̂((β))|N(β)|−s,

so that we may rewrite the expression forak as follows:

ak =
2 logǫ

d

s/2Γ

(
s
2
− πik

2 logǫ

)
Γ

(
s
2
+

πik
2 logǫ

)

Γ(s)
χ̂(b)ζ(s, χ̂,A).

One can make some applications from the nature of the Fouriercoefficients
ak.

We know that the functionf (z, s) satisfies the following functional equa-
tion, viz.

π−sΓ(s) f (z, s) = π−(1−s)Γ(1− s) f (z,1− s).

One can then show that from the analytic continuation off (z, s) it follows
that theFourier coefficients ak as functions of s have also analytic continua-
tions into the whole s-plane and satisfy a functional equation similar to the
above. In the particularcase, whenk = 0, it follows that

π−sds/2Γ2
( s
2

)
ζ(s,A) = π−(1−s)d(1−s)/2Γ2

(
1− s

2

)
ζ(1− s,A).

Hence, for the zeta-functionζk0(s) =
∑
A
ζ(s,A), we have

π−sds/2Γ2
( s
2

)
ζK0(s) = π

−(1−s)d(1−s)/2Γ2

(
1− s

2

)
ζK0(1− s).

This was discovered first, by Hecke, who also introduced the zeta-functions
with Grössencharacters and derived a functional equation for the same.

We shall now use Kronecker’s first limit formula to study the behaviour of 90

ζ(s,A) at s= 1.
From Kronecker’s first limit formula, we have

f (z, s) =
π

s− 1
+ 2π(C − log 2− log

√
y|η(z)|2 + · · · ).
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It can be shown that the series on the right can be integrated term by term with
respect tov (after transformingz into v) in the interval (0,1), i.e.

∫ 1

0
f (z, s)dv=

1
2 logǫ

Γ2
( s
2

)

Γ(s)
ds/2ζ(s,A)

=
π

s− 1
+ 2π(C − log 2)− 2π

∫ 1

0
log(
√

y|η(z)|2)dv+ · · · .

It follows therefore that the function on the left has a pole at s = 1 with
residueπ and the constant term in the expansion is provided by the integral
which cannot in general be computed. It is to be noted here that in the case of
the imaginary quadratic field, we had only the integrand on the right side and
the argumentz was an element of the field, but herez is a (complex) variable.
One cannot get rid of the integral even if one uses the series expansion for the
integrand.

The above formula was found by Hecke and is theKronecker limit for-
mula for a real quadratic field . One can also considerak for k , 0 and obtain
a similar formula.

Changing this integral to a contour integral, we shall laterobtain an ana-
logue of Kronecker’s solution of Pell’s equation in terms ofelliptic functions.

We have now, for realv,

a0 =

∫ 1

0
f (z, s)dv=

∫ v+1

v
f (z, s)dv

=
1

2 logǫ

Γ2
( s
2

)

Γ(s)
ds/2ζ(s,A).

Using the Legendre formula 91

Γ

( s
2

)
Γ

(
s+ 1

2

)
=
√
π21−sΓ(s),

we obtain

Γ(s)

Γ2
( s
2

) = Γ(s)

Γ2
( s
2

)
Γ2

(
s+ 1

2

)

Γ2

(
s+ 1

2

) =
Γ2

(
s+ 1

2

)

π22(1−s)Γ(s)
.

But on the other hand,

Γ2

(
s+ 1

2

)

Γ(s)
= 1+ terms in (s− 1)2,
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so that we have

ζ(s,A) = 2 logǫd−s/2 Γ(s)

Γ2
( s
2

)
∫ v+1

v
f (z, s)dv

=
2 logǫ

π
√

d
(22d−

1
2 )(s−1)(1+ terms in (s− 1)2)

∫ v+1

v
f (z, s)dv.

By setting (22d−
1
2 )(s−1) = e(s−1)(2 log 2−2 log

4√
d) and expanding it in powers of (s−

1), and applying Kronecker’s first limit formula forf (z, s), we obtain finally,

ζ(s,A) =
2 logǫ

π
√

d
(1+ (s− 1)(2 log 2− 2 log

4√
d) + · · · )×

×
(

1
s− 1

+ 2C − (2 log 2− 2 log
4√
d)−

−2
∫ v+1

v
log(
√

y
4√
d|η(z)|2)dv+ · · ·

)
,

i.e.

ζ(s,A) =
2 logǫ
√

d

(
1

s− 1
+ 2C − 2

∫ v+1

v
log(
√

y
4√
d|η(z)|2)dv+ · · ·

)
. (79)

From this, we deduce thatζ(s,A) has a pole ats= 1 with residue
2 logǫ
√

d
which 92

is independent of the ideal classA. This result was first discovered by Dirichlet.
It would be nice if one could compute the integral and expressit in terms

of an analytic function, but it looks impossible. We shall only simplify it to a
certain extent by converting it into a contour integral.

From the substitutionui =
z− ω′

ω − z
follows that

u = Im

(
z− ω′

ω − z

)
=

y(ω − ω′)
(z− ω)(z− ω)

and similarly

u−1 =
y(ω − ω′)

(z− ω′)(z− ω′) .

On multiplying the two, we have

1 =
y2

{
(z− ω)(z− ω′)

ω − ω′

}{
(z− ω)(z− ω′)

ω − ω′

} . (80)
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Consider now the expression

F(z) =
(z− ω)(z− ω′)

N(b)
= az2 + bz+ c. (81)

We then claim thata, b, c are rational with (a,b, c) = 1 andb2−4ac= d. From
Kronecker’s generalization of Gauss’s theorem on the content of a product of
polynomials with algebraic numbers as coefficients, we have for the product
(ξ − ωη)(ξ − ω′η), (1,−ω)(1,−ω′) = (1,−(ω + ω′), ωω′) or in other words,
bb′ = (1, λ, µ) whereλ andµ are rational, i.e.

(
1

N(b)
,
λ

N(b)
,
µ

N(b)

)
= 1.

But, from our definition ofF(z), a =
1

N(b)
, b =

λ

N(b)
, c =

µ

N(b)
so that

(a,b, c) = 1. The discriminant ofF(z) is

b2 − 4ac=
(ω + ω′)2 − 4ωω′

N(b)2
=

(ω − ω′)2

N(b)2
= d.

Furthera =
1

N(b)
> 0. We can then show that the class of the quadratic form93

F(z) is uniquely determined by the ideal classA.
From (80) it follows thaty2d = F(z) · F(z) or equivalently,

√
y

4√
d =

4
√

F(z) · F(z).
Now, for the integral in (79), we have

−4 logǫ
√

d

∫ v+1

v
log(
√

u
4√
d|η(z)|2)dv= 2

∫ z∗

z
log(| 4

√
F(z)η(z)|2)

dz
F(z)

,

since, by definition ofv,

dv=
−
√

d
2 logǫ

· dz
F(z)

and the transformationv→ v+ 1 corresponds toz→ z∗ on the segment of the
orthogonal circle. On the right side,zmay be taken arbitrarily on the segment.

Thus, letA be an ideal class, in the wide sense, ofK0 = Q(
√

d), d > 0 and
b an ideal inA with an integral basis [1, ω], ω > ω′. Corresponding tob, let(
α β
γ δ

)
be defined as onp. 85 and let forz ∈ h, z∗ = (αz+ β)(γz+ δ)−1. Let,

further,ǫ > 1 be the fundamental unit inK0. Then we have
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Theorem 8(Hecke). For the zeta-functionζ(s,A) associated with the class A,
we have the limit formula

lim
s→1

(
ζ(s,A) − 2 logǫ

√
d

1
s− 1

)
=

4C logǫ
√

d
+ 2

∫ z∗

z
log(| 4

√
F(z)η(z)|2)

dz
F(z)

,

where the integration is over a segment zz∗ of the semicircle onω′ω as diameter
and F(z) is defined by(81).

Now, the question arises whether one could transform the integral in such a 94

way that it is independent of the choice ofz and also the path of integration. It
is possible to do that, by the method of Herglotz who reduced this to an integral
involving simpler functins thanη(z).

If N(ǫ) = 1, then the transformationv → v + 1 is equivalent toz→ z∗ =
αz+ β
γz+ δ

with
(
α β
γ δ

)
, a modular matrix.

If N(ǫ) = −1, on replacingǫ by ǫ2, N(ǫ2) = 1 and the transformation

v→ v+ 1 goes over to the transformationz→ α′z+ β′

γ′z+ δ′
with

(
α′ β′

γ′ δ′

)
a modular

matrix. Further, because of the periodicity off (z, s),

∫ v+2

v
f (z, s)dv= 2

∫ v+1

v
f (z, s)dv

so that we may assume without loss of generality thatN(ǫ) = 1.
Now, the behaviour of4

√
F(z) · η(z) under a modular substitution can be

studied. We know thatη(z∗) = ρ
√
γz+ δη(z) whereρ is a 24th root of unity.

Further,

(z∗ − ω)(z∗ − ω′) = (z− ω)(z− ω′)
(γz+ δ)2

if one uses the fact thatω = ω∗ andγω + δ = ǫ.
From these two, it follows that

4
√

F(z∗) = κ
4
√

F(z)
√
γz+ δ

with κ, a 4th root of unity. Therefore

4
√

F(z∗)η(z∗) = ρκ 4
√

F(z)η(z). (82)

(We emphasize here that (82) holds only for a hyperbolic substitution and a
power of the same, since we have made essential use of the factthatω andω′
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are fixed points of the substitution in obtaining the transformation formula for
F(z).)

Consider the function4
√

F(z)η(z). It is an analytic function having no ze-
ros in the upper half plane so that on choosing a single valuedbranch of 95

log( 4
√

F(z)η(z)), we have a regular function in the upperz-half plane.
Let us denote log4

√
F(z)η(z) by g(v). Then (82) implies thatg(v+1)−g(v) =

2πiλ (say) withλ rational. One can then expressλ by means of the so-called
Dedekind sums. Settingg(v)−2πiλv = h(v), we haveh(v+1) = h(v) possesses

a Fourier development ine2πiv, or in other words,h(v) =
∞∑

n=−∞
cne2πinv, where

cn are constants, sinceh(v) is an analytic function ofv andc0 =
∫ v+1

v
h(v)dv.

Herev lies in a certain strip enclosing the real axis.

Now, consider the complex integralc0 =
∫ v+1

v
h(v)dv. Herev is, in general,

complex and the path of integration may be any curve betweenv andv+1 lying
in the strip in which the Fourier expansion is vaid. We have

−
√

d
2 logǫ

∫ z∗

z
log(| 4

√
F(z)η(z)|2)

dz
F(z)

= 2
∫ v+1

v
Re (g(v))dv (v real)

= 2 Re

(∫ v+1

v
h(v)dv

)

= 2 Re (c0).

The computation of the integral on the left side therefore reduces to the de-
termination ofc0, which in turn is independent ofv and the path of integration.
The trick for computing the integral is to convert it into an infinite integral by
letting z → ∞ andz∗ → α/γ. Expandingg(v) in an infinite series, one can
express this infinite integral as a definite integral of an elementary function.
(See G. Herglotz.)

We shall now obtain an analogue of Kronecker’s solution of Pell’s equation
in this case. Let us define

g(A) = 2
∫ z∗

z
log(| 4

√
F(z)η(z)|2)

dz
F(z)

. (83)

Then, associated with a characterχ of the ideal class group (in the wide sense),
we have

L(s, χ) =
∑

A

χ(A)ζ(s,A),

the summation running over all wide classesA. 96
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From (79), we obtain, forχ , 1, the expansion,

L(s, χ) =
∑

A

χ(A)g(A) + terms involving (s− 1). (84)

Before proceeding to derive the analogue of Kronecker’s solution of Pell’s
equation from the above, we shall examine under what conditions, a genus
character, which is a character of the narrow class group ofQ(

√
d), is also

a character of the wide class group. Letχ be a genus character, defined as
follows: If d = d1d2, then for all idealsa with (a,d1) = (1), χ is defined by

χ(a) =

(
d1

N(a)

)
. (We may suppose without loss of generality thatd1 is odd).

Now, in general,χ is not a character of the wide class group. It will be so, if
χ((α)) = 1 for all integersα with (α,d1) = (1). For elementsα with N(α) > 0,
this is true by the definition ofχ.

If N(α) < 0, then

χ((α)) =

(
d1

N((α))

)
=

(
d1

−N(α)

)
= 1

for all α, if it is true for one suchα.

Takeα = 1+
√

d so thatN(α) = 1−d < 0. We need examine only

(
d1

d − 1

)
,

d1 being odd. Then

(
d1

d − 1

)
=

(
d − 1

d1

)
=

(
−1
d1

)
=


+1 if d1 > 0

−1 if d1 < 0.

Sinced is positive, either bothd1, d2 are positive or both are negative. In
the former case,χ continues to be a character of the wide class group and in
the latter case, it is no longer a character of the wide class group.

Case (i). Let us assume, thatboth d1 and d2 are positive.Then the genus
characterχ as defined above, is also a wide class character.

We have a decomposition ofL(s, χ) due to Kronecker, from (66) as follows:
L(s, χ) = Ld1(s)Ld2(s) and on taking the values on both sides ats= 1, we obtain 97

L(1, χ) = Ld1(1)Ld2(1).

From (84), we have nowL(1, χ) =
∑
A
χ(A)g(A), summation running over

all wide classesA.
Further

Ld1(1) =
2 logǫ1h1√

d1
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if ǫ1 denotes the fundamental unit ofQ(
√

d1) andh1, the wide class number of
Q(
√

d1) and similarly forLd2(1). Thus as an analogue of Kronecker’s solution
of Pell’s equation as derived in (68), we have the following

Proposition 13. Let χ be a genus character ofQ(
√

d), d > 0, corresponding
to the decomposition d= d1d2(d1 > 0,d2 > 0) of d. Let h1, h2 be the class
numbers andǫ1, ǫ2 the fundamental units ofQ(

√
d1), Q(

√
d2) respectively.

Then
4h1h2 logǫ1 logǫ2 =

√
d
∑

A

χ(A)g(A), (85)

where A runs over all the ideal classes ofQ(
√

d) in the wide sense and g(A) is
defined by(83).

The expression on the right side of (85) is not very simple. Itis not known
whether the number on the left side is rational or irrational. It is probable that
the number on the left side is a complicated transcendental number, so that one
cannot expect a simple value on the right side.

Case (ii). Supposed1 andd2 are both negative. Then again from the de-
composition formula (66), we have

L(1, χ) = Ld1(1)Ld2(1) =
2πh1

w1
√
|d1|

2πh2

w2
√
|d2|
=

4π2h1h2

w1w2

√
d

whereh1, h2 denote the wide class numbers ofQ(
√

d1) andQ(
√

d2), andw1,
w2 the number of roots of unity inQ(

√
d1) andQ(

√
d2) respectively.

We shall see in§ 5 that 98

L(1, χ) =
π2

√
d

∑

B

χ(B)G(B),

B running over all narrow classes ofQ(
√

d) andG(B) being numbers depend-
ing only onB.

We shall further prove thatG(B) are rational numbers which can be realized
in terms of periods of certain abelian integrals of the thirdkind.

We then have, as an analogue of Kronecker’s solution of Pell’s equation,
the following:

4h1h2

w1w2
=

∑

B

χ(B)G(B).

Example.Consider the fieldQ(
√

10) with discriminantd = 40 = 5.8; d1 = 5
andd2 = 8.
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The class number ofQ(
√

10) is 2. Since the fundamental unitǫ = 3+
√

10
has norm−1, the narrow classes are the same as wide classes. We can now
choose the two ideal class representatives as follows

(1) = b1 = [1,
√

10] and b2 =

[
1,

1
2

√
10

]
with N(b2) =

1
2
.

The class numbersh1 andh2 of Q(
√

5) andQ(
√

8) are both 1 and the funda-

mental units are respectively
1+
√

5
2

and 1+
√

2. The only characterχ , 1

has the property thatχ(b1) = 1 andχ(b2) = −1, so that we have from (85), the
following:

2 log


1+
√

5
2

 · log(1+
√

2) =
√

10(g(E) − g(A)).

We shall make a remark for more general applications. Consider the abso-
lute class field ofQ(

√
d) with d > 0. For computing the class number of this

field, one can proceed in the same way, as in the case of an imaginary quadratic
field. For the same, one requires the computation ofL(1, χ) for arbitrary narrow
class characters. This will be done in§ 5, for a special type of characters.

4 Ray class fields over Q(
√

d), d < 0
99

Let K be an algebraic number field of degreen over Q, the field of rational
numbers. Letr1 and 2r2 be the number of real and complex conjugates ofK
respectively, so thatr1 + 2r2 = n. Let K(1), . . . ,K(r1) be the real conjugates
of K and K(r1+1), . . . ,K(n) be the complex conjugates ofK. Let, for α ∈ K,
α(i) ∈ K(i), i = 1,2, . . . ,n, denote the conjugates ofα. Further letf be a given

integral ideal inK. Two numbersγ1 =
α1

β1
, γ2 =

α2

β2
with α1, β1, α2, β2 integral

in K and withβ1β2 coprime tof are(multiplicatively) congruent modulof (in
symbols,γ1 ≡ γ2( mod ∗f) if α1β2 ≡ α2β1( mod f)). If γ1, γ2 are integers in
K, this is the usual congruence modulof.

Let us consider non-zero fractional idealsa of the forma =
b

c
whereb and

c are integral ideals inK coprime tof. These fractional idealsa form, under the
usual multiplication of ideals, an abelian group which we shall denote byGf.
Let Gf be the subgroup ofGf consisting of all principal ideals (α) for which
α > 0 (i.e.α(i) > 0, for i = 1,2, . . . , r1) andα ≡ 1( mod ∗f). It is clear that if
(γ) ∈ Gf andγ ≡ 1( mod ∗f), thenγ might be written asα/β whereα andβ
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are integers inK satisfying the conditions,α > 0, β > 0, α ≡ 1( mod f) and
β ≡ 1( mod f).

The quotient groupGf/Gf is a finite abelian group called theray class group
modulof; its elements are calledray classes modulof. Two idealsa andb inGf
areequivalent modulof(a ∼ b mod f) if they lie in the same ray class modulo
f, i.e. a = (γ)b with (γ) ∈ Gf.

If r1 = 0 andf = (1), equivalence modulof is the usual equivalence in the
wide sense and the ray class group modulof is the class group ofK in the wide
sense. Ifr1 = 2, r2 = 0 (i.e. K is a real quadratic field) andf = (1), then the
equivalence modulof is the equivalence in the narrow sense and the ray class
group is the class group ofK in the narrow sense. Letχ be a character of the
group of ray classes modulof. Then associated withχ, we define forσ > 1,
theL-series

L(s, χ) =
∑

a,0

χ(a)(N(a))−s

whereN(a) is the norm ofa in K and the summation is extended over all inte-
gral idealsa coprime tof. It is clear thatL(s, χ) is a regular function ofs for 100

σ > 1. Moreover, due to the multiplicative character ofχ, we have forσ > 1,
an Euler-product decomposition forL(s, χ), namely

L(s, χ) =
∏

p|f
(1− χ(p)(N(p))−s)−1

where the infinite product is extended over all prime idealsp coprime tof.
Hecke has shown thatL(s, χ) can be continued analytically as a meromor-

phic function ofs in the wholes-plane and that whenχ is a “proper” character,
there is a functional equation relatingL(s, χ) with L(1 − s, χ), whereχ is the
conjugate character. Ifχ , 1 (the principal character), thenL(s, χ) is an entire
function of s. If χ = 1 andf = (1), thenL(s, χ) is the Dedekind zeta function
of K.

We are interested in determining the value ats = 1 of L(s, χ), in the case
whenK is a real or imaginary quadratic number field andχ is not the principal
character. For this purpose, we need to apply Kronecker’s second limit for-
mula. Later, we shall use this for the determination of the class number of the
“ray class field” ofK, corresponding to the idealf.

First we shall investigate the structure of a ray class characterχ. Letα and

β(, 0) be integers coprime tof such thatα = β( mod f). Thenγ =
α2

β2
satisfies

γ = 1( mod ∗f) andγ > 0 so thatχ((γ)) = 1 i.e.χ((α2)) = χ((β2)). In other
words,

χ((α)) = ±χ((β)) or χ((α/β)) = ±1.
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Let L be the multiplicative group ofλ , 0 in K. Corresponding to a ray
class characterχ modulof, we define a characterv of L as follows. Forλ ∈ L,
we find an integerα ∈ K such thatα ≡ 1( mod f) andαλ > 0 and define
v(λ) = χ((α)). It is first clear thatv(λ) is well-defined; for, ifv(λ) = χ((β))
for another integerβ ∈ K satisfying the same conditions, then we see at once

that
α

β
≡ 1( mod ∗f) and

α

β
> 0 and soχ((α)) = χ((β)). It is easily verified

that v(λµ) = v(λ)v(µ). Moreover,v(λ) = ±1; for, λ2 > 0 and by definition,
v(λ2) = χ((α)) for α satisfyingα ≡ 1( mod f) andα > 0 so that (v(λ))2 = 101

v(λ2) = χ((α)) = +1. We shall callv(λ), acharacter of signature.
Consider the subgroupB of L consisting ofλ > 0. Clearlyv(λ) = 1 for all

λ ∈ B. Thusv(λ) may be regarded as a character of the quotient groupL/B.
Now L/B is an abelian group of order 2r1 exactly, since one can findλ ∈ L for
which the real conjugatesλ(i), i = 1,2, . . . , r1, have arbitrarily prescribed signs.
Also, there are 2r1 distinct charactersu of L/B defined by

u(λ) =
r1∏

i=1

(
λ(i)

|λ(i)|

)gi

, gi = 0 or 1, λ ∈ L.

There can indeed be no more that 2r1 characters ofL/B and hencev(λ) coin-
cides with one of these charactersu, of L/B. We do not however assert that
every characteru of L/B is realizable from a ray class character modulof, in
the manner described above.

Let now γ ∈ K such thatγ ≡ 1( mod ∗f) and (γ) ∈ Gf. By definition,
v(γ) = χ((δ)) for an integerδ such thatδ ≡ 1( mod f) and δγ > 0. But
χ((δ)) = χ((γ)) and hencev(γ) = χ((γ)). Let α andβ(, 0) be two integers
coprime tof such thatα = β( mod f). Thenγ = α/β ≡ 1( mod ∗f) and

χ((α))
χ((β))

= χ((γ)) = v(γ) =
v(α)
v(β)

.

Thus for integralα(, 0) coprime tof, the ratioχ((α))/v(α) depends only on
the residue class ofα modulof and is in fact, a character of the groupG(f) of
prime residue classes modulof. We may denote it byχ(α). Thus

Proposition 14. Any characterχ((α)) of the ray class group modulof may be
written in the form

χ((α)) = v(α)χ(α)

where v(α) is a character of signature andχ(α) is a character of the group
G(f).
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Before proceeding further, we give a simple illustration ofthe above. Let
us takeK to beQ, the field of rational numbers andf to be the principal ideal 102

(|d|) in the ring of rational integers,d being the discriminant of a quadratic field
overQ. For an integerm coprime tod, we define

χ((m)) =



(
d
|m|

)
m
|m| for d > 0

(
d
|m|

)
for d < 0

where

(
d
|m|

)
is the Legendre-Jacobi-Kronecker symbol. The groupGf now

consists of fractional ideals (m/n) wheremandn are rational integers coprime
to d. We extendχ to the ideals (m/n) inGf by settingχ((m/n)) = χ((m))/χ((n)).
Now it is known that ifm≡ n( mod d) andmn is coprime tod, then

(
d
|m|

)
=

(
d
|n|

)
if d > 0

and (
d
|m|

)
m
|m| =

(
d
|n|

)
n
|n| if d < 0

Thus

χ(m) =

(
d
|m|

)
for d > 0

and

χ(m) =

(
d
|m|

)
m
|m| for d < 0

are characters ofG(|d|). Moreoverv(m) =
m
|m| is clearly a character of signa-

ture. It is easily verified thatχ((m/n)) is a ray class character modulo (|d|) and
thatχ((m)) = v(m)χ(m).

Now L(s, χ) =
∑
A

∑
a(a)(N(a))−s, whereA runs over all the ideal classes

in the wide sense anda over all the non-zero integral ideals inA, which are
coprime tof. In the classA−1, we can choose an integral idealbA coprime
to f and abA = (β) whereβ is an integer divisible bybA and coprime tof. 103

Conversely, and principal ideal (β) divisible by bA and coprime tof is of the
form abA, wherea is an integral ideal inA coprime tof. Moreover,χ(bA)χ(a) =
χ((β)) andN(bA) · N(a) = |N(β)|, whereN(β) is the norm ofβ. Thus

L(s, χ) =
∑

A

χ(bA)(N(bA))s
∑

bA|(β)

χ((β))|N(β)|−s
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where the inner summation is over all principal ideals (β) divisible bybA and
coprime tof. SinceA−1 runs over all classes in the wide sense whenA does
so, we may assume thatbA is an integral ideal inA coprime tof. Moreover, in
view of Proposition 14, we have forσ > 1,

L(s, χ) =
∑

A

χ(bA)(N(bA))s
∑

bA|(β)

v(β)χ(β)|N(β)|−s (86)

where nowA runs over all the ideal classes ofK in the wide sense,bA is a fixed
integral ideal inA coprime tof and the inner sum is over all principal ideals
(β) divisible bybA and coprime tof. We may extendχ(β) to all residue classes
modulof by settingχ(α) = 0 for α not coprime tof. Thus we may regard the
inner sum in (86) as extended over all principal ideals (β) divisible by bA. In
order to render the series in (86) suitable for the application of Kronecker’s
limit formula, we have to replaceχ(β) by an exponential of the forme2πi(mu+nv)

occurring in the limit formula. We shall, in the sequel, expressχ(β) as an
exponential sum by using an idea due to Lagrange, which is as follows.

Let x1, . . . , xn be n distinct roots of a polynomialf (x) of degreen, with
coefficients in a fieldK0 containing all thenth roots of unity. Let, further, the
field M = K0(x1, . . . , xn) be an abelian extension ofK0, with galois groupH.
Let us assume moreover that ifσ1, . . . , σn ∈ H, thenxi = xσi

1 i = 1,2, . . . ,n.

Now, if χ is a character ofH, then let us defineyχ =
n∑

i=1
χ(σi)xi . It is clear that

yχ ∈ M and

y
σ j
χ =

n∑

i=1

χ(σi)x
σiσ j

1 = χ(σ j)
n∑

i=1

χ(σiσ j)x
σiσ j

1 = χ(σ j)yχ.

Henceyn
χ ∈ K0. Now, if χ denotes the conjugate character ofχ andσ ∈ H, then

yχ =
n∑

i=1

χ(σiσ)xσiσ

1 = χ(σ)
n∑

i=1

χ(σi)x
σ
i .

If yχ , 0, thenχ(σ) = y−1
χ

n∑
i=1
χ(σi)xσi . We shall use a similar method to express104

χ(β) as an exponential sum whose terms involveβ in the exponent.
First we need the following facts concerning thedifferentof an algebraic

number fieldM of finite degree overQ. Let for α ∈ M, S(α) denote the
trace of α. Let a be an ideal (not necessarily integral) inM and leta∗ be the
“complementary” ideal toa, namely the set ofλ ∈ M, for which S(λα) is a
rational integer for allα ∈ a. It is known thataa∗ is independent ofa and in fact
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aa∗ = (1)∗ = ϑ−1, whereϑ is thedifferentof M. Further clearly (a∗)∗ = a and
N(ϑ) = |d|, whered is thediscriminantof M. These facts can be verified in a
simple way ifM is a quadratic field overQ, with discriminantd. Let [α1, α2]
be an integral basis ofa. The ideala∗ is the set ofλ ∈ M for which S(λα1)
andS(λα2) are both rational integers. Ifα′1, α′2 denote the conjugates ofα1

andα2 respectively, then it is easliy verifed that

[
α′2

α1α
′
2 − α2α

′
1

,
−α′1

α1α
′
2 − α2α

′
1

]

is an integral basis ofa∗. Now α1α
′
2 − α2α

′
1 = ±N(a)

√
d and this means that

a∗ = (1/N(a)
√

d)a′. Since (N(a)) = aa′, we see thata∗ = a−1(1/
√

d) i.e. aa∗ =
(1/
√

d) = ϑ−1. MoreoverN(ϑ) = |d|.
Let us consider now the ideala = f−1ϑ−1 in K; clearlya∗ = f. Let us choose

in the class offϑ, an integral idealq coprime tof. Thenqf−1ϑ−1 = (γ) for γ ∈ K
i.e. (γ)ϑ = qf−1 has exact denominatorf. If K were a quadratic field andf, a
principal ideal, thenfϑ is principal and we may takeq = (1). Weshall consider
γ fixed this way once for all, in the sequel.Let us observe that ifλ ∈ f, S(λγ)
is a rational integer.

With a view to expressχ(β) as an exponential sum, we now define the sum

T =
∑

λ mod f

χ(λ)e2πiS(λγ) (87)

whereλ runs over a full system of representatives of residue classes modulo
f; for f = (1), clearlyT = 1. We see thatT is defined independently of the105

choice of representativesλ, for, if µ runs over another system of representatives
modulof, thenλ ≡ µ( mod f) in some order and in this case,χ(λ) = χ(µ) and
e2πiS(λγ) = e2πiS(µγ) sinceS((λ−µ)γ) is a rational integer. Moreover, in this sum,
λ may be supposed to run only over representatives of elementsof G(f), since
χ(α) = 0, for α not coprime tof. The sums of this type were first investigated
by Hecke; similar sums for the case of the rational number field have been
studied by Gauss, Dirichlet and for complex charactersχ, by Hasse.

Let α be an integer inK coprime tof. Thenαλ runs over a complete set of
prime residue classes modulof whenλ λ does so. Thus

T =
∑

λ mod f

χ(αλ)e2πiS(αλγ)

= χ(α)
∑

λ mod f

χ(λ)e2πiS(αλγ),

i.e.
Tχ(α) =

∑

λ mod f

χ(λ)e2πiS(αλγ). (88)
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We shall presently see that (88) is true even forα not coprime tof and that
T , 0, whenχ is a so-calledpropercharacter ofG(f).

Let g be a proper divisor off andψ, a character ofG(g). We may extend
ψ into a characterχ of G(f) by settingχ(λ) = ψ(λ) for λ coprime tof and
χ(λ) = 0, otherwise. We say that a characterχ of G(f) is proper, if it is not
derivable in this way from a character ofG(g) for a proper divisorg of f.

A ray class characterχ modulof is said to beproper if the associated char-
acterχ of G(f) is proper;χ is then said to havef asconductor.

Let χ be a ray class character modulof and letg be a proper divisor of
f. Moreover let for integersα, β coprime tof such thatα ≡ β( mod g) and
αβ > 0,χ(α) = χ(β). We can associate withχ, a ray class characterχ0 modulo
g as follows. Ifp is a prime ideal coprime tof, defineχ0(p) = χ(p). If p is a
prime ideal coprime tog but not tof, we can find a numberα such thatα ≡ 1(
mod ∗g), α > 0 and (α)p is coprime tof. We then setχ0(p) = χ((α)p). We
see thatχ0 is well-defined for all prime ideals coprime tog and we extendχ0 106

multiplicatively to all ideals in the ray classes modulog. Clearly,χ0 is a ray
class character moduloG and for integralα coprime tog, χ0((α)) = χ0(α)v(α),
whereχ0(α) is the associated character ofG(g) andv(α) is the same signature
character as the one associated withχ. We now say the ray class character
χ modulo f having the property described above with respect tog, hasg as
conductor, if the associatedχ0 hasg as conductor. Letfrom now on, χ be a
properray class character modulof. Sinceχ(α) = 0 for α not coprime tof, all
we need to prove (88) for properχ and forα not coprime tof is to show that the
right hand side of (88) is zero. Letb be the greatest common divisor of (α) and
f and letg = fb−1. Sinceχ is proper, it is not derivable from any character of
G(g). In other words, there exist integersλ andµ coprime tof such thatλ ≡ µ(
mod g) andχ(λ) , χ(µ). Otherwise, if for all integersλ andµ coprime tof
and for whichλ ≡ µ( mod g) it is true thatχ(λ) = χ(µ), then we can define
a characterχ0 of G(g) such that forλ coprime tof, χ(λ) = χ0(λ) which is a
contradiction. Thus we can find integersµ andν coprime tof such thatµ ≡ v(
mod g) andχ(µ) , χ(v). Now clearly

∑

λ mod f

χ(λ)e2πiS(αλγ) =



χ(µ)
∑

λ mod f
χ(λ)e2πiS(αλγµ)

χ(v)
∑

λ mod f
χ(λ)e2πiS(αλγν).

(89)

Further sinceαµ ≡ αν( mod f), S(αλγ(µ − ν)) is a rational integer and hence
∑

λ mod f

χ(λ)e2πiS(αλγµ) =
∑

λ mod f

χ(λ)e2πiS(αλγν).
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But sinceχ(µ) , χ(ν), we see from (89), that
∑

λ mod f

χ(λ)e2πiS(αλγ) = 0.

Hence (88) is true forall integral α.
We now proceed to prove theT , 0. In fact, using (89), we have

TT = T
∑

α mod f

χ(α)e−2πiS(αγ)

=
∑

λ mod f

χ(λ)
∑

α mod f

e2πiS(α(λ−1)γ) (90)

Now if α runs over a complete system of representatives of residue classes 107

modulof, so doesα + ν for every integerν and hence
∑

α mod f

e2πiS(µαγ) = e2πiS(µγν)
∑

α mod f

e2πiS(µαγ)

Thus, if there exists at least one integerν such thatS(µγν) is not a rational
integer,

∑
α mod f

e2πiS(µαγ) = 0. NowS(µγν) is a rational integer for all integersν

if and only if µγ ∈ ϑ−1 i.e. if and only if (µ)qf−1 is integral i.e.µ ∈ f. Thus

∑

α mod f

e2πiS(µαγ) =


0, if µ < f,

N(f), if µ ∈ f.

From this and from (90), we have then|T |2 = N(f), i.e. |T | =
√

N(f). The
determination of the exact value ofT/|T | is of the same order of difficulty as
the corresponding problem for “generalized Gauss sums” considered by Hasse.
We have, finally, for properχ modulof, as a consequence of (88),

χ(β) = T−1
∑

λ mod f

χ(λ)e2πiS(λβγ) (91)

Let us notice thatβ appears in the exponent in the sum on the right-hand side
of (??).

We now insert the value ofχ(β) as given by (??) in the series on the right
hand side of (86). In view of the absolute convergence of the series forσ > 1
and in view of the fact that the sum in (93) is a finite sum, we areallowed to
rearrange the terms as we like. We then obtain forσ > 1 and for a ray class
characterχ modulof with f as conductor,

L(s, χ) =
1
T

∑

λ mod f

χ(λ)
∑

A

χ(bA)(N(bA))s×
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×
∑

bA|(β)

v(β)e2πiS(λβγ)|N(β)|−s. (92)

In (92), λ runs over a full system of representatives of prime residue classes 108

modulof, A over representatives of the ideal classes ofK in the wide sense and
the inner sum is over all principal non-zero ideals (β) divisible bybA.

We shall use (92) to determine the value ofL(s, χ) at s = 1 whenK is a
real or imaginary quadratic field overQ. In this section, we shall consider only
the case whenK is an imaginary quadratic fieldover Q, with discriminant
D < 0. Herev(β) = 1 identically, since there is no nontrivial character of
signature. Moreover, we could assumef , (1), for otherwise,L(s, χ) precisely
the Dedekind zeta function ofK. Let, therefore,f , (1) and letw andwf denote
respectively the number of all roots of unity and of roots of unity ǫ satisfying
ǫ ≡ 1( mod f). From (92), we have forσ > 1,

L(s, χ) =
1

w · T
∑

λ mod f

χ(λ)
∑

A

χ(bA)(N(bA))s×

×
∑

bA|β,0

e2πiS(λβγ)(N(β))−s (93)

where the inner summation is over allβ , 0 in bA.
We now contend that asλ runs over a full system of representatives of the

prime residue classes modulof andbA over a complete set of representatives
(integral and coprime tof) of the classes in the wide sense, then (λ)bA covers
exactly w/wf times, a complete system of representatives of the ray classes
modulof. In fact, letǫ1, . . . , ǫv(v = w/wf) be a complete system of roots of unity
in K, incongruent modulof. The corresponding residue classes modulof form
a subgroupE(f) of G(f). Let λi , i = 1, . . . , r be a set of integers whose residue
classes modulof constitute a full system of representatives of the cosets of
G(f) moduloE(f). Then it is easily verified that whenλ runs over the elements
λ1, . . . , λr andbA over the representatives of the classes in the wide sense, (λ)bA
covers exactly once a full system of representatives of the ray classes modulo
f. Our assertion above is an immediate consequence. Thus, we have from (93),
for σ > 1,

L(s, χ) =
1

Twf

∑

B

χ(bB)(N(bB))s
∑

bB|β,0

e2πiS(βγ)(N(β))−s, (94)

whereB runs over the ray classes modulof andbB is a fixed integral ideal inB 109

coprime tof.
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Let [β1, β2] be an integral basis ofbB; we can assume, without loss of gen-

erality that
β2

β1
= zB = xB + iyB with yB > 0. Then ifβ ∈ bB, β = mβ1 + nβ2 for

rational integersm, n andN(β) = N(β1) × |m+ nzB|2. Moreover,

N(bB)
√
|D| = |β1β2 − β2β1| = 2yBN(β1).

Thus

(N(bB))s
∑

bB|β,0

e2πiS(βγ)(N(β))−s

=

(
2yB√
|D|

)s∑′

m,n

e2πiS((mβ1+nβ2)γ)|m+ nzB|−2s,

where, on the right hand side, the summation is over all ordered pairs of rational
integers (m,n) not equal to (0,0). Let us set nowuB = S(β1γ) andvB = S(β2γ)
and let f be the smallest positive rational integer divisible byf. Then in view
of the fact that (γ)ϑ has exact denominatorf andbB is coprime tof, it follows
thatuB andvB are rational numbers with the reduced common denominatorf .
Sincef , (1), uB andvB are not simultaneously integral. We then have

(N(bB))s
∑

bB|β,0

e2πiS(βγ)(N(β))−s

=

(
2
√
|D|

)s

ys
B

∑′

m,n

e2πi(muB+nvB)|m+ nzB|−2s. (95)

We know that the function ofs defined forσ > 1 by the infinite series on the
right hand side of (95) has an analytic continuation which isan entire function
of s. Its value ats= 1 is given precisely by Kronecker’s second limit formula.
Indeed, by (39), we have

yB

′∑
m,n

e2πi(muB+nvB)|m+ nzB|−2 = −π = −π log
∣∣∣∣∣
ϑ1(vB − uBZB, zB)

η(zB)
eπiu2

BzB

∣∣∣∣∣
2

.

Inserting the factore−πiuBvB of absolute value 1 on the right hand side, we have110

yB

∑′

m,n

e2πi(muB+nvB)|m+ nzB|−2

= −π log
∣∣∣∣∣
ϑ1(vB − uBzB, zB)

η(zB)
eπiuB(uBzB−vB)

∣∣∣∣∣
2

. (96)
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Now we define for real numbersu, v not simultaneously integral andz ∈ H,
the function

ϕ(v,u, z) = eπiu(uz−v)ϑ1(v− uz, z)
η(z)

.

In each ray classB modulof, we had chosen a fixed integral idealbB with

integral basis [β1, β2] and defineduB = S(β1γ), vB = S(β2γ) andzB =
β2

β1
.

Now, the left hand side of (95) depends only on the ray classB. Hence from
(95) and (96), it is clear that log|ϕ(vB,uB, zB)|2 depends only onB and not on
the special choice ofbB or β1, β2.

From (94), (95) and (96) we can now deduce

Theorem 9. If χ is a proper ray class character modulo an integral ideal
f , (1) of Q(

√
D), D < 0, the associated L(s, χ) can be continued analytically

into an entire function of s and its value at s= 1 is given by

L(1, χ) = − 2π

Twf
√
|D|

∑

B

χ(bB) log |ϕ(vB,uB, zB)|2, (97)

where B runs over all the ray classes modulof and T is the sum defined by
(87).

We shall need (97) later for the determination of the class number of the
‘ray class field’ ofQ(

√
D).

By the ray class field(modulof) of an algebraic number fieldk, we mean
the relative abelina extensionK0 of k, with Galois group isomorphic to the
group of ray classes (modulof) in k such that the prime divisors off are the
only prime ideals which are ramified inK0.

We are now interested first in determining the nature of the numbers
ϕ(vB,uB, zB). For this purpose, we observe thatϕ(v,u, z) is a regular function of 111

z in H and we shall study its behaviour whenz is subjected to modular transfor-
mations and the real variablesv andu undergo certain linear transformations.
In fact, using the transformation formula forϑ1(w, z) andη(z) proved earlier
and the definition ofϕ(v,u, z), one easily verifies the following formulae, viz.

ϕ(v+ i,u, z) = −e−πiuϕ(v,u, z),

ϕ(v,u+ 1, z) = −eπivϕ(v,u, z),

ϕ(v+ u,u, z+ 1) = eπi/6ϕ(v,u, z),

ϕ(−u, v,−z−1) = e−πi/2ϕ(v,u, z).

(98)

Now, corresponding to a modular transformationz→ z∗ = (az+ b) · (cz+ d)−1

we definev∗ = av+buandu∗ = cv+du. The last two transformation formulae
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for ϕ(v,u, z) above, merely mean that corresponding to the elementary modular
transformationsz→ z∗ = z+ 1 orz→ z∗ = −z−1, we have

ϕ(v∗,u∗, z∗) = ρϕ(v,u, z),

whereρ is a 12th root of unity. Since these two transformations generate the
modular group, we see that for any modular transformationz→ z∗,

ϕ(v∗,u∗, z∗) = ρϕ(v,u, z) (98)′

whereρ = ρ(a,b, c,d) is a 12th root of unity which can be determined explicitly.
Let (v,u) be a pair of rational numbers with reduced common denominator

f > 1. Let us define forz ∈ H,

Φ(v,u, z) = ϕ12f (v,u, z).

Then as a consequence of the above formulae forϕ(v,u, z), we see thatΦ(v +
1,u, z) = Φ(v,u, z), Φ(v,u + 1, z) = Φ(v,u, z) andΦ(v∗,u∗, z∗) = Φ(v,u, z). If
z→ z∗ = (az+ b)(cz+ d)−1 is a modular transformation of levelf , thenv∗ − v
andu∗ − u are rational integers and in view of the periodicity ofΦ(v,u, z) in v
andu, we see that

Φ(v,u, z) = Φ(v∗,u∗, z∗) = Φ(v,u, z∗).

112

Let (vi ,ui)i = 1,2, . . . ,q run over all the paits of rational numbers lying
between 0 and 1 and having reduced common denominatorf . Then corre-
sponding to each pair (vi ,ui), we have a functionΦi(z) = Φ(vi ,ui , z) which, as
seen above, is invariant under modular transformations of level f . Moreover,
if z→ z∗ = (az+ b)(cz+ d)−1 is an arbitrary modular transformation, then for
somei, v∗j ≡ vi( mod 1) andu∗j ≡ ui( mod 1) so that in view of the periodicity
of Φ(vi ,ui , z) in vi andui we see that

Φi(z
∗) = Φ(vi ,ui , z

∗) = Φ(v∗j ,u
∗
j , z
∗) = Φ(v j ,u j , z) = Φ j(z).

In other words, the functionsΦi(z) are permuted among themselves by an arbi-
trary modular transformation.

Now, Φi(z) is regular inH and invariant under modular transformations
of level f . Moreover,Φi(z) has in the local uniformizere2πiz/ f at infinity, a
power-series expansion with at most a finite number of negative powers. Since
Φi(z∗) = Φ j(z) for somej, we see thatΦi(z) has at most a pole in the local uni-
formizers at the ‘parabolic cusps’ of the corresponding fundamental domain.
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ThusΦi(z) is a modular function of levelf . Since a modular transformation
merely permutes the functionsΦi(z), we see that any elementary symmetric
function of the functionsΦi(z) is a modular function. From the theory of com-
plex multiplications, it can be shown by considering the expansions ‘at infinity’
of the functionsΦi(z), thatΦi(z) satisfies a polynomial equation whose coef-
ficients are polynomials, with rational integral coefficients, in j(z) (the elliptic
modular invariant). Ifz lies in an imaginary quadratic fieldK over Q, it is
known that forz < Q, j(z) is an algebraic integer. SinceΦi(z) depends inte-
grally on j(z), it follows that for suchz, Φi(z) is an algebraic integer. Actually,
from the theory of complex multiplication, one may show thatfor z ∈ K(z < Q),
Φi(z) is an algebraic integer in the ray class field modulof overK. In particular,
the numbersϕ12f (vB,uB, zB) corresponding to the ray classesB modulof in K,
are algebraic integers in the ray class field modulof, overK.

Let nowK0 be the ray class field modulof overK(= Q(
√

D),D < 0). Let
∆, R, W andg be respectively the discriminant ofK0 relative toQ, the regulator 113

of K0, the number of roots of unity inK0 and the order of the Galois group of
K0 overK. Let H andh denote respectively the class numbers ofK0 andK. It is
clear thatK0 has no real conjugates overQ and has 2g complex conjugates over
Q. Moreover|∆| = |D|gN(ϑ), whereN(ϑ) is the norm inK/Q of the relative
discriminantϑ of K0 overK.

From class field theory, we know that

ζK0(s) = ζK(s)
∏

χ0,1

L(s, χ0) (∗)

whereχ runs over all the non-principal ray class characters modulof and if
fχ is the conductor ofχ, thenχ0 is the proper ray class character modulofχ
associated withχ. It is known thatϑ =

∏
χ
fχ. Multiplying both sides of (∗)

above bys− 1 and lettings tend to 1, we have

(2π)g · H · R
W
√
|∆|

=
2πh

w
√
|D|

∏

χ,1

L(1, χ0).

But, from (97), we have

L(1, χ0) = − 2π

T0wfχ
√
|D|

∑

B0

χ0(bB0) log
∣∣∣ϕ (

vB0,uB0, zB0

)∣∣∣2

where
T0 = T0(χ0) =

∑

λ mod fχ

χ0(λ)e2πiS(λγ0),
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γ0 ∈ K is chosen such that (γ0

√
d) has exact denominatorfχ, B0 runs over

all the ray classes modulofχ, bB0 is a fixed integral ideal inB0 coprime tofχ
andwfχ is the number of roots of unity congruent to 1 modulofχ. Witn N(fχ)
denoting the norm inK overQ, of the idealfχ, we have (

∏
χ

N(fχ))|D|g = |∆|. It

is now easy to deduce

Theorem 10. For the class number H of the ray class field modulof over
K = Q(

√
D), D < 0, we have the formula

H
h
=

W
w · R

∏

χ,1

−
√

N(Fχ)

T0wfχ

∑

B0

χ0(bB0) log
∣∣∣ϕ (

vB0,uB0, zB0

)∣∣∣2


Whenf is a rational integral ideal inK, Fueter has derived a ‘similar’ for-114

mula for the class number of the ray class field modulof or the ‘ring class field’
modulof overK, by using a “generalization” of Kronecker’s first limit formula.

Unlike in the case of the absolute class field overK, it is not possible, in
general, (forf , (1)) to write the product

∏
χ,1

occurring in the formula forH/h

above, as a (g− 1)-rowed determinant whose elements are of the form log|η(k)
i |

whereη(k)
i , i = 1,2, . . . ,g − 1 are conjugates of independent unitsηi lying in

K0.

5 Ray class fields over Q(
√

D), D > 0.

Let K be a real quadratic field overQ, with discriminantD > 0. Let f be a
given integral ideal inK andχ(, 1), a proper character of the group of ray
classes modulof in K. As in the case of the imaginary quadratic field, we shall
first determine the value ats = 1 of theL-seriesL(s, χ) associated withχ and
use this later to determine the class number of special abelian extensions ofK.

We start from formula (92) proved earlier, namely, forσ > 1,

L(s, χ) = T−1
∑

λ mod f

χ(λ)
∑

A

χ(bA)×

× (N(bA))s
∑

bA|(β),(0)

v(β)e2πiS(λβγ)|N(β)|−s,

whereA runs over all the ideal-classes ofK in the wide sense,bA is a fixed
integral ideal inA, chosen once for all and coprime tof and the inner sum is
extended over all non-zero principal ideals (β) divisible by bA. Further,χ(λ)
andv(λ) are respectively the character ofG(f) and the character of signature
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associated with the ray class characterχ as in Proposition 14. Besides,γ is a

number inK such that (γ
√

C) has exact denominatorf i.e. (γ) =
q

f(
√

D)
where

(q, f) = (1); the numberγ will be fixed throughout this section.
Let, for α ∈ K, α′ denote its conjugate. We may, in the above, suppose

that [β1, β2] is a fixed integral basis ofbA such that ifω =
β2

β1
, then, without

loss of generality,ω > ω′. We have, then, (ω − ω)|N(β1)| = N(bA) ·
√

D. 115

Further, letuA = S(λβ1γ) andvA = S(λβ2γ); then, ifβ = mβ1 + nβ2, we have
e2πiS(λβγ) = e2πi(muA+nvA).

The character of signaturev(λ) associated with the ray class characterχ

may, in general, be one of the following, namely, forλ , 0 in K,

(i) v(λ) = 1

(ii) v(λ) =
N(λ)
|N(λ)|

(iii) v(λ) =
λ

|λ|

(iv) v(λ) =
λ′

|λ′| .

In what follows, we shall be concerned only with such ray class charactersχ,
for which the correspondingv(λ) is defined by (i) or (ii). We shall not deal
with the charactersχ, for which either (iii) or (iv) occurs, the determination of
L(1, χ) being quite complicated in these cases.

Let us first suppose that the character of signature v(λ) associated withχ
is given by v(λ) = 1 for all λ , 0 in K. In other words, for an integerα in
K, coprime tof, χ((α)) = χ(α). We may, moreover, suppose thatf , (1),
since otherwise,χ is a character of the wide class group andL(s, χ) is just the
corresponding Dedekind zeta function ofK.

Let z= x+ iy be a complex variable withy > 0. Corresponding to an ideal
classA of K in the wide sense and an integerλ coprime tof, we define for
σ > 1, the function

g(z, s, λ,uA, vA) = ys
∑′

m,n

e2πi(muA+nvA)|m+ nz|−2s

where the summation is over all pairs of rational integersm, n not simultane-
ously zero. As a function ofz, g(z, s, λ,uA, vA) is not regular but as a function
of s, it is clearly regular forσ > 1. In fact, sinceuA andvA are not both in-
tegral, we know thatg(z, s, λ,uA, vA) has an analytic continuation which is an
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entire function ofs. For the sake of brevity, we shall denote it bygA(z, λ); this
does not mean that it is a function of z andλ depending only on the class A.It
does depend on the choice of the idealbA, the integral basis [β1, β2], the residue 116

class ofλ modulof and further onγ. But we have takenbA, β1, β2 andγ to be
fixed.

In order to findL(1, χ), we shall employ the idea of Hecke already referred
to on p. 86 (§ 3, Chapter II) and express the series

∑
bA|(β),(0)

e2πiS(λβγ)|N(β)|−s as

an integral over a suitable path inH, with the integrand involvinggA(z, λ).
We shall denote the group of all units inK by Γ and the subgroup of units

congruent to 1 modulof, by Γf. Moreover, letΓ∗
f

be the subgroup ofΓf con-
sisting ofρ such thatρ > 0. The groupΓ∗

f
is infinite cyclic and letǫ be the

generator ofΓ∗
f
, which is greater than 1. We see thatǫ ≡ 1( mod f), N(ǫ) = 1,

ǫ > ǫ′ > 0.
Since [ǫβ1, ǫβ2] is again an integral basis ofbA, ǫβ2 = aβ2+bβ1, ǫβ1 = cβ2+

dβ1 wherea, b, c, d are rational integers such thatad−bc= N(ǫ) = 1. Further,
if ω = β2/β1, thenǫω = aω + b, ǫ = cω + d so thatω = (aω + b)(cω + d)−1.
We also have the same thing true forω′, namely,ǫω′ = aω′ + b, ǫ′ = cω′ + d,
so that we haveω′ = (aω′ + b) · (cω′ + d)−1. Thus the modular transformation
z→ z∗ = (az+b)·(cz+d)−1 is hyperbolic, withω,ω′ as fixed points and it leaves
fixed the semicircle onω′ω as diameter. If now we introduce the substitution
z = (ωpi + ω′)(pi + 1)−1 (or equivalently,po = (z− ω′)(ω − z)−1 we see that
whenz(∈ H) lies on this semicircle,p is real and positive. As a matter of fact,
whenz(∈ H) describes the semicircle formω′ toω, p runs over all positive real
numbers from 0 to∞. Let p∗i = (z∗ − ω′) · (ω − z∗)−1; it is easy to verify that
p∗ = ǫ2p. This means thatp∗ > p, sinceǫ > 1. Consequently, wheneverz
lies on the semicircle onω′ω as diameter,z∗ again lies on the semicircle and
always to the right ofz.

Consider now

F(A, λ, s) =
∫ z∗0

z0

g(z, s, λ,uA, vA)
dp
p
,

the integral being extended over the arc of this semicircle,from a fixed point
z0 ∈ H to z∗0 = (az0 + b)(cz0 + d)−1. In view of the uniform convergence of the
seriesys∑′

m,n e2πi(muA+nvA)|m+ nz|−2s on this zrc we have, forσ > 1,

∫ z∗0

z0

gA(z, λ)
dp
P
=

∑′

m,n

e2πiS(λβγ)
∫ z∗0

z0

ys|m+ nz|−2sdp
P
,

whereβ = mβ1 + nβ2. Settingµ = m + nω = β/β1, we verify easily that 117
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|m+ nz|2 = (µ2p2 + µ′2)(p2 + 1)−1 andy = p(ω − ω′)(p2 + 1)−1. Thus

∫ z∗0

z0

ys|m+ nz|−2sdp
p
= (ω − ω′)s

∫ p∗0

p0

Ps(µ2p2 + µ′2)−sdp
p

=
(ω − ω′)s

|N(µ)|s

∫ |µ/µ′ |p∗0

|µ/µ′ |p0

ps

(p2 + 1)s
dp
p

(
p→

∣∣∣∣∣
µ′

µ

∣∣∣∣∣ p

)

=


N(bA)

√
D

|N(β)| |


s∫ |(ββ′1/β
′β1)|p0ǫ

2

|(ββ′2/β′β1)|p0

ps

(p2 + 1)s
dp
p

We have, therefore,

F(A, λ, s) = (N(bA)
√

D)s
∑

bA|β,0

e2πiS(λβγ)|N(β)|−s
∫ |(ββ′1/β

′β1)|ǫ2p0

|(ββ′1/β′β1)|p0

ps

(p2 + 1)s
dp
p

(99)
We use once again the trick employed by Hecke (p. 86). For a fixed integer

β ∈ K, all the integers inK which are associated withβ with respect toΓ∗
f

are
of the formβǫ±k, k = 0,1,2, . . .. Keepingβ fixed, if we replaceβ by βǫ l in the
integral on the right hand side of (99), then the integral goes over into

∫ |(ββ′1/β
′β1)|ǫ2l+2p0

|(ββ′1/β′β1)|ǫ2l p0

ps(p2 + 1)−sdp
p
.

Now sinceǫ > 1, the intervals (|ββ′1|β
′β1|p0ǫ

2k, |ββ′1|β
′β1|p0ǫ

2k+2) cover the
entire interval (0,∞) without gaps and overlaps, ask runs over all rational
integers from−∞ to +∞. Moreover, sinceǫ ≡ 1( mod f) andN(ǫ) = 1, we
havee2πiS(λβǫkγ) = e2πiS(λβγ) and |N(βǫk)| = |N(β)|. Thus the total contribution
to the sum on the right hand side of (99) from all integers associated with a
fixed integerβ with respect toΓ∗

f
, is given by

e2πiS(λβγ)

|N(β)|s

∫ ∞

0

ps

(p2 + 1)s
dp
p
=

e2πiS(λβγ)

|N(β)|s
Γ2(s/2)
2Γ(s)

As a consequence, 118

F(A, λ, s) =
(N(bA)

√
D)sΓ2(s/2)

2Γ(s)

∑

bA|β(Γ∗
f
)

e2πiS(λβγ)|N(β)|−s (100)

where, on the right hand side, the summation is over a complete set of integers
β , 0 in bA, which are not associated with respect toΓ∗

f
.
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Let {ρi} denote a complete set of units incongruent modulof and let{ǫ j} be
a complete set of representatives of the cosets ofΓf moduloΓ∗

f
. It is clear that

{ρiǫ j} runs over a full set of representatives of the cosets ofΓ moduloΓ∗
f
. Thus

F(A, λ, s) =
Γ2(s/2)
2Γ(s)

(N(bA)
√

D)s
∑

ρi ,ǫ j

∑

bA|(β)

e2πiS(λρiǫ jβγ)|N(β)|−s (101)

where, on the right hand side, the inner sum is over all non-zero principal ideals
(β) divisible bybA.

By thesignatureof an elementα , 0 in K, we mean the pair (α/|α|, α′/|α′|).
Now we can certainly find a set{µl} of integersµl such thatµl ≡ 1( mod f)
and the set{ǫ jµl} consists precisely of 4 elements with the 4 possible different
signatures. Let{λk} be a set of integersλk constituting a complete system of
representatives of the cosets ofG(f) modulo E(f). HereE(f) is the group of
prime residue classes modf, containing at least one unit inK. The set{λkρi}
is seen to be a complete set of representatives of the prime residue classes
modulof. It is easy to prove

Proposition 15. The set of ideals{(λkµl)bA} serves as a full system of repre-
sentatives of the ray classes modulof.

Proof. Obviously it suffices to show that{(λkµl)} runs over a complete set of
representatives of the ray classes modulof lying in the principal wide class. In
fact, if (α) ∈ Gf, thenα ≡ ρiλk( mod ∗f) for someρi andλk and moreover, 119

we can findǫ jµl such that
α

λkρiǫ jµl
> 0. Sinceǫ jµl ≡ 1( mod f), we have

(α) ∼ (λkµlρiǫ j) = (λkµl modulof. It is easy to verify that no two elements of
the set{(λkµl)} are equivalent modulof.

From (101), we then have forσ > 1
∑

λk,µl ,A

χ(λkµl)χ(bA)F(A, λkµl , s)

=
Γ2(s/2)
2Γ(s)

·
∑

λk,µl ,A

χ(λkµl)χ(bA)(N(bA)
√

D)s×

×
∑

bA|(β)
ρi ,ǫ j

e2πiS(λkµlρiǫ jβγ)|N(β)|−s

=
Γ2(s/2)
2Γ(s)

∑

λk,ρi ,A

χ(λk)χ(bA)(N(βA)
√

D)s×

×
∑

ǫ j ,µl

χ(µl)
∑

bA|(β)

e2πiS(λkµlρiǫ jβγ)|N(β)|−s. (102)
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≡ 1( mod f), e2πiS(λkµlρiǫ jβγ) = e2πiS(λkρiβγ) and sinceµl ≡ 1( mod f), χ(µl) = 1.
Hence the sum in (102) is independent ofǫ j , µl and we have

∑

λk,µl ,A

χ(λkµl)χ(bA)F(A, λkµl , s)

= 4 · Γ
2(s/2)
2Γ(s)

Ds/2
∑

λk,ρi ,A

χ(λkρi)χ(bA)(N(bA))s×

∑

bA|(β),(0)

e2πiS(λkρiβγ)|N(β)|−s.

�

Let (λkµl)bA lie in the ray classB modulo f. Denoting (λkµl)bA by bB,
we know thatbB runs over a full system of representatives of the ray classes
modulof. Also, if α1 = λkµlβ1, α2 = λkµlβ2, then [α1, α2] is an integral basis 120

of bB and we may now denote the function

gA(z, λkµl) = ys
∑′

m,n

e2πiS((mα1+nα2)γ)|m+ nz|−2s

by gB(z, s) and
∫ z∗0

z0
gB(z, s)

dp
p

by F(B, s).

The use of the notationF(B, s) is justified for, from (101), we see that
F(B, s) depends only on the ray class B modulof (and onγ) andnot on the
particular integral idealbB chosen inB. For, if we replacebB by (µ)bB where
µ > 0, µ ≡ 1( mod ∗f) and (µ)bB is an integral ideal coprime tof, then it is
easy to show thatS(λkµlρiǫ jµβγ) − S(λkµlρiǫ jβγ) is a rational integer and in
addition, (N(bA))s|N(β)|−s again depends only on the ideal class ofbA.

Now χ((λkµl))χ(bA) = χ(bB). Moreover,{λkρi} runs over a complete set of
representativesλ of the prime residue classes modulof. As a consequence, we
have

∑

B

χ(bB)F(B, s) = 2 · Γ
2(s/2)Ds/2

Γ(s)

∑

λ mod f

χ(λ)×

×
∑

A

χ(bA)(N(bA))s
∑

bA|(β)

∗ ∗ ∗ ∗ ∗ ∗ (λβγ)|N(β)|−s

whereB runs over all ray classes moudlof ******** a complete system of
prime residue classes modulof andA ***** ideal classes in the wide sense. In
other words, we have forσ **********,

∑

B

χ(bB)F(B, s) = ∗ ∗ ∗ ∗ ∗(s/2)(Γ(s))−1Ds/2T · L(s, χ). (103)
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The functiongB(z, s) is an Epstein zeta-function of the type ofζ(s,u, v, z,0)
discussed earlier in§ 5, Chapter I. Using the simple functional equation for the
Epstein zeta functionζ(s,u, v, z,0), we shall now derive a functional equation
for L(s, χ).

Proposition 16. If χ is a proper ray class character modulof(, (1)) whose
associated character of signature v(λ) ≡ 1, then L(s, χ) is an entire func-
tion of s satisfying the following functional equation, namely, if ξ(s, χ) =
π−sΓ2(s/2)(DN(F))s/2L(s, χ), then

ξ(s, χ) =
χ(q)

T/
√

N(f)
ξ(1− s, χ),

121

Remark. The functional equation (∗) for ****** generalization to arbitrary al-
gebraic number **** derived by Hecke by using the generalized **** formula’
(for algebraic number ****** same, it is interesting to deduce the same ****
by using the functional equation satisfied byζ(s,u, v, z,0).

Proof. From (92), we have

π−sΓ2(s/2)Ds/2T L(s, χ) = π−sΓ2(s/2)Ds/2
∑

λ

χ(λ)
∑

A

χ(bA)(N(bA))s

×
∑

bA|(β),0

e2πiS(λβγ)|N(β)|−s

=
π−sΓ2(s/2)Ds/2

e(f)

∑

λ

χ(λ)
∑

A

χ(bA)(N(bA))s×

×
∑

bA|β(Γ∗
f
)

wheree(f) is the index ofΓ∗
f

in Γ. Now, if we setu∗ =
(
−vA
uA

)
, then, in the notation

of § 5, Chapter I, we havegA(z, s, λ,uA, vA) = ζ(s,u∗,0, z,0) and by (100)

π−sΓ2(s/2)Ds/2T L(s, χ) =
2

e(f)

∑

λ

χ(λ)
∑

A

χ(bA)×

×
∫ z∗0

z0

π−sΓ(s)ζ(s,u∗,0, z,0)
dp
p
.

By the method of analytic continuation ofζ(s,u∗,0, z,0) discussed earlier in§
5, Chapter I, we have

∫ z∗0
π−sΓ(s)ζ(s,u∗,0, z,0)

dp
p
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=

∫ z∗0

z0

dp
p

∫ ∞

0


∑′

m,n

e−πiy−1|m+nz|2+2πi(muA+nvA)

 tsdt
t
.

The inner integral
∫ ∞

0
. . . may be split up as

∫ 1

0
· · · +

∫ ∞
1
. . .. Now we may use 122

the theta-transformation formula for the series
∑
m,n

e−πy−1t|m+nz|2+2πi(muA+nvA) and

further make use of the inequalityy−1|m+ nz|2 ≥ c(m2 + n2) uniformly on the
arc fromz0 to z∗0, for a constantc independent ofm andn. If, in addition, we
keep in mind thatχ is not the principal character, we can show thatL(s, χ) is
an entire function ofs. �

Using now the functional equation ofζ(s,u∗,0, z,0), we have

π−sΓ2(s/2)Ds/2T L(s, χ) =
2

e(f)

∑

λ

χ(λ)
∑

A

χ(bA)×

×
∫ z∗0

z0

π−(1−s)Γ(1− s)ζ(1− s,0,u∗, z,0)
dp
p
.

Forσ < 0, ζ(1 − s,0,u∗, z,0) = y1−s ∑
m,n
|m− vA + (n + uA)z|−2(1−s) and by the

same arguments as above, we can show that

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗

= Γ2

(
1− s

2

)
(N(bA)

√
D)1−s

∑

µ=β+ν
β∈b′A

|N(µ)|−(1−s)

where, on the right hand side,µ = −β′1S(λβ2γ) + β′2S(λβ1γ) = −
√

DλγN(bA)
andµ runs over a complete set of numbers of the formβ + ν with β ∈ b′A, such
that they are not mutually associated with respect toΓ∗

f
.

Let δ be an integer inK such thataf = (δ) with an integral ideala coprime
to f. Then, forσ < 0, we obtain from above that

π−sΓ2(s/2)Ds/2T L(s, χ) =
π−(1−s)

e(f)
D(1−s)/2Γ2((1− s)/2)×

×
∑

A

χ(bA)(N(bA))1−s(N(af))1−s
∑

λ

χ(λ)×

×
∑

β≡νδ( mod ab′Af)
β,0,ab′A|β(Γ∗

f
)

|N(β)|−(1−s),
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where, in the inner sum on the right hand side,β runs over a complete set of123

integers inab′A which are not mutually associated with respect toΓ∗
f

and which
satisfyβ ≡ νδ( mod ab′Af). If β ≡ νδ mod ab′Af, then

χ(β) = χ(νδ) = χ(−γ
√

DλδN(bA)) = χ((N(bA)γ
√

Dλδ))

= χ(bA)χ(b′A)χ((γ
√

Dδ))χ(λ) = χ(bA)χ(b′A)χ(aq)χ(λ).

Henceχ(λ) = χ(β)χ(bAb′Aaq). Further ifλ runs over representatives of prime
residue classes modulof andβ runs independently over a complete set of inte-
gers inab′A congruent moduloab′Af to−

√
DλγδN(bA) and not mutually associ-

ated with respect toΓ∗
f
, thenβ runs over a complete set of integers inab′A not

mutually associated with respect toΓ∗
f

and satisfying ((β), ab′Af) = ab
′
A, If we

note, in addition, thatχ(β) = 0 for thoseβ in ab′A for which (β)(ab′A)−1 is not
coprime tof, we can show finally that

∑
χ(λ)

∑

ab′A|β(Γ∗1)
β≡νδ( mod ab′AF)

|N(β)|−(1−s) = χ(bAb
′
Aaq)×

×
∑

ab′A|β(Γ∗
f
)

β,0

χ(β)|N(β)|−(1−s).

Thus, forσ < 0,

π−sΓ2(s/2)Ds/2T L(s, χ) =
π−(1−s)

(N(f))s−1
D(1−s)/2Γ2((1− s)/2)χ(q)×

×
∑

A

χ(ab′A)N((ab′A))1−s×
∑

ab′A|(β),(0)

χ(β)|N(β)|−(1−s)

= π−(1−s)D(1−s)/2Γ2((1− s)/2)
χ(q)

(N(f))s−1
L(1− s, χ),

sinceab′A again runs over a system of representatives of the ideal classes simi-
lar tobA. SinceL(s, χ) is an entire function ofs, the above functional relation is124

clearly valid for alls. We have now only to setξ(s, χ) = π−sΓs(s/2)(DN(f))s/2L(s, χ),
to see that the equation (∗) is true.

Let now [α1, α2] be an integral basis for the idealbB in the ray classB
and letω = α2/α1, uB = S(α1γ), vB = S(α2γ). By Kronecker’s second limit
formula, we have

gB(z, s) = −π log |ϕ(vB,uB, z)|2
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+ · · · terms involving higher powers of (s− 1) . . . .

Letting s tend to 1, we have from (103),

L(1, χ) = − 1

2T
√

D

∑

B

χ(bB)
∫ z∗0

z0

log |ϕ(vB,uB, z)|2
dp
p
.

Now it is easy to verify that

dp
p
= − (ω − ω′)

(z− ω)(z− ω′)dz= −
√

D
FB(z)

dz,

where

FB(z) =

√
D

ω − ω′ (z− ω)(z− ω′) = a1z2 + b1z+ c1 (∗)

has the property thata1, b1, c1 are rational integers with the greatest common
divisor 1,a1 > 0 andb2

1 − 4a1c1 = D. Thus we have

Theorem 11. For a proper ray class character modulof , (1) in Q(
√

D),
D > 0, with the associated v(λ) ≡ 1, the value of L(s, χ) at s= 1 is given by

L(1, χ) =
1

2T

∑

B

χ(bB)
∫ z∗0

z0

log |ϕ(vB,uB, z)|2
dz

FB(z)
,

where B runs over all the ray classes modulof and FB(z) is given by(∗) above.

As remarked earlier, the terms of the sum on the right hand side depend
only onγ (fixed!) and on the ray classB and not on the choice of the idealbB
in B. We observe further that it does not seem to be possible to simplify this 125

formula any further, in an elementary way. One might try to follow the method
of Herglotz to deal with the integrals but then the invariance properties of the
integrand are lost in the process.

We proceed to discuss the case whenthe character of signature v(λ) asso-
ciated with the given ray class characterχ is of type(ii), i.e. for integralα(, 0)

coprime tof, we haveχ((α)) = χ(α) · N(α)
|N(α)| . In this case, we shall now see

that the value ats = 1 of L(s, χ) can be determined in terms of elementary
functions, using the first or second limit formula of Kronecker, according as
f = (1) or f , (1).

The fact that the character of signaturev(λ) associated withχ is defined by

v(λ) =
N(λ)
|N(λ)| for λ , 0 (104)
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implies automatically a condition onf. For instance, ifρ is a unit congruent to

1 modulo,f, then
N(ρ)
|N(ρ)| = χ(ρ)v(d) = χ((ρ)) = 1. In other words, every unit

congruent to 1 modulof should necessarily have norm 1.
To determineL(1, χ), we start as before from formula (92), namely, for

σ > 1,

L(s, χ) = T−1
∑

λ mod f

χ(λ)
∑

A

χ(bA)(N(bA))s×

×
∑

bA|(β),(0)

e2πiS(λβγ) N(β)
|N(β)| |N(β)|−s.

We shall try to express the inner sum on the right hand side as an integral, as
before. We shall follow the same notation as in the case treated above.

Let
∂

∂z
=

1
2
∂

∂x
− i

2
∂

∂y
; then in view of the uniform convergence of the

series defining the functiongA(z, s, λ,uA, vA) (denoted bygA(z, λ) for brevity)
for σ > 1, we have

∂gA(z, λ)
∂z

=
∑′

m,n

e2πi(muA+nvA) ∂

∂z
{ys|m+ nz|−2s}

=
s
2i

ys−1
∑′

m,n

e2πi(muA+nvA)|m+ nz|−(2s−2)(m+ nz)−2. (105)

126

Let us now consider the integral
∫ z∗0

z0

∂gA(z, λ)
∂z

dz, extended over the same

arc of the semi-circle inH as considered earlier. Due to the uniform conver-
gence of the series (105) on this arc, we have

∫ z∗0

z0

∂gA(z, λ)
∂z

dz=
s
2i

∑′

m,n

e2πi(muA+nvA)
∫ z∗0

z0

ys−1

|m+ nz|2s−2(m+ nz)2
dz

=
s
2

Ds/2(N(bA))s×

×
∑

bA|β,0

e2πiS(λβγ)|N(β1)|−s
∫ p∗0

p0

ps−1dp

(µ2p2 + µ′2)s−1(µpi + µ′)2
.

Effecting the substitutionp→ |µ′/µ|p, we see that

∫ p∗0

p0

ps−1

(µ2p2 + µ′2)s−1(µpi + µ′)2
dp
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= |N(µ)|−s
∫ |µ/µ′ |p∗0

|µ/µ′ |p0

ps−1

(p2 + 1)s−1(piτ + 1)2
dp,

where

τ =
µ/µ′

|µ/µ′| =
N(µ)
|N(µ)| =

N(β)
|N(β)|

N(β1)
|N(β1)| = v(β)v(β1).

Further (πτ + 1)2 = (pi + τ)2. We have, therefore,

∫ z∗0

z0

∂gA(z, λ)
∂z

dz=
s
2

Ds/2(N(bZ))s×

×
∑

bA|β,0

e2πiS(λβγ)|N(β)|−s
∫ |(ββ′1/β

′β1)|p0ǫ
2

|(ββ′1/β′β1)|p0

ps−1

(p2 + 1)s−1(pi + τ)2
dp.

Now, sincev(ǫ) = 1, the value ofτ corresponding toβ andβǫk(k = ±1,±2, . . .) 127

is the same. Moreovere2πiS(λβγ) = e2πiS(λβǫkγ). If then we apply the same
analysis as in the former case, we obtain

∫ z∗0

z0

∂gA(z, λ)
∂z

dz=
s
2

Ds/2(N(bA))s×

×
∑

bA|β(Γ∗
f
)

e2πiS(λβγ)|N(β)|−s
∫ ∞

0

ps−1dp
(p2 + 1)s−1(pi + τ)2

(106)

where, on the right hand side, the summation is over a complete set of integers
β , 0 in bA, which are not associated with respect toΓ∗

f
.

Effecting the transformationp→ p−1, we see that

∫ ∞

0

ps−1

(p2 + 1)s−1(τ + ip)2
dp= −

∫ ∞

0

ps−1

(p2 + 1)s−1(τ − ip)2
dp.

Taking the arithmetic mean, we have

∫ ∞

0

ps−1

(p2 + 1)s−1(τ + ip)2
dp

=
1
2

∫ ∞

0

ps−1

(p2 + 1)s−1

{
1

(τ + ip)2
− 1

(τ − ip)2

}
dp

= −2τi
∫ ∞

0

ps+1

(p2 + 1)s+1

dp
p

=
v(β)v(β1)

i
Γ2((s+ 1)/2)
Γ(s+ 1)

. (107)
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From (106) and (107), we obtain forσ > 1,

v(β1)
∫ z∗0

z0

∂gA(z, λ)
∂z

dz=
Ds/2

2i
Γ2((s+ 1)/2)
Γ(s)

(N(bA))s×

×
∑

bA|β(Γ∗
f
)

v(β)e2πiS(λβγ)|N(β)|−s.

Since{ρiǫ j} is a system of representatives ofΓmoduloΓ∗
f
, we have 128

v(β1)
∫ z∗0

z0

∂gA(z, λ)
∂z

dz=
Ds/2

2i
Γ2((s+ 1)/2)
Γ(s)

(N(bA))s×

×
∑

bA|(β)
ρi ,ǫ j

v(βρiǫ j)e
2πiS(λβρiǫ jγ)|N(β)|−s, (108)

where the summation on the right hand side is extended over all non-zero prin-
cipal ideals divisible bybA and over the finite sets of representatives{ρi} and
{ǫ j}. Summing over all ideal classesA and the elements of the sets{λk} and{µl}
we obtain from (108),

∑

λk,µl ,A

χ(λkµl)χ(bA)v(β1)
∫ z∗0

z0

∂gA(z, λkµl)
∂z

dz

=
Ds/2

2i
Γ2((s+ 1)/2)
Γ(s)

∑

λk,µl ,A

χ(λkµl)χ(bA)(N(bA))s×

×
∑

bA|(β)
ρi ,ǫ j

v(βρiǫ j)e
2πiS(λkµ1βρiǫ jγ)|N(β)|−s. (109)

It is quite easy to verify that

v(ρiǫ j) = χ((ρiǫ j))χ(ρiǫ j) = χ(ρiǫ j) = χ(ρi),

e2πiS(λkµlβρiǫ jγ) = e2πiS(λkρiβγ).

Using these facts and applying the same arguments as in the earlier situation,
we see that the right hand side of (109) is precisely

− 2iDs/2Γ
2((s+ 1)/2)
Γ(s)

∑

λ mod f

χ(λ)
∑

A

χ(bA)(N(bA))s×

×
∑

bA|(β)

v(β)e2πiS(λβγ)|N(β)|−s
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= −2iDs/2Γ
2((s+ 1)/2)
Γ(s)

T · L(s, χ).

To simplify the expression on the left hand side of (109), we first observe 129

thatχ(λkµ1) = χ((λkµl))v(λkµl). Moreover, if we denote, as before, the ideal
(λkµl)bA by bB whereB is the ray class modulof containing it, then, by Propo-
sition 15,bB runs over a full system of representatives of ray classes modulo
f. We may assume, without risk of confusion, that [β1, β2] is still an inte-
gral basis ofbB and setuB = S(β1γ), vB = S(β2γ). Further we may denote
gA(z, s, λkµl ,uA, vA) = ys∑′

m,n
e2πi(muB+nvB)|m + nz|−2s by gB(z) = gB(z, s). The

functiongB(z, s) depends not just on the ray classB but also on the choice of
the idealbB in B and on the integral basis [β1, β2] of bB. SincebB and [β1, β2]
are fixed, the modular transformationz→ (az+ b)(cz+ d)−1 is uniquely deter-
mined byǫβ2 = aβ2+bβ1, ǫβ1 = cβ2+dβ1; ω = β2/β1, ω′ = β′2/β

′
1 are the two

fixed points of this transformation andz∗0 = (az0 + b)(cz0 + d)−1. From (109),
we have now, forσ > 1,

L(s, χ) =
iD−s/2

2T
Γ(s)

Γ2((s+ 1)/2)

∑

B

χ(bB)v(β1)
∫ z∗0

z0

∂gB(z)
∂z

dz. (110)

Let us denote− 1
2π2i

v(β1)
∫ z∗0

z0

∂gB(z)
∂z

dzby G(B, s). We see from (108) that,

for σ > 1,

G(B, s) =
Ds/2Γ2((s+ 1)/2)

4π2Γ(s)
(N(bB))s×

×
∑

ρi ,ǫ j

∑

bB|(β),(0)

v(βρi)e
2π
√
−1S(βρiγ)|N(β)|−s.

Obviously, the right hand side remains unchanged, whenbB is replaces by an- 130

other integral ideal inB. Thus,G(B, s) clearly dependsonly on B(and onγ
ands) butnoton the special choice ofbB or its integral basis. Writingχ(B) for
χ(bB), we see that (110) goes over into

L(s, χ) =
π2

T Ds/2

Γ(s)
((s+ 1)/2)

∑

B

χ(B)G(B, s). (111)

The function
∂gB(z, s)

∂z
is essentially an Epstein zeta-function of the typeζ(s,u, v,Q,P)

discussed in§ 5, Chapter I and it can be shown as before that
∫ z∗0

z0

∂gB(z, s)
∂z

dz
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is an entire function ofs, by using the method of analytic continuation of the
Epstein zeta-function. Thus formula (110) gives the analytic continuation of
L(s, χ) into the entires-plane, as an entire function ofs. Moreover, if we use

the functional equation satisfied by
∂gB(z, s)

∂z
, we can show as in Proposition

16 thatL(s, χ) satisfies the following functional equation, viz. if we set

Λ(s, χ) = π−sΓ2((s+ 1)/2)(DN(f))s/2L(s, χ),

then

Λ(s, χ) =
χ(q)v(γ

√
D)

T/
√

N(f)
Λ(1− s, χ). (112)

Let us observe that the constant on the right hand side is of absolute value
1.

In order to determine the value ofL(1, χ), we distinguish between the two
casesf , (1) andf = (1).

(i) Let first f , (1). Then the numbersuB andvB corresponding to a ray
classB modulof are rational numbers which are not both integral. For
the functiongB(z, s) we have the following power-series expansion at131

s= 1, by Kronecker’s second limit formula, namely

gB(z, s) = −π log |ϕ(vB,uB, z)|2

· · · (terms involving higher powers of (s− 1)).

Applying ∂/∂z to gB(z, s) and noting that (∂/∂z) logϕ(vB,uB, z) = 0, we

have for
∂gB(z, s)

∂z
the power-series expansion,

∂gB(z, s)
∂z

= −π ∂
∂z

logϕ(vB,uB, z)

+ · · · (terms involving higher powers of (s− 1)).

Now sinceϕ(vB,uB, z) is regular and non-vanishing inH, we can choose
a fixed branch of logϕ(vB,uB, z) in H and (∂/∂z) logϕ(vB,uB, z) is just
(d/dz) logϕ(vB,uB, z). The coefficients of the higher powers of (s− 1)
might involvez. Letting s tend to 1, we have

G(B,1) =
v(β1)
2πi

[
logϕ(vB,uB, z)

]z∗0
z0

We shall denoteG(B,1) byG(B) and then we have, from (111)

L(1, χ) =
π2

T
√

D

∑

B

χ(B)G(B).
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(ii) Let nowf = (1). Then, for allB, we see thatgB(z, s) = ys∑
m,n |m+nz|−2s

and by Kronecker’s first limit formula, we have the followingpower-
series expansion forgB(z, s) at s= 1, namely

gB(z, s) − π

s− 1
= 2π(C − log 2)− π log(y|η(z)|4) + · · · .

The application of∂/∂z does away with the termsπ/(s− 1) and 2π(C −
log 2). Noting that

∂

∂z
logy =

1
2iy
=

1
z− z

and
∂

∂z
(η(z))2 = 0,

we have for
∂gB(z, s)

∂z
, the following power-series expansion ats = 1, 132

namely

∂gB(z, s)
∂z

= − π

z− z
− π d

dz
log(η(z))2+

+ · · · terms involving higher powers of (s− 1).

We wish to replace 1/(z−z) if possible by a regular function ofz; but we
shall see now that we can do this whenz lies on the semi-circle onω′ω
as diameter. In fact, the equation to the semi-circle onω′ω as diameter
is

z− ω
z− ω′ +

z− ω
z− ω′ = 0, z ∈ h.

This means thatzz+ p(z+ z) + q = 0 with p = −ω + ω
′

2
, q = ωω′, when

z lies on the semi-circle. But then

1
z− z

=
z+ p

z2 + 2pz+ q

=
1
2

d
dz

log(z2 + 2pz+ q)

=
d
dz

log
√

(z− ω)(z− ω′).

Hence, forz on the semi-circle, we have the power-series expansion

∂gB(z, s)
∂z

= −π d
dz

log
√

(z− ω)(z− ω′)η2(z)+

+ · · · (higher powers ofs− 1).
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Thus lettings tend to 1,

G(B,1) =
v(β1)
2πi

[
log

√
(z− ω)(z− ω′)η2(z)

]z∗0

z0

for a fixed branch of log(
√

(z− ω)(z− ω′)η2(z)). DenotingG(B,1) by
G(B) again, we have from (111),

L(1, χ) =
π2

√
D

∑

B

χ(B)G(B).

We are thus led to 133

Theorem 12. For a proper ray class characterχ(, 1) modulof in Q(
√

D)(D >

0), with associated v(λ) defined by(104), we have

L(1, χ) =
π2

T
√

D

∑

B

χ(B)G(B)

where the summation is over all ray classes B modulof and

G(B) =



v(β1)
2πi

[
logϕ(vB,uB, z)

]z∗0
z0
, for f , (1),

v(β1)
2πi

[
log(
√

(z− ω)(z− ω′)η2(z))
]z∗0

z0
, for f = (1).

(113)

We are now interested in theexplicit determination of the values of G(B)
corresponding to the various ray classesB, in terms of elementary arithmetical
functions.The expressions inside the square brackets in (113) represent ana-
lytic functions ofz and we know thatG(B) itself does not depend on the point
z0 chosen on the semi-circle onω′ω as diameter. ThusG(B) is, in both cases,
the value of an analytic functionz, which is a constant on the semi-circle on
ω′ω as diameter; as a consequence,G(B) is a constant independent ofz0 and in
order to calculateG(B), we might replacez0 in (113) by any pointz in H, not
necessarily lying on the semi-circle onω′ω as diameter.

First we observe that (1/2πi)[logϕ(vB,uB, z)]z∗
z is a rational number with at

most12f in the denominator,where f is the smallest positive rational integer
divisible by f. This can be verified as follows. Letz∗ = (az+ b)(cz+ d)−1

where the rational integersa, b, c, d satisfying the conditionad− bc = 1 are
uniquely determined by the unitǫ and a fixed integral basis [β1, β2] of a fixed
integral idealbB in B, coprime tof. Corresponding toz∗, let v∗B = avB + buB

andu∗B = cvB + duB. We know already from the properties ofϕ(vB,uB, z) that
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ϕ(v∗V,u
∗
B, z
∗) = ρϕ(vB,uB, z) whereρ is a 12th root of unity depending only on

a, b, c, d. On the other handv∗B = aS(β2γ) + bS(β1γ) = S(ǫβ2γ) and hence
v∗B − vB = S((ǫ − 1)β2γ) is a rational integerk, say; similarly,u∗B − uB is again
a rational integerl, say. But we know from (99) that

ϕ(v∗B,u
∗
B, z
∗) = ϕ(vB + k,uB + l, z∗)

= τϕ(vB,uB, z
∗),

whereτ is a 2f -th root of unity. Hence 134

ϕ(vB,uB, z
∗) = θϕ(vB,uB, z),

whereθ is a 12f -th root of unity. Choosing a fixed branch of logϕ(vB,uB, z),

we see that
1

2πi
[logϕ(vB,uB, z)]z∗

z is a rational number with at most 12f in the

denominator. Now, we know that forz ∈ H, the functionϕ12f (vB,uB, z) is
a modular function of levelf and [logϕ(vB,uB, z)]z∗

z is just a ‘period’ of the
abelian integral logϕ(vB,uB, z). The explicit computation of these ‘periods’ of
the abelian integral logϕ(vB,uB, z) has been essentially considered by Hecke,
in connection with the determination of the class number of abiquadratic field
obtained from a real quadratic fieldk over Q, by adjoining the square root
of a “totally negative” number ink; employing the ideal of the well-known
Riemann-Dedekind method, Hecke used for this purpose, the asymptotic be-
haviour of logϑ11(w, z) asz tends to infinity andz∗ to the corresponding ‘ra-
tional point’ a/c on the real axis. It is to be remarked, however, that from
Hecke’s considerations, one can at first sight conclude onlythat the quantities
1

2πi
[logϕ(vB,uB, z)]z∗

z are rational numbers with at most 24f 2 in the denomina-
tor.

Regarding
1

2πi
[log
√

(z− ω)(z− ω′)η2(z)]z∗
z , we can conclude again that

they are rational numbers with at most 12f in the denominator. For this pur-
pose, we notice that

z∗ − ω = z− ω
ǫ(cz+ d)

and z∗ − ω′ = z− ω′

ǫ′(cz+ d)

andη2(z∗) = ρ(cz+ d)η2(z), ρ being a 12th root of unity depending only ona,
b, c, d. Hence

√
(z∗ − ω)(z∗ − ω′)η2(z∗) = ρ

√
(z− ω)(z− ω′)η2(z).

Choosing a fixed branch of log(
√

(z− ω)(z− ω′)η2(z)) in H, we see that our
assertion is true.
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We may now proceed to obtain the value ofG(B), first for f , (1).
We make a few preliminary simplifications. We can suppose without loss 135

of generality that 0≤ uB, vB < 1, since, in view of (98),ϕ(vB,uB, z) merely
picks up a 2f th root of unity as a factor whenvB is replaced byvB ± 1 oruB by
uB±1 and this gets cancelled, when we consider [logϕ(vB,uB, z)]z∗

z . Moreover,
since we know already thatG(B)v(β1) is real (in fact, even rational) it is enough

to find the real part of
1

2πi
[logϕ(vB,uB, z)]z∗

z . Now

ϕ(v,u, z) = eπiu(uz−v)−πi/2+πiz/6(eπi(v−uz) − e−πi(v−uz))×

×
∞∏

m=1

(1− e2πi(v−uz)+2πimz)
∞∏

m=1

(1− e−2πi(v−uz)+2πimz)

= eπiu(uz−v)−πi/2+πiz/6+πi(v−uz)×

×
∞∏

m=1

(1− VQm−u)
∞∏

m=0

(1− V−1Qm+u),

where we have setV = e2πiv, Q = e2πiz andQ−u = e−2πiuz. Moreover, ifu = 0,
then 0< v < 1 and in the second infinite product above we notice thatm+u ≥ 0,
in any case. We define the branch of (1/2πi) · logϕ(v,u, z) by

1
2πi

logϕ(v,u, z) =
z
2

(
u2 − u+

1
6

)
− 1

4
+

v
2

(1− u)+

+
1

2πi

∞∑

m=1

log(1− VQm−u)+

+
1

2πi

∞∑

m=0

log(1− V−1Qm+u),

where, on the right hand side, we take the principal branchesof the logarithms.

Noting that the series
∞∑

n=1

(V−1Qu)n

n
converges even ifu = 0, since then 0< v <

1 and further the series
∞∑

m=1

∑∞
n=1

(VQm−u)n

n
and

∞∑
m=1

∞∑
n=1

(V−1Qm+u)n

n
converge

absolutely, we conclude that

1
2πi

logϕ(v,u, z) =
1
2

(
u2 − u+

1
6

)
z− 1

4
+

v
2

(1− u)−

− 1
2πi

∞∑

n=1

1
n

(VQ−u)nQn + (V−1Qu)n

1− Qn
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Thus, forf , (1), 136

G(B)v(β1) =
1
2

(
u2

B − uB +
1
6

)
(z∗ − z)−

−

∞∑

n=1

1
2πin

(VQ
1
2−uB)n + (V−1Q−

1
2+uB)n

Q−n/2 − Qn/2


z∗

z

(114)

where we have usedV to stand fore2πivB without risk of confusion.
Now c = (ǫ − ǫ′)/(ω−ω′) > 0; so, if we setz= −(d/c)+ (i/cr) with r > 0,

thenz∗ = (a/c) + (ir /c). As r tends to zero,z∗ tends to the rational pointa/c
vertically andz tends to infinity. In view of our earlier remarks, we may let
r tend to zero in (114), in order to find the value ofG(B)v(β1); moreover, it
suffices to find the real part of the right hand side of (114), sinceG(B)v(β1) is
rational. Thus, we have forf , (1),

G(B)v(β1) =
1
2

(
u2

B − uB +
1
6

)
(a+ d)

c
+ σ1 + σ2

where

σ1 = lim
r→0

real part of
1

2πi

∞∑

n=1

1
n

(VQ−uB

1 )nQn
1 + (V−1QuB

1 )n

1− Qn
1

 ,

σ2 = lim
r→0

real part of
−1
2πi

∞∑

n=1

1
n

(VQ
1
2−uB

2 ) + (V−1Q
− 1

2+uB

2 )n

Q−n/2
2 − Qn/2

2



with Q1 = e2πiz and Q2 = e2πiz∗ .

As r tends to zero,Q1 tends to zero exponentially and it is easy to see that
σ1 = 0 unlessuB = 0 and in this case

σ1 =

∞∑

n=1

V−n − Vn

4πin

So, if we defineλ(uB) to be zero if 0< uB < 1 and equal to 1 ifuB = 0, then 137

σ1 = λ(uB)
∞∑

n=1

V−n − Vn

4πin
.

In order to evaluateσ2, we need the identity

qc − q−c

q− q−1
=

c∑

k=1

qc−2k+1 =

c∑

k=1

q−(c−2k+1), (q , q−1)
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i.e.
1

q− q−1
=

c∑

k=1

qc−2k+1

qc − q−c
=

c∑

k=1

q−(c−2k+1)

qc − q−c
. (115)

Employing the identities (115) withq = Q−n/2
2 , we have

σ2 = − lim
r→0

real part of
c∑

k=1

∞∑

n=1

1
2πin

(VQk−c/2−uB

2 )n + (VQk−c/2−uB

2 )−n

Q−cn/2
2 − Q+cn/2

2

 .

Let now tk = 1 − (2/c)(k − uB) for k = 1,2, . . . c; clearly−1 ≤ tk < 1 for
0 ≤ uB < 1. Further, let fork = 1, . . . , c, Vk = e2πi(vB+(a/c)(k−uB)) and letP = eπr .
It is clear thatQc

2 = e2πia−2πr = P−2 andP tends to 1 asr tends to zero. Now it
can be verified that

σ2 = − lim
P→1

real part of
c∑

k=1

∞∑

n=1

1
2πin

(VkPtk)n + (VkPtk)−n

Pn − P−n



i.e.

σ2 = − lim
P→1

c∑

k=1

∞∑

n=1

1
4πin

(Vn
k − V−n

k )(Ptkn − P−tkn)

Pn − P−n
. (116)

We know that lim
P→1

Ptkn − P−tkn

Pn − P−n
= tk and if we can establish the uniform

convergence of the inner series in (116) with respect toP for 1 ≤ P < ∞,
then we can interchange the passage to the limit and the summations in (116).
For this purpose, we remark that, for fixedk with 1 ≤ k ≤ c, the function 138

fk(x) =
xtk − x−tk

x− x−1
is a bounded monotone function ofx for 1 ≤ x < ∞. In fact,

it is monotone decreasing for 0< tk < 1, identically zero fortk = 0, monotone
increasing for−1 < tk < 0 and identically±1 for tk = ±1. Moreover if|tk| < 1,
fk(x) tends to 0 asx tends to infinity andfk(x) tends totk as x tends to 1.
Thus the sequence{ fk(Pn)}, n = 1,2, . . . is a bounded monotone sequence for

1 ≤ k ≤ c. Further the series
∞∑

n=1

Vn
k − V−n

k

4πin
is convergent. By Abel’s criterion,

the inner series in (116) converges uniformly with respect to P for 1 ≤ P < ∞.
As a consequence, we have from (116),

σ2 =

c∑

k=1

(
k− uB

c
− 1

2

) ∞∑

n=1

Vn
k − V−n

k

2πin

Let now for realx,

P1(x) = −
∞∑

n=1

e2πinx − e−2πinx

2πin
;
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as is well-known, we have

P1 =


x− [x] − 1

2
for x not integral,

0 for x integral,

where [x] denotes the integral part ofx. Further, let for realx,

P2(x) = −
∞∑′

n=−∞

e2πinx

(2πin)2
.

ClearlyP2(x) = 1
2{(x− [x])2 − (x− [x])} + 1/12. With this notation then, we

have forf , (1),

G(B)v(β1) =P2(uB)
(a+ d)

c
+

1
2
λ(uB)P1(vB)−

−
c∑

k=1

(
k− uB

c
− 1

2

)
P1

(
a · k− uB

c
+ vB

)
.

Now, for 1≤ k ≤ c and 0≤ uB ≤ 1, 0< (k− uB)/c < 1 and (k− uB)/c = 1 only
whenk = c anduB = 0. Therefore, for 1≤ k < c,

P1

(
k− uB

c

)
=

k− uB

c
− 1

2

and fork = c, 139

P1

(
k− uB

c

)
=

k− uB

c
− 1

2
− 1

2
λ(uB).

Further whenk = c anduB = 0,

P1

(
a · k− uB

c
+ vB

)
=P1(a+ vB) =P1(vB).

Thus

G(B)v(β1) =P2(uB)
(a+ d)

c
+

1
2
λ(uB)P1(vB)−

−
c∑

k=1

P1

(
k− uB

c

)
P1

(
a · k− uB

c
+ vB

)
− 1

2
λ(uB)P1(vB)

=P2(uB)
(a+ d)

c
−

c∑′

k=1

P1

(
k− uB

c

)
P1

(
a · k− uB

c
+ vB

)
.

(117)
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SinceP1(x) is an odd function ofx,

P1

(
k− uB

c

)
= −P1

(
−k+ uB

c

)

and

P1

(
a · k− uB

c
+ vB

)
= −P1

(
a · −k+ uB

c
− vB

)
.

Moreover, in the sum in (117), we can lekk run over any complete set of
residues moduloc, in view of the periodicity ofP1(x). Thus

G(B)v(β1) =P2(uB)
(a+ d)

c
−

c∑

k=1

P1

(
−k+ uB

c

)
P1

(
a · −k+ uB

c
− vB

)

=P2(uB)
(a+ d)

c
−

c∑

k=1

P1

(
k+ uB

c

)
P1

(
a · k+ uB

c
− v

)

=P2(uB)
(a+ d)

c
−

c−1∑

k=0

P1

(
k+ uB

c

)
P1

(
a · k+ uB

c
− vB

)
. (118)

140

It is surprising that even though, prima facie, it appears from (118) that
G(B) is a rational number with a high denominator, say 12c2 f 2, the factorc2

in the denominator drops out and eventually,G(B) is a rational number with at
most 12f in the denominator.

The determination of the asymptotic development of logϑ11(vB− uBz, z) as
z tends toa/c is done in a rather more complicated manner by Hecke in his
work referred to earlier.

We now take up the calculation ofG(B) in the casef = (1). We setz∗ =
a/c+ ir /c andz= −(d/c) + i/cr with r > 0 and as before,G(B)v(β1) is

lim
r→0

(
real part of

1
2πi

[
log

√
(z− ω)(z− ω′)η2(z)

]z∗

z

)
.

We shall show first that

lim
r→0

(
real part of

1
2πi

[
log

√
(z− ω)(z− ω′)

]z∗

z

)
= −1

4
.

For this purpose, we remark in the first place that−(d/c) < ω′ < ω < a/c,
sinceω(a− cω) = 1 impliesa/c > ω andǫ(cω′ + d) = 1 implies−d/c < ω′.
Now asz= −(d/c)+ i/cr andr tends to zero, arg (z−ω)(z−ω′) tends toπ and
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similarly arg(z∗ −ω)(z∗ −ω′) tends to zero asz∗ = a/c+ ir andr tends to zero.
Thus our assertion above is proved.

Defining the branch of logη2(z) by

logη2(z) =
πiz
6
+ 2

∞∑

m=1

log(1− e2πimz),

where on the right hand side we have taken the principal branches, we see that141

logη2(z) =
πiz
6
− 2

∞∑

m=1

∞∑

n=1

1
n

e2πimnz

and in view of absolute convergence of the series, we have once again,

logη2(z) =
πiz
6
− 2

∞∑

n=1

1
n

Qn

1− Qn
,

whereQ = e2πiz. Now

[
logη2(Z)

]z∗

z
=
πi
6

(z∗ − z) − 2


∞∑

n=1

1
n

Qn

1− Qn


z∗

z

By our remarks above,

G(B)v(β1) = −1
4
+

1
12

(a+ d)
c
− σ3,

where

σ3 = 2 · lim
r→0

real part of


∞∑

n=1

1
2πin

Qn

1− Qn


z∗

z

 .

It is easily seen that

lim
r→0

∞∑

n=1

1
2πin

Qn
1

1− Qn
1

= 0, for Q1 = e2πiz.

Thus

1
2
σ3 = lim

r→0

real part of
∞∑

n=1

1
2πin

Qn
2

1− Qn
2

 with Q2 = e2πiz∗ .
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To determineσ3, we first use the identity,

1
q− q−1

=

c∑

k=1

qc−2k+1

qc − q−c
,

to make the denominators of the termsQn
2/(1− Qn

2) real. Settingq = Q−n/2
2 in 142

this identity, we see that

∞∑

n=1

1
2πin

Qn
2

1− Qn
2

=

∞∑

n=1

1
2πin

r∑

k=1

Q−n/2(c−2k)
2

Q−nc/2
2 − Qnc/2

2

.

Now Q−nc/2
2 = (−1)anPn with P = eπr andQk

2 = VkP−2k/c whereVk = e2πi(a/c)k.
Hence

∞∑

n=1

1
2πin

Qn
2

1− Qn
2

=

c∑

k=1

∞∑

n=1

1
2πin

Vn
k Pn(1−2k/c)

Pn − P−n
.

As a consequence,

σ3 = lim
r→0


c∑

k=1

∞∑

n=1

1
2πin

(Vn
k − V−n

k )Ptkn

Pn − P−n

 , (119)

wheretk = 1− 2k/c. In (119), the sum
∞∑

n=1

1
2πin

(Vn
k − V−n

k )Ptkn

Pn − P−n
corresponding

to k = c is zero sinceVn
c − V−n

c = 0. Hence effectivelyk runs from 1 toc− 1;
but thenc − k also does the same whenk does so. On the other hand, ifk is
replaced byc− k, thenVk goes toV−1

k andtk to −tk so that

c∑

k=1

∞∑

n=1

1
2πin

(Vn
k − V−n

k )Ptkn

Pn − P−n
= −

c∑

k=1

∞∑

n=1

1
2πin

(Vn
k − V−n

k )P−tkn

Pn − P−n

Taking the arithmetic mean, we see that

σ3 =
1
2

lim
r→0

c∑

k=1

∞∑

n=1

1
2πin

(Vn
k − V−n

k )(Ptkn − P−tkn)

Pn − P−n

We are now in the same situation as in (116) but withuB andvB replaced by 0.
By the same analysis as in the former case, we can show that

σ3 =

c∑

k=1

P1

(
k
c

)
P1

(
a · k

c

)
=

c−1∑

k=0

P1

(
k
c

)
P1

(
a · k

c

)
.
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Thus, forf = (1),

G(B)v(β1) = −1
4
+P2(0)

(a+ d)
c
−

c−1∑

k=0

P1

(
k
c

)
P1

(
a · k

c

)
. (120)

We now define 143

v(f) =



1
4
, if f = (1)

0, otherwise.

Consolidating (118) and (120) into a single formula, we see that the value of
G(B) is given explicitly in terms of elementary arithmetical functions by

Theorem 13. Corresponding to a proper ray class characterχ modulof in
Q(
√

D)(D > 0), with associated v(λ) defined by(104)and a ray class B modulo
f, we have the formula

G(B) = v(β1)

P2(uB)
a+ d

c
−

c−1∑

k=0

P1

(
k+ uB

c

)
P1

(
a

k+ uB

c
− vB

)
− v(f)

 ,

(121)
where uB = vB = 0 for f = (1).

Note .Here [β1, β2] is an integral basis of an integral idealbB in B anduB =

S(β1γ), vB = S(β2γ). We recall thatG(B) depends only onB andnot on the
special choice ofbB or of its integral basis. The rational integersa, b, c, d are
determined byǫβ2 = aβ2 + bβ1, ǫβ1 = cβ2 + dβ1. The Riemann-Dedekind
method used above for the explicit determination ofG(B) does not make any
specific use of the fact thatz→ z∗ is a hyperbolic substitution.

Coming back to our formula forL(1, χ) for a proper ray class characterχ
modulof in Q(

√
D) for which the associatedv(λ) is defined by (104), we have

as a consequence of Theorems 12 and 13,

L(1, χ) =
π2

T
√

D
Λ, (122)

whereΛ =
∑
B
χ(B)G(B) with B running over all ray classes modulof. G(B) is

given by (121), and
T =

∑

λ mod f

χ(λ)e2πiS(λγ)

with γ ∈ K such that (γ
√

D) has exact denominatorf. 144
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We shall now use the elementary formula forL(1, χ) derived above, in order
to determine the class number of special abelian extensionsof the real quadratic
field Q(

√
D).

Let F be a relative abelian extension of degreen over K = Q(
√

D) and
let f be the ‘F̈uhrer’ (conductor) ofF relative toK. Let ζ(s,K) andζ(s, F) be
the Dedekind zeta functions ofK andF respectively. From class field theory,
we know that the galois group ofF overK is isomorphic to a subgroup of the
character group of the group of ray classes modulof in K. Moreover, the law of
splitting inF of prime ideals ofK is equivalent to the following decomposition
of ζ(s, F), namely

ζ(s, F) = ζ(s,K)
∏

χ,1

L(s, χ) (123)

whereχ runs over a complete set ofn − 1 non-principal ray class characters
modulofχ with conductorfχ dividing f andL(s, χ) is theL-series inK associ-
ated withχ. Multiplying both sides of (123) bys− 1 and lettings tend to 1,
we have in analogy with Theorem 10,

2r1 · (2π)r2 · R · H
W
√
|∆|

=
4rh

w
√

D

∏

χ,1

L(1, χ). (124)

In (124),r1 and 2r2 are respectively the number of real and complex conjugates
of F overQ, H is the class number ofF, W is the number of roots of unity inF,
R is the regulator ofF, ∆ is the discriminant ofF overQ, h is the class number
of K, r is the regulator ofK andw(= 2) the number of roots of unity inK.

We have been able to obtain a formula forL(1, χ) involving elementary
arithmetical functions only in the case when the character of signaturev(λ) as-
sociated withχ is defined by (104). Thus, if we are to obtain forH, a formula
involving purely elementary arithmetical functions, thenwe ought to consider
only such abelian extensionsF over K, for which, on the right hand side of
(124), there occur in the product only charactersχ whose associatedv(λ) is
given by (104). Moreover, suppose thatχ1 andχ2 are two such distinct char-
acters occuring in that product, thenχ1χ

−1
2 also occurs in the product and its

associatedv(λ) is defined byv(λ) = 1 for all λ , 0 in K. But this, again, is 145

a situation which we should avoid, in view of our aim. Thus, inorder that we
could obtain a formula of elementary type for the class number H of F, we
are obliged to consider only those abelian extensionsF over K, for which we
have the decompositionζ(s, F) = ζ(s,K)L(s, χ) whereχ is a ray class charac-
ter modulofχ with fχ as conductor and its associated character of signature is
given by (104). This, in the first place, means thatF is a quadratic extension
of K, i.e. F = Q(

√
D,
√
θ) whereθ is a non-square number inK. Let ϑ be the
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relative discriminant ofF overK. We could assume that (θ) = ϑi2 for an ideal
i in K, coprime toϑ.

From class field theory, we know that a prime idealp in K not dividing f,
the conductor ofF relative toK, either splits into a product of distinct prime
factors or stays prime inF and moreover

χ(p) =


1, if p splits inF

−1, if p stays prime inF.
(125)

We also know thatfχ dividesf.
On the other hand, letp be a prime ideal inK not dividingϑ. We can then

find c ∈ K such thatθ∗ = θc2 is prime top. Let us define then

ψ(p) =

(
θ∗

p

)
,

where, forp 6 |(2),

(
θ∗

p

)
is the quadratic residue symbol inK and if pa is the

highest power ofp dividing (2), then

(
θ∗

p

)
= +1 or−1, according as the con-

gruenceθ∗ ≡ ξ2( mod p2a+1) is solvable inK or not. We see thatψ(p) is
unambiguously defined for all prime idealsp not dividingϑ and we extendψ
multiplicatively to all idealsa in the ray classes moduloϑ in K.

From the theory of relative quadratic extensions of algebraic number fields,
it follows that for prime idealsp in K not dividingϑ, χ(p) = ψ(p) and hence
χ(a) andψ(a) coincide on the ideals in the ray classes moduloϑ.

Now, by the law of quadratic reciprocity inK, it can be shown that for
all numbersα in K for which α ≡ 1( mod ∗ϑ) andα > 0, ψ((α)) = 1. In
other words,ψ, and henceχ, is a ray class character moduloϑ. Incidentally 146

we note thatfχ dividesϑ, sinceχ is a ray class character modulofχ, with fχ as
conductor. Again, using the law of quadratic reciprocity, we can show that for
integralλ , 0 and coprime toϑ, χ((λ)) = ψ((λ)) = ψ(λ)v(λ) whereψ(λ) is a
prime residue class character moduloϑ andv(λ) is given by

v(λ) =



1, if θ > 0

λ

|λ| , if θ > 0, θ′ < 0

λ′

|λ′| , if θ < 0, θ′ > 0

N(λ)
|N(λ)| , if − θ > 0.
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But, for our purposes, we requireχ((λ)) to be of the formψ(λ) · N(λ)
|N(λ)| . Thus,

finally, in order that we could calculateH in terms of elementary arithmetical
functions, we conclude thatF should be of the formK(

√
θ) whereθ ∈ K and

−θ > 0. In other words,F is a biquadratic field overQ, which is realized as an
imaginary quadratic extension of the real quadratic fieldQ(

√
D). We have in

this case, the following formula for the class numberH of F, viz.

4π2 · R
W
√
|∆|

H =
4rh

w
√

D
L(1, χ)

=
4rh

w
√

D

π2

T
√

D
Λ. (126)

In order to determine the value ofT explicitly, we use the functional equa-
tions ofζ(s, F), L(s, χ) andζD(s) = ζ(s,Q(

√
D)), viz.

(2π)−2sΓ2(s)(|∆|)s/2ζ(s, F) = (2π)−2(1−s)Γ2(1− s) × (|∆|)(1−s)/2ζ(1− s, F),

π−sΓ2(s/2)Ds/2ζD(s) = π−(1−s)Γ2

(
1− s

2

)
D(1−s)/2ζD(1− s) (127)

π−sΓ2((s+ 1)/2)(DN(fχ))
s/2L(s, χ) =

= π−(1−s)Γ2

(
1− s

2

)
(DN(fχ))

(1−s)/2L(1− s, χ)×

χ(q)v(γ
√

D)
√

N(fχ)

T
,

whereγ ∈ K such that (γ
√

D) = q/fχ has exact denominatorfχ. Further 147

ζ(s, F) = ζD(s)L(s, χ) andΓ(s/2)Γ((s+ 1)/2) = π
1
2 21−sΓ(s). These, together

with (127), give us

(
D2N(fχ)

|∆|

)s− 1
2

=
χ(q)v(γ

√
D)

√
N(fχ)

T
. (128)

Since the right hand side is independent ofs, we see by settings = 1/2, that
T =

√
N(fχ)χ(q)v(γ

√
d). Since the right-hand side of (128) is 1, we see again

by settings = 3/2 in (128), thatD2N(fχ) = |∆|. But we know thatD2N(ϑ) =
|∆|. This means thatN(ϑ) = N(fχ) and sincefχ dividesϑ, we obtain incidentally
thatfχ = ϑ. Thus we have

T =
√

N(ϑ)χ(q)v(γ
√

D).
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But

(γ
√

D) =
q

fχ
=
q

ϑ
=
qi2

ϑi2
=

(κ)
(θ)

whereκ = θγ
√

D. Moreover, sinceχ is a real character,χ(i2) = 1. Hence
χ(q) = χ(qi2) = χ(κ)v(κ) = χ(κ)v(θγ

√
D) = v(γ

√
D)χ(κ). ThusT =

√
N(ϑ)χ(κ).

As a result, from (126), we obtain

H
h

R
r

w
W
= χ(κ)Λ

= χ(θγ
√

D)
∑

B

χ(B)G(B). (129)

We may summarise the above in

Proposition 17. Let F = Q(
√

D,
√
θ) be an imaginary quadratic extension of

K = Q(
√

D), D > 0, with an integral idealf in K for its “conductor”, θ being a
totally negative number in K. Then with our earlier notation, the class number
H of F is given by

H = h
r
R

W
w
χ(θγ

√
D)

∑

B

χ(B)G(B),

where B runs over all the ray classes modulof in K, G(B) is given by(121)and 148

χ is the non-principal ray class character modulof, associated with F.

Remark. We know thatG(B) are rational numbers with at most 12f (where f
is the smallest positive rational integer divisible byfχ = f = ϑ) in the denomi-

nator, it follows that 12f
R
r

w
W

H
h

is a rational integer.

Let η andµ be respectively the fundamental units inF andQ(
√

D). Then
R = 2 log|η| andr = log |µ|. Now eitherµ = η or µ = ±η2. In the former case
R = 2r; in the latter case,F may be generated overQ(

√
D) by adjoining the

square root of∓µ (whichever is totally negative) toQ(
√

D) and in this case,
we haveR = r. Thus, in any case, sincew dividesW, we see that 24f (H/h) is
a rational integer.

If h is coprime to24f , we obtain the interesting result that h divides H.
Let us now assume thatF is an unramified imaginary quadratic extension

of Q(
√

D). Thenϑ = (1) and hence the ray class group moduloϑ is just
the narrow class group ofQ(

√
D) and χ is a genus character. It is known

that all totally complex unramified quadratic extensions ofQ(
√

D) are of the
form Q(

√
D1,
√

D2) whereD1 andD2 are coprime negative discriminants (of
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quadratic fields overQ) which satisfyD1D2 = D. HenceF is obtained from
Q(
√

D) by adjoining either
√

D1 or
√

D2, for such a decomposition ofD as
product of two coprime negative discriminants.

On the other hand, sinceF = Q(
√

D1,
√

D2) is an abelian extension ofQ
with galois group of order 4, we have the decomposition

ζ(s, F) = ζ(s)LDt (s)LD2(s)LD(s),

whereLD1(s), LD2(s) andLD(s) are the DirichletL-series inQ associated with

the Legendre-Jacobi-Kronecker symbols
(D1

n

)
,
(D2

n

)
, and

(D
n

)
respectively.

Moreover
ζD(s) = ζ(s)LD(s)

and hence 149

L(s, χ) = LD1(s)LD2(s),

a result due to Kronecker, which we have met already (§1, Chapter II),χ being
a genus character inQ(

√
D). Therefore

L(1, χ) = LD1(1)LD2(1).

On the other hand, ifh1 andh2 are the class numbers ofQ(
√

D1) andQ(
√

D2)
respectively andw1 andw2 the respective number of roots of unity inQ(

√
D1)

andQ(
√

D2), then

LD1(1) =
2πh1

w1
√
|D1|

, LD2(1) =
2πh2

w2
√
|D2|

.

Hence
π2

√
D
Λ = L(1, χ) =

4π2h1h2

w1w2
√
|D1|
√
|D2|

and as a consequence, we have

Proposition 18. If D1 < 0, D2 < 0, D = D1D2 are discriminants of quadratic
fields overQ and if h1, h2 are the class numbers of and w1, w2 the number of
roots of unity inQ(

√
D1), Q(

√
D2) respectively, then we have

4h1h2

w1w2
= Λ =

∑

B

χ(B)G(B). (130)

(In (130), χ is the genus character inQ(
√

D) corresponding to the decomposi-
tion D = D1D2 and B runs over all the narrow ideal classes inQ(

√
D)).
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Remark. Formula (130) is interesting in that it gives another arithmetical sig-
nificance forΛ. Besides, it is the analogue of Kronecker’s solution of Pell’s
equation which we referred to in§ 3, Chapter II earlier. It has not appeared in
literature so far.

From (129) and (130), we have

H =
4hh1h2W
w1w2w

r
R
. (131)

If we exclude the special cases when−4 ≤ D1, D2 < 0, thenw1 = w2 = 2 = w. 150

Moreover,r/R is 1 or 1
2, as we have seen earlier. Further if we excludeF from

being the cyclotomic fields of the 8th or 10th or 12th roots of unity or the fields
Q(
√

D,
√
−1) or Q(

√
D,
√
−3), thenW = 2. Thus barring these special cases,

we have for the class numberH of F the formula

H = h
r
R
Λ

and from (131)

H =
r
R

hh1h2. (132)

In general,R/r = 2 and hence we have, except for some special cases,

2
H
h
= Λ = h1h2.

For D1 = −4, formula (131) was obtained by Dirichlet and in the gen-
eral case, this was discovered by Hilbert. A generalizationof (132) has been
considered by Herglotz. One breaks upD as the product ofr(≥ 2) mutually co-
prime discriminants. The fieldK = Q(

√
D1, . . . ,

√
Dr ) is an unramified abelian

extension ofQ(
√

D) and for the Dedekind zeta function ofF, we have the de-
composition as a product ofL-series for the corresponding genus-characters in
Q(
√

D). One then proceeds as above to obtain the required generalization of
(132), involving the class numbersh1, . . . hr of Q(

√
D1), . . .Q(

√
Dr ) respec-

tively.

6 Some Examples

This section is devoted to giving a few interesting examplespertaining to the
determination of the class number of totally complex biquadratic extensions of
Q with particular reference to Proposition 17 and 18.

Examples 1-6 deal with the case whenF is a totally complex number field151
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which is an unramified imaginary quadratic extension ofQ(
√

D), D > 0(f =
(1)). In fact, thenF = Q(

√
D1,
√

D2) whereD = D1D2 is a decomposition of
D as product of coprime negative discriminantsD1, D2. Formula (129) gives
the class numberH of F, on computingR, r, h, w, W andG(B). Incidentally
we also check (130), by findingh1, h2, w1, w2.

On the other hand we know that for any algebraic number field, the class
number can be found directly, as follows. Since, in every class of ideals, there
exists an integral ideal of norm not exceeding

√
|∆| (∆ being the absolute dis-

criminant), it suffices to test for mutual equivalence, the integral ideals of norm
not exceeding

√
|∆| and obtain a maximal set of inequivalent ideals from among

these. This will give us the class number.
Our notation here will be the same as in the last section.
The following remark is to effect a simplification of the computation, in the

case of Examples 1-6. The ray classes modulof(= (1)) in Q(
√

D) are just the
narrow ideal classes. Looking at the definition ofG(B), we see that for two
narrow classesB1 andB2 lying in the same wide class,G(B1) = −G(B2) and
furtherχ(B1) = −χ(B2) so thatχ(B1)G(B1) = χ(B2)G(B2). Thus

Λ = 2
∑

A

χ(B)G(B) = 2Λ∗(say)

whereA runs over the wide classes inQ(
√

D) andB is a narrow class contained
in A. From (129), we have

H = 2h · r
R
· W

w
· Λ∗.

Further, formula (130) becomes

Λ∗ =
2h1h2

w1w2
.

As before,ǫ(> 1) is the generator of the groupΓ∗
f

in Q(
√

D).

Example 1.D = 12,D1 = −3, D2 = −4

h = 1, since (2)= (1+
√

3)(1−
√

3), (3) = (
√

3)2.

Similarly h1 = 1, h2 = 1. Furtherw1 = 6, w2 = 4, w = 2, ǫ = 2+
√

3 > 0, 152

W = 12. Sinceǫ = i


1+
√

3
1+ i


2

, r/R= 1.
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Sinceh = 1,Λ∗ = G(B1), B1 being the principal narrow class inQ(
√

12).
We takebB1 = (1); bB1 = [1,

√
3], β1 = 1, β2 =

√
3, v(β1) = 1.

(2+
√

3)

(√
3

1

)
=

(
2 3
1 2

) (√
3

1

)
a = 2,b = 3, c = 1,d = 2.

G(B1) =
1
12
· 2+ 2

1
− 1

4
=

1
12
.

Thus

H = 2.1.1 · 12
2
· 1

12
= 1.

Further
2h1h2

w1w2
=

2.1.1
6.4

=
1
12
= Λ∗.

Example 2.D = 24, D1 = −3, D2 = −8, h = h1 = h2 = 1, w = 2, w1 = 6,
w2 = 2, W = 6, ǫ = 5+ 2

√
6 > 0.

Since−ǫ = (
√
−3 +

√
−2)2, r/R = 1. AlsoΛ∗ = G(B1), B1 being the

principal narrow class inQ(
√

24); bB1 = (1) = [1,
√

6], β1 = 1, β2 =
√

6,
v(β1) = 1.

ǫ

(√
6

1

)
=

(
5 12
2 5

) (√
6

1

)
, a = 5,b = 12, c = 2,d = 5,

Λ∗ = G(B1) =
1
12
· 5+ 5

2
− 1

4
=

1
6
,

H = 2.1 · 6
2
· 1

6
− 1,

2h1h2

w1w2
=

2.1.1
6.2

= Λ∗.

Example 3.D = 140,D1 = −4, D2 = −35, h1 = 1, w1 = 4, h2 = 2, w2 = 2, 153

h = 2, w = 2, ǫ = 6 +
√

35 > 0, W = 4, r/R = 1/2. We takep1 = (1),
p2 = (2,1 +

√
35) as representatives of the two wide classes inQ(

√
35) and

denote the ray classes containing them byB1, B2 respectively. Sincep2
2 = (2),

N(p2) = 2 andχ(B2) =
(
−35

2

)
= −1.

For B1, bB1 = p1, β1 = 2, β2 =
√

35,v(β1) = 1, a = 6, b = 35,c = 1, d = 6,
G(B1) = 1/12 · (6+ 6)/1− 1/4 = 3/4.

For B2, bB2 = p2, β1 = 2, β2 = 1+
√

35,v(β1) = 1,ω = (1+
√

35)/2,

ǫ = 2ω + 5, ǫω = 7ω + 17,a = 7,b = 17, c = 2,d = 5,
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G(B2) =
1
12
· 7+ 5

2
− 1

4
=

1
4
,

Λ∗ =
∑

A

χ(B)G(B) =
3
4
− 1

4
=

1
2
,

H = 2.2 · 1
2
· 4

2
· 1

2
= 2,

2h1h2

w1w2
=

2.1.2
4.2

= Λ∗.

Example 4.D = 140,D1 = −7, D2 = −20, h1 = 1, w1 = 2, h2 = 2, w2 = 2,
h = 2, w = 2, W = 2, r/R = 1

2, ǫ = 6 +
√

35 > 0. Let p1, p2, B1, B2 have

the same significance as in Example 3. Thenχ(p2) =

(
−7
2

)
= 1, G(B1) = 3/4,

G(B2) = 1/4,Λ∗ = 3/4+ 1/4 = 1,

H = 2.2 · 1
2
· 1.1 = 2,

2h1h2

w1w2
=

2.1.2
2.2

= Λ∗.

Example 5.D = 21,D1 = −3, D2 = −7,h1 = 1,w1 = 6,h2 = 1,w2 = 2,h = 1,
w = 2, W = 6, ǫ = (5+

√
21)/2 > 0; r/R= 1, since−ǫ = ((

√
−3+

√
−7)/2)2.

For the principal narrow classB1 in Q(
√

21), we takebB1 = (1) with inte-
gral basis [1, ǫ]; β1 = 1, β2 = ǫ, ω = ǫ, ǫω = 5ω − 1, a = 5, b = −1, c = 1,
d = 0.

Λ∗ = G(B1) =
1
12
· 5

1
− 1

4
=

1
6
,

H = 2.1.1 · 6
2
· 1

6
= 1,

2h1h2

w1w2
=

2.1.1
6.2

= Λ∗.

154

We might show thatH = 1, directly. The discriminant ofF is (21)2 and we
have therefore to examine the splitting of (2), (3), (5), (7), (11), (13), (17), (19)
in F. The ideals (2), (5), (11) and (17) stay prime inQ(

√
3) and (3), (13), (19)

stay prime inQ(
√
−7). Further (7)= (

√
7)2 in Q(

√
−7). The further splitting

in F is seen to be as follows:

(2) =


1+
√
−7

2



1−
√
−7

2

 ,
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(3) = (
√
−3)2,

(5) = (2
√
−3+

√
−7)(2

√
−3−

√
−7),

(7) = (1+ ρ)2(1− ρ−1)−2 with ρ =

√
−3+

√
−7

2
,

(11)= (2+
√
−7)(2−

√
−7),

(13)= (1+ 2
√
−3)(1− 2

√
−3),

(17)=


5
√
−3+

√
−7

2



5
√
−3−

√
−7

2

 ,

(19)= (4+
√
−3)(4−

√
−3).

Thus all prime ideals of norm≤ 21 are principal inF and henceH = 1.

Example 6.D = 2021,D1 = −43,D2 = −47,h1 = 1, w1 = 2.

To findh2, we observe that

(
−47

5

)
= −1 and so (5) stays prime inQ(

√
−47),

while (2)= p2p
′
2, (3) = p3p

′
3 where

p2 =

2,
1+
√
−47

2

 , p3 =

3,
1±
√

47
2

 .

The integral ideals of norm≤
√
|47| in Q(

√
47) arep2, p′2, p3, p′3, p2

2, p′22, p2p3,
p′2p3, p2p

′
3, p′2p

′
3. Now

N


1+
√
−47

2

 = 12= p2
2p
′2
2p3p

′
3.

Let p3 be so chosen that 155

p2
2p
′
3 =


1±
√
−47

2

 .

Thenp2
2 ∼ p3 (equivalent in the wide sense). Let now

pk
2 =


x+ y

√
−47

2

 ,

k being the order of the wide class containingp2 andx, ybeing rational integers.
Thenx2 + 47y2 = 2k+2 and certainlyy , 0, for then we would havepk

2 = p
′k
2
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i.e. p2 = p
′
2, which is not true. But now the smallestk > 0 for which the

diophantine equationx2 + 47y2 = 2k+2 is solvable withy , 0 is k = 5 (in

fact, 92 + 47 = 128). Hencep5
2 =


9+
√
−47

2

 andp4
2 / (1). Sincep2

2 ∼ p3,

p′22 ∼ p′3, p2p3 ∼ p3
2 ∼ p

2
2 ∼ p

′
3, p′2p3 ∼ p2, p2p

′
3 ∼ p

′
2, p′2p

′
3 ∼ p3, we see that

(1), p2, p′2, p3, p′3 form a complete set of mutually inequivalent integral ideals
of norm≤

√
|47| and thush2 = 5.

To findh, we have to consider integral ideals of norm≤
√

2021 (i.e.≤ 44).
Since (

2021
p

)
= −1 for p = 2,3,7,11,13,23,29,31,37,41,

these rational primes stay prime also inQ(
√

2021). We need to consider there-
fore only the decomposition of (5), (17), (19) and (43) inQ(

√
2021). Now

(
2021
43

)
= 0 and (43)=


43+

√
2021

2



43−

√
2021

2

 .

Further (
2021

5

)
=

(
2021
17

)
=

(
2021
19

)
= 1

and so (5)= p5 · p′5, (17)= p17 · p′17, (19)= p19 · p′19 (say). Actually

p5 =

5,
1+
√

2021
2

 .

Now, 156

p2
5 =


39−

√
2021

2
,−25

 and p3
5 =


39−

√
2021

2

 .

Hencep3
5 ∼ (1) butp2

5 / (1), for this would meanp5 ∼ (1) which is not true,

since±5 is not the norm of any integer inQ(
√

2021). Now

(44+
√

2021)(44−
√

2021)= (5)(17)

and
(46+

√
2021)(46−

√
2021)= (5)(19)

and by properly choosingp17, p19, we can suppose thatpp′17− ∼ (1) and
p5p

′
19 ∼ (1). But 1,p5, p2

5 are inequivalent andp17 ∼ p5 ∼ p19, p′17 ∼ p
′
19 ∼ p

2
5.
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Henceh = 3. Furtherw = 2, ǫ = 1
2(45+

√
2021);w2 = W = 2. Moreover,

r/R= 1 since

−ǫ =

√
−43+

√
−47

2


2

.

Let B1, B2, B3 be the narrow classes inQ(
√

2021) containing (1),p5, p2
5.

Then

bB1 = (1), β1 = 1, β2 =
1+
√

2021
2

, ω1 =
β2

β1
=

1+
√

2021
2

,

v(β1) = 1,

ǫω1 = 23ω1 + 505

ǫ = ω1 + 22

 a = 23,b = 505, c = 1,d = 22

bB2 = p5, β1 = 5, β2 =
1+
√

2021
2

, v(β1) = 1,

ω2 =
β2

β1
=

1+
√

2021
10

,

ǫω2 = 23ω2 + 101

ǫ = 5ω2 + 22

 a = 23,b = 101, c = 5,d = 22

157

bB3 = p
2
5, β1 =

1
2

(39−
√

2021), β2 = −25, v(β1) = −1,

ω3 =
β2

β1
=

−50

39−
√

2021
=

19+ ω1

5
,

ǫω3 = 42ω3 + 25

ǫ = 5ω3 + 3

 a = 42,b = 25, c = 5,d = 3

χ(B1) = 1, χ(B2) = χ(p5) =

(
−43

5

)
= −1, χ(B3) = χ(p2

5) = 1.

Thus

Λ∗ = 1

{
1
12

23+ 22
1

− 1
4

}

− 1


1
12

23+ 22
5

−
4∑

k=1

P1

(
k
5

)
P1

(
23k
5

)
− 1

4

+
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+


1
12

42+ 3
5
−

4∑

k=1

P1

(
k
5

)
P1

(
42k
5

)
− 1

4

 .

SinceP1

(
23k
5

)
= −P1

(
42k
5

)
, we see easily thatΛ∗ = 5/2,

H = 2.3.1 · 2
2
· 5

2
= 15,

2h1h2

w1w2
=

2.1.5
2.2

= Λ∗.

The following two examples deal with the case whenF is ramified (with
relative discriminantf , (1)) overQ(

√
D), (cf. Proposition 17). Now the num-

bersγ and uB, vB corresponding to the ray classesB in Q(
√

D) have to be
reckoned with.

Example 7.D = 5, F = Q(
√

5,
√
θ) whereθ = (

√
5 − 5)/2 and−θ > 0,

h = 1, w = 2, W = 10. The fundamental units inF andQ(
√

5) are the same,
viz. ω = (1 +

√
5)/2 and sor/R = 1/2. It is easy to verify thatθ =

√
5ω′, 158

θ′ = −
√

5ω = θ · ω2, N(ω) = −1.

If we setρ = (
√
θ−ω)/2, thenρ−1 = −(

√
θ+ω)/2 = −ρ−ω and soρ+ρ−1 =

−ω. Thereforeρ2 + ρ−2 = ω2 − 2 = ω − 1, so thatρ2 + ρ−2 + ρ + ρ−1 + 1 = 0.
Actually, since Reρ < 0 and Imρ > 0, we haveρ = e4πi/5. As a basis of the
integers inF over Q(

√
5), we have [1, ρ] and the relative discriminantf of F

over Q(
√

5) is (θ) = (θ′) = (
√

5). Now ϕ(f) = 4 andω4, −ω, ω, ω2 serve
as prime residue class representatives modulof in Q(

√
5). In fact,ω4 ≡ 1,

−ω ≡ 2,ω ≡ 3,ω2 ≡ 4( mod f). For ǫ, we takeω4 = (7+ 3
√

5)/2 and then
ǫ > 0 as alsoǫ ≡ 1( mod f). We note thatv(f) = 0.

We takeγ = 1/5 so that (γ)f = (1)/(
√

5) has exact denominatorf and
q = (1). Furtherχ(q)v(γ

√
5) = 1× −1 = −1.

In the notation of§ 5 (Chapter II), the set{λk} consists just of 1, and{µl}
consists of 1, 2ω. Therefore, sinceh = 1, we may take as ray class representa-
tives modulof, the idealsp1 = (1) andp2 = (2) and denote the corresponding
ray classes byB1 andB2.

For B1, χ(B1) = 1, β1 = 1, β2 = ω, v(β1) = 1, a = 5, b = 3, c = 3, d = 2,
uB1 = S(γ) = 2/5, vB1 = S(ωγ) = 1/5.

For B2, χ(B2) = −1, necessarily;β1 = 2, β2 = 2ω, v(β1) = 1, a = 5, b = 3,
c = 3, d = 2, uB2 = S(2γ) = 4/5, vB2 = S(2ωγ) = 2/5;

Λ =



(
(2/5)2 − (2/5)

2
+

1
12

)
5+ 2

3
−

2∑

k=0

P1

(
k+ 2/5

3

)
P1

(
5(k+ 2/5)

3
− 1

5

)−
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−


(
(4/5)2 − (4/5)

2
+

1
12

)
5+ 2

3
−

2∑

k=0

P1

(
k+ 4/5

3

)
P1

(
5(k+ 4/5)

3
− 2

5

)

= −2/5;

H = h · r
R
· W

w
× (−Λ) = 1 · 1

2
· 10

2
· 2

5
= 1.

We shall now show thatH = 1, directly. Since the absolute discriminant of159

F is 52 · N(f) = 125, we need only to examine the splitting inF of the ideals

(2), (3), (5), (7) and (11). Since

(
5
p

)
= −1 for p = 2,3,7 the ideals (2), (3),

(7) are prime inQ(
√

5). Further,

(
θ

p

)
= −1 for p = (2), (3), (7) and hence, by

(125), these stay prime inF too. Again,

(11)= (4+
√

5)(4−
√

5) = (1−
√
θ)(1+

√
θ)(1− ω

√
θ)(1+ ω

√
θ)

(5) = (
√

5)2 = (
√
θ)4.

Thus, all prime ideals of norm≤ 11 in F are principal and, as a consequence,
H = 1.

We might show thatH = 1, also by using the following decomposition, due
to Kummer, of the Dedekind zeta-functionζ(s, F), viz.

ζ(s, F) = ζ(s)L5(s)P(s)Q(s),

where, forσ > 1,

L5(s) =
∞∑

n=1

(
5
n

)
n−s,

P(s) =
∞∑

n=1

ψ(n)n−s,

Q(s) =
∞∑

n=1

ψ(n)n−s,

andψ(n) is defined by

ψ(n) =



0, n ≡ 0( mod 5),

i, n ≡ 2( mod 5),

−1, n ≡ −1( mod 5),

−i, n ≡ −2( mod 5),

1, n ≡ 1( mod 5).
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Since ζ(s, F) = ζ(s,Q(
√

5))L(s, χ) and ζ(s,Q(
√

5)) = ζ(s)L5(s), we have
L(s, χ) = P(s)Q(s). Hence

P(1)Q(1) = L(1, χ) = −π
2Λ

5
=

2π2

25
. (∗)

But it is easy to see that 160

P(1) =
∞∑

n=−∞

(
1

5n+ 1
+

i
5n+ 2

)
,

=
π

5
(cotπ/5+ i cot 2π/5),

=
π

5

(
−i(ρ + ρ−1)
ρ − ρ−1

+
ρ2 + ρ−2

ρ2 − ρ−2

)
.

Similarly

Q(1) =
π

5

(
−i(ρ + ρ−1)
ρ − ρ−1

− ρ
2 + ρ−2

ρ2 − ρ−2

)
.

Therefore

P(1)Q(1) = − π
2

25

(
ρ2 + ρ−2 + 2
ρ2 + ρ−2 − 2

+
ρ4 + ρ−4 + 2
ρ4 + ρ−4 − 2

)

= − π
2

25

(
ρ2 + ρ−2 + 2
ρ2 + ρ−2 − 2

+
ρ + ρ−1 + 2
ρ + ρ−1 − 2

)

= − π
2

25

(
α2(α − 2)+ (α + 2)(α2 − 4)

(α2 − 4)(α − 2)

)
(α = ρ + ρ−1 = −ω)

= − π
2

25
× −10

5
=

2π2

25
,

which confirms (∗) above.

Example 8.D = 17,F = Q(
√

17,
√
θ) whereθ = (

√
17− 5)/2,−θ > 0, h = 1,

w = 2, W = 2; ρ = 4 +
√

17(= 2θ + 9) is the fundamental unit inQ(
√

17) as
also inF and sor/R= 1/2.

[1, (1 +
√
θ)/θ′] is a basis of the integers inF overQ(

√
17). The relative

discriminantf of F overQ(
√

17) is (θ3); N(f) = 8 andv(f) = 0. Furtherϕ(f) = 4
and as representatives of th prime residue classes modulof in Q(

√
17), we take

1, −1, 3, −3. It is easy to verify thatρ ≡ −3, ρ2 ≡ 1, −ρ ≡ 3, −ρ2 ≡ −1(
mod f) and so, in every prime residue class modulof, there is a unit. Also, it is 161
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clear thatǫ = ρ2 = 33+ 8
√

17 is the generator ofΓ∗
f
. We takeγ = 1/(θ3

√
17);

then (γ)(
√

17)= f−1. Soq = (1) and moreover,N(γ
√

17)> 0.
In the notation of§ 5 (Chapter II) again,{γk} consists of the single element

1 while {µ1} consists of the numbers 1,−3ρ, 5ρ, −7ρ2. Furtherh = 1 and there
are just 4 ray classes modulof which we denote byB1, B3, B5 andB7 (say) and
the corresponding representativesbB1, bB3, bB5, bB7 may be chosen to be (1),
(3), (5), (7) respectively. The numbersuB, vB corresponding to the ray classes
B1, B3, B5, B7 may be denoted byu1, v1, u3, v3, u5, v5, u7, v7 respectively.

If λ ≡ ±1( mod f), thenχ((λ)) = ±1 according asN(λ) ≷ 0 and hence
χ(B1) = 1,χ(B3) = χ((−3ρ)) = −1,χ(B5) = χ((5ρ)) = −1,χ(B7) = χ((−7ρ2)) =

1. We note incidentally that, forq = 1,3,5,7, χ(Bq) =

(
2
q

)
.

For B1,

bB1 = (1), β1 = 1, β2 = θ,u1 = S(γ) = −23
8
,

v1 = S(θγ) ≡ 1
4

( mod 1).

For B3,

bB3 = (3), β1 = 3, β2 = 3θ,u3 = S(3γ) = −69
8
,

v3 = S(3θγ) ≡ 3
4

( mod 1).

For B5,

bB5 = (5), β1 = 5, β2 = 5θ,u5 = S(5γ) = −115
8
,

v5 = S(5θγ) ≡ −v3( mod 1).

For B7,

bB7 = (7), β1 = 7, β2 = 7θ,u7 = S(7γ) = −161
8
,

v7 = S(7θγ) ≡ −v1( mod 1).

For all the 4 classes,a = −7, b = −32,c = 16,d = 73. 162

From (129), we now obtain

2H = χ((1))v(γ
√

17)
∑

q=1,3,5,7

χ(Bq)G(Bq)
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i.e.

2H =
∑

q=1,3,5,7

(
2
q

)
×

P2(uq)
33
8
+

15∑

k=0

P1

(
k+ uq

16

)
P1

(
7 ·

k+ uq

16
+ vq

) .

It may be verified that

f rac338
∑

q=1,3,5,7

(
2
q

)
P2(uq) =

66
128

;

15∑

k=0

P1

(
k+ u1

16

)
P1

(
7 · k+ u1

16
+ v1

)
=

=

15∑

k=0

P1

(
k+ u7

16

)
P1

(
7 · k+ u7

16
+ v7

)
=

6256
1282

;

15∑

k=0

P1

(
k+ u3

16

)
P1

(
7 · k+ u3

16
+ v3

)
=

=

15∑

k=0

P1

(
k+ u5

16

)
P1

(
7 · k+ u5

16
+ v5

)
= −5904

1282
.

Thus

2H =
66
128
+ 2

6256+ 5904
1282

= 2

i.e. H = 1.
We shall now show thatH = 1 directly. Since the absolute discriminant of

F is 172 × 8 = 2312(< 492), we have to examine for mutual equivalence all
integral ideals of (absolute) norm< 49 in F.

To this end, we first remark that the ideals (3), (5), (7), (11), (23), (29), (31), 163

(37) and (41) are prime inQ(
√

17). Further we have inQ(
√

17) the following
decomposition of other ideals, viz.

(2) = (θ)(θ′), (13)= (1+ 4θ′)(1+ 4θ), (17)= (5+ 2θ)(5+ 2θ′),

(19)= (11+ 2θ)(11+ 2θ′), (43)= (1+ 6θ)(1+ 6θ′),

(47)= (3− 2θ)(3− 2θ′).

Now, if p is a prime ideal inQ(
√

17), then

χ(p) =

(
θ

p

)
=



+1, if p = B1B2 in F,B1 , B2

−1, if p is prime inF

0, if p = B2 in F.
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Further, if λ and µ are integers inQ(
√

17) such thatλ ≡ µ( mod f), then

χ((λ)) =

(
θ

(λ)

)
= ±

(
θ

(µ)

)
according asN(λµ) ≷ 0.

For p = (3), (5), (11), (29), (37) inQ(
√

17),

(
θ

p

)
= −1 and so these prime

ideals stay prime also inF.

(2) = (θ)(θ′) = (
√
θ)2


1+
√
θ

θ′



1−
√
θ

θ′

 .

Now 1+4θ′ ≡ 3( mod f) and 1+4θ = 1( mod f) so thatχ((1+4θ′)) = −1,
while χ((1+ 4θ)) = +1. So (1+ 4θ′) stays prime inF while (1+ 4θ) splits in
F. This gives

(13)= (1+ 4θ′)(1+ θ +
√
θ)(1+ θ −

√
θ).

Again 5+ 2θ ≡ 1( mod f), 5+ 2θ′ ≡ −1( mod f) and soχ((5 + 2θ)) =
χ((5+ 2θ′)) = −1. Hence the ideal (17) does not decompose further inF.

In view of the fact that 11+ 2θ′ ≡ −3( mod f), χ((11+ 2θ′)) = −1 and
so (11+ 2θ′) stays prime inF whereas (11+ 2θ) splits in F. We have inF
therefore the decomposition

(19)= (11+ 2θ′)(1+ (5+ θ)
√
θ)(1− (5+ θ)

√
θ).

164

From 1+ 6θ′ ≡ −1( mod f), 1+ 6θ ≡ −3( mod f) we know that (1+ 6θ)
stays prime inF while (1+ 6θ′) splits and we obtain the splitting of (43) inF
as

(43)= (1+ 6θ)(5+ θ +
√
θ(4+ θ))(5+ θ −

√
θ(4+ θ)).

Both the ideals (3− 2θ) and (3− 2θ′) split in F and we have

(47)= (1+
√
θ(3+ θ))(1−

√
θ(3+ θ))(3+ θ +

√
θ(4+ θ))×

× (3+ θ −
√
θ(4+ θ)).

The prime ideals (7) and (41) inQ(
√

17) split inF as

(7) = (θ + 3+
√
θ)(θ + 3−

√
θ),

(41)= (3+ 2θ + 2
√
θ(5+ θ))(3+ 2θ − 2

√
θ(5+ θ)).

Finally, from the decompositions

(23)(θ′) =


8+ 3θ
√
θ
+

√
θ

2
(θ +

√
θ)



(8+ 3θ) + θ(θ −

√
θ)/2

√
θ

 ,
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(62)(1+ 4θ) =

−10− 7θ +
θ2

2
+
θ
√
θ

2


−10− 7θ +

θ2

2
− θ
√
θ

2

 ,

we can deduce that the ideals (23) and (31) split into two distinct principal
prime ideals each inF, if we use the decomposition of (1+ 4θ) and (2) inF.

Thus all prime ideals of norm< 49 in F are principal and we haveH = 1.
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Chapter 3

Modular Functions and
Algebraic Number Theory

1 Abelian functions and complex multiplications
167

In this section, we shall see how the complex multiplications of abelian func-
tions lead in a natural fashion to the study of the Hilbert modular group.

Let z1, . . . , zn ben independent complex variables and let

z=



z1
...

zn



Let Cn be then-dimensional complex euclidean space andG, a domain inCn.
A complex-valued functionf (z) defined onG (except, perhaps, for a lower-
dimensional subset ofG) is meromorphicin G, if there exists a correspondence

a =



a1
...

an


(∈ G)→ pa(z)

qa(z)

wherepa(z) andqa(z) are convergent power-series inz1 − a1, . . . zn − an with a

common domain of convergenceKa arounda such that forz ∈ Ka, f (z) =
pa(z)
qa(z)

whenever eitherqa(z) , 0 or if qa(z) = 0, thepa(z) , 0.

149
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Let f (z) be a meromorphic function ofz in Cn. A complex columnp =


p1

...
pn



is aperiodof f (z), if f (z+ p) = f (z) for all z ∈ Cn; for example, 0=


0
...
0

 is a

period of f (z). The periods off (z) form an additive abelian group; if we regard168

Cn as a 2n-dimensional real vector space, then the group of periods is, in fact,
a closed vector group over the field of real numbers. Either this vector group
is discrete or it contains at least one limit point inCn. In the latter case,f (z)
is said to bedegenerate; this is equivalent to the fact thatf (z) has infinitesimal
periods and by a suitable linear transformation of the variablesz1, . . . , zn with
complex coefficients, the functionf (z) can be brought to depend on strictly less
thann complex variables. In the former case,f (z) is said to benon-degenerate
and its period-group is a discrete vector-group i.e. a lattice in Cn. We shall
consider only the case when the period-lattice has 2n generators linearly inde-
pendent over the field of real numbers. It is easy to constructan example of
a non-degenerate abelian function with 2n independent periods. For example,
let P(w) be the Weierstrass’ elliptic function with independent periodsω1,
ω2. Then the functionf (z) =P(z1) . . .P(zn) furnishes the required example,
since it has exactly 2n independent periods



ω1

·
·
0
0


,



ω2

·
·
0
0


,



0
ω1

0
·
0


,



0
ω2

0
·
0


, . . . ,



0
·
·
0
ω1


,



0
·
·
0
ω2


.

Let, then, for a givenf (z) meromorphic inCn, p1, . . . , p2n be 2n periods
linearly independent over the field of real numbers such thatany periodp of
f (z) is of the form

∑2n
i=1 mi pi with rational integersmi . The n-rowed matrix

P = (p1, . . . , p2n) is called aperiod-matrix of f (z). It is uniquely determined
upto multiplication on the right by a 2n-rowed unimodular matrix. We shall
denote the period-lattice generated byp1, . . . , p2n in Cn by L.

A meromorphic functionf (z) defined inCn and admitting as periods all the
elements ofL is called anabelian function for the lattice L. The abelian func-
tions forL constitute a fieldFL. In FL there exists at least one functionf (z)
havingL exactly as its period-lattice. Moreover, inFL, there existn functions
f1, . . . , fn which are analytically independent and hence algebraically indepen-
dent over the field of complex numbers. Also, every abelian function satisfies a 169

polynomial equation of bounded degree with rational functions of f1, . . . , fn as
coefficients. As a consequence, it can be shown thatFL is an algebraic function
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field of n variables and one can findn + 1 functions, f0, f1, . . . , fn in FL such
that every function inFL is a rational function off0, f1, . . . , fn with complex
coefficients.

Let P be a complex matrix ofn rows and 2n columns such that the 2n
columns are linearly independent over the field of real numbers. The problem
arises as to whenP is a period-matrix of a non-degenerate abelian function or,
in other words, aRiemann matrix. It is well known that in order thatP might
be a Riemann matrix, it is necessary and sufficient that there exists a rational
2n-rowed alternate (skew-symmetric) matrixA such that

(i) PAP′ = 0,

(ii) H = i−1PAP′ > 0 (i.e. positive hermitian).
(133)

These are known as theperiod relations. If E is then-rowed identity matrix
andA is the 2n-rowed alternate matrix

(
0 E
−E 0

)
, then conditions (i) and (ii) were

given by Riemann as precisely the conditions to be satisfied by the periods of a
normalised complete system of abelian integrals of the firstkind on a Riemann
surface of genusn.

SettingB =
(P
P

)
, the two conditions above may be written in the form

BAB′ =

(
0 −iH

iH 0

)
, H > 0. (134)

Forn = 1, the conditions (133) reduce to the sole condition that ifP = (ω1ω2),
thenω1ω

−1
2 should not be real. To establish the necessity and sufficiency of

these conditions forn > 1, one has to make considerable use of theta-functions.
The problem as to when a givenP is a Riemann matrix was apparently

considered independently also by Weierstrass and he wishedto prove to this
end that every abelian function can be written as the quotient of two theta-
functions. He could not, however, complete the proof of thislast statement–it 170

was Appell who gave a complete proof of the same forn = 2, and Poincaŕe,
for generaln.

A period matrixP which satisfies the period-relations with respect to an
alternate matrixA is said to bepolarized with respect to A.The alternate ma-
trix A is not unique; but, in general,A is uniquely determined upto a positive
rational scalar factor. Moreover, ifP is polarized with respect toA, then from
(134), sinceH > 0, we conclude that|A| , 0, |B| , 0.

Let P be a Riemann matrix andL, the associated lattice inCn. Let L1 be
a sublattice ofL, again of rank 2n over the field of real numbers and letP1

be a period matrix ofL1. ThenP1 = PR1 for a nonsingular rational integral
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matrix R1. The associated function fieldFL1 is an algebraic function field of
n variables, containingFL. SinceFL itself is an algebraic function field ofn
variables, we see thatFL1 is an algebraic extension ofFL.

Conversely, letFL1 be a field of abelian functions,P1 an associated Rie-
mann matrix andL1 the corresponding period-lattice inCn. Further, letF be a
subfield ofFL1 such thatFL1 is algebraic overFL. ThenF is again a field of
abelian functions containing at least one non-degenerate abelian function and
has a period-latticeL containingL1. This means that ifP is a period-matrix
associated withF, thenP1 = PR1 for a nonsingular rational integral matrixR1.
We now prove

Proposition 19. Let P1 and P2 be two Riemann matrices andL1 andL2 the
associated period lattices in Cn. A necessary and sufficient condition that the
elements ofFL1 depend algebraically on those ofFL2 and vice versa, is that
P1 = PM for a nonsingular rational matrix M.

Proof. Let f0, . . . , fn be generators ofFL1 over the field of complex numbers
and let elements ofFL1 depend algebraically on those ofFL2. This means that
eachfi satisfies an irreducible polynomial equation

f ni
i + a(i)

ni−1 f ni−1
i + · · · + a(i)

0 = 0,

wherea(i)
m , m = 0, 1, . . . ,ni − 1 belong toFL2. Moreover, it is easy to see

thata(i)
m for m = 0, 1, . . . ,ni − 1 andi = 0, 1, . . . ,n lie in FL1. Then the field

FL generated by{a(i)
m } over the field of complex numbers is a field of abelian171

functions contained in bothFL1 andFL2 and hence admitting for periods, all
the elements ofL1 andL2. SinceFL1 is algebraic overFL, FL is an algebraic
function field ofn variables and henceFL2 is also algebraic overFL. Let P be
a period matrix ofFL andL, the associated lattice inCn. ThenL contains both
L1 andL2. HenceP1 = PR1 andP2 = PR2 for nonsingular rational integral
matricesR1 andR2. ThusP1 = P2M for a nonsingular rational matrixM. �

Conversely, ifP1 = P2M for a nonsingular rational matrixM, then there
exists a Riemann matrixP such thatP1 = PR1 andP2 = PR2 for nonsingular
rational integral matricesR1 andR2 respectively. IfL is the period-lattice inCn

associated withP, the fieldFL of abelian functions forL, is contained in both
FL1 andFL2. MoreoverFL1 andFL2 are algebraic overFL. Thus the condition
is also sufficient.

Two latticesL1 andL2 in Cn, of rank 2n over the field of real numbers
and havingP1 andP2 for period-matrices respectively are said to becommen-
surableif there is another latticeL of rank 2n containing bothL1 andL2 or
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equivalently: P1 = P2M for a nonsingular rational matrixM. Thus in Propo-
sition 19, the necessary and sufficient condition may also be stated that the
latticesL1 andL2 associated withP1 andP2 are commensurable.

Let f (z) be a non-degenerate abelian function with period matrixP and
period latticeL and letm be a scalar. The functionf (mz) has period matrix
m−1P. If m is rational, then the period lattice associated withm−1P is clearly
commensurable withL and hencef (mz) depends algebraically on the fieldFL,
in view of Proposition 19. This is the analogue of the well-known multiplica-
tion theoremfor elliptic functions. We now ask for all scalarsm such that if
f (z) ∈ FL, f (mz) is algebraic overFL. Let us first consider the casen = 1.

Let p1, p2 be two independent periods of an elliptic functionf (z) such that
every other periodp of f (z) is of the formrp1 + sp2 with rational integralr
ands. In order thatf (mz) be algebraic over the field of elliptic functions with
periodsp1 andp2, it is necessary and sufficient that

m(p1p2) = (p1p2)

(
a b
c d

)

with rationala, b, c, d. This means thatm is the root of a quadratic equation172

with rational coefficients. More precisely,m should be an imaginary quadratic
irrationality lying in the fieldQ(p2p−1

1 ) whereQ is the field of rational num-
bers. If we require thatf (mz) should again be an elliptic funciton withp1 and
p2 as periods, thena, b, c, d should be rational integers. This was theprinci-
ple of complex multiplication for elliptic functions formulated by Abel in his
work, “Recharches sur les fonctions elliptiques”. The ideaof complex multi-
plication in its simplest form, however, appears to be contained implicitly in
the work of Fagnano, concerning the doubling of an arc of the lemniscate of
Bernoulli.

If f (z) is a non-degenerate abelian function with period matrixP and period
latticeL andQ is ann-rowed complex non-singular matrix, thenf (Q−1z) is a
non-degenerate abelian function with period matrixQP. We formerly wished
to find all complex numbersmsuch that for everyf (z) ∈ FL, f (mz) is algebraic
overFL. We now ask, more generally, for alln-rowed complex non-singular
matricesQ such that for everyf (z) ∈ FL, f (Q−1z) is algebraic overFL. By
Proposition 19, a necessary and sufficient condition to be satisfied byQ is that

QP= PM (135)

for some rational non-singular 2n-rowed matrixM. The matrixM is called
a multiplier of P and Q, a complex multiplication of P.Trivial examples of
multipliers areλE, whereλ ∈ Q andE = E(2n) is the 2n-rowed identity matrix.
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From QP = PM, it follows that QP = PM, sinceM is rational. Hence
(135) is equivalent to the condition

[
Q 0
0′ Q

]
B = BM.

SinceB is non-singular, we observe that for givenM, Q is uniquely determined
by

BMB−1 =

[
Q 0
0′ Q

]
(136)

and vice versa. The problem of determining all the complex multiplicationsQ 173

of a given Riemann matrixP reduces to that of finding all 2n-rowed rational
non-singular matricesM such thatBMB−1 breaks up as in (136) for somen-
rowed complex non-singularQ.

We now drop the condition thatM be non-singular and callM, a multiplier
still, if the matrix BMB−1 breaks up as in (136) or equivalentlyPM = QP for
someQ. We may denote byR, the set of all multipliersM of P. We see first
thatR is a ring containing identity. For, ifM1, M2 ∈ R, then for someQ1 and
Q2, we haveQ1P = PM1 andQ2P = PM2. Hence

P(M1 + M2) = (Q1 + Q2)P,

PM1M2 = Q1PM2 = Q1Q2P

and thusM1 + M2, M1M2 ∈ R. Further the 2n-rowed identity matrixE lies in
R and serves as the identity inR. Since forM ∈ R andλ ∈ Q, λM also lies in
R, we see thatR is an algebra overQ and in fact, of finite rank overQ.

We now remark that ifM ∈ R, M∗ = AM′A−1 also lies inR. This is simple
to verify. Let us setG = BAB′, T =

( Q 0
0′ Q

)
; then

GT′G−1 =

HQ
′
H
−1

0
0′ HQ′H−1

 .

Further, sinceB′T′ = M′B′ and B′ = A−1B−1G, we haveA−1B−1GT′ =
M′A−1B−1G i.e. (GT′G−1)B = B(AM′A−1). This proves thatM∗ ∈ R. The
mappingM → M∗ has the following properties, viz. ifM1, M2 ∈ R, then

(M1 + M2)∗ = A(M′1 + M′2)A−1 = M∗1 + M∗2,

(M1M2)∗ = AM′2M′1A−1 = AM′2A−1AM′1A−1 = M∗2M∗1,

(M∗)∗ = (AM′A−1)∗ = M.
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Thus the mappingM → M∗ is an involution ofR and is usually called the
Rosati involution. Further, if the matrixQ corresponds to the multiplierM ∈
R, then toM∗ corresponds the complex multiplicationQ∗ = HQ

′
H
−1

.
ThusR is an involutorial algebra of finite rank overQ. Such algebras have174

been extensively studied by A. A. Albert who has also determined the invo-
lutorial algebras which can be realized as the rings of multipliers of Riemann
matrices. We shall not go into the general theory of such algebras. We are
interested only in involutorial algebras which can be realized as the ring of
multipliers of a Riemann matrixP and which, in addition, are commutative
rings free from divisors of zero. Such a ring of multipliersR is necessarily a
field and in fact an algebraic number fieldk of degreem say, overQ. SoR
gives a faithful representation ofk intoM2n(Q), the full matrix algebra of order
2n overQ. Before we proceed further, we need to study this representation of
k byR more closely.

First, we have the so-calledregular representationof k with respect to a
basisω1, . . . , ωm of k overQ. Namely, let forγ ∈ k, γ(i), i = 1,2, . . . ,m denote
the conjugates ofγ overQ. Then we have forl = 1,2, . . . ,m

γωl =

m∑

q=1

ωqcql, (137)

wherecql ∈ Q. If we denote byC the matrix (cql), 1 ≤ q, l ≤ m with q
and l respectively as the row index and column index, then the mapping γ →
C ∈ Mm(Q) is an isomorphism and gives the regular representation ofk with
respect to the basisω1, . . . , ωm of k over Q. If we change the basis, we get
an equivalent representation. Hereafter, we shall always refer to the regular
representation ofk with respect to afixedbasisω1, . . . , ωm of k overQ.

Now, from (??), we have

γ( j)ω
( j)
l =

m∑

q=1

ω
( j)
q cql, j = 1,2, . . . ,m. (137)∗

Let [γ] denote them-rowed diagonal matrix [γ(1), . . . , γ(m)], with γ(1), . . . , γ(m)

as diagonal elements. Further, let us denote byΩ, them-rowed square matrix
(ω( j)

i ) wherei and j are respectively the column index and row index. Now
(137)∗ reads as

[γ]Ω = ΩC.

Or, sinceΩ is non-singular, 175

[γ] = ΩCΩ−1. (138)
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Conversely, ifG = [γ1, . . . , γm] is a diagonal matrix with diagonal elements
γ1, . . . , γm such thatΩ−1GΩ is a rational matrixC, then necessarilyγi = γ

(i),
i = 1,2, . . . ,m, for someγ ∈ k. In fact,

G = ΩCΩ−1 = ΩC(Ω′Ω)−1Ω′.

Now, the matrixΩ′Ω = (S(ωkωl)) is rational and hence, also, the matrix
C(Ω′Ω)−1 = (rkl) is rational. thus

γk =

m∑

p,q=1

ω(k)
p rpqω

(k)
q

with rpq ∈ Q, for k = 1,2, . . . ,m. If we set

γ =

m∑

p,q=1

ωprpqωq

then we see thatγi = γ
(i) for i = 1,2, . . . ,m. We shall make use of this remark

later.
In the sequel, ifC1, . . . ,Cr are square matrices then [C1, . . . ,Cr ] shall stand

for the direct sum ofC1, . . . ,Cr .
We shall now prove a theorem concerning an arbitrary faithful representa-

tion of k intoM2n(Q).

Theorem 14. Let k be an arbitrary algebraic number field of degree m overQ
and letψ : γ → G ∈ M2n(Q) be faithful representation of k, of order2n. Then

(i) 2n = qm, for a rational integer q≥ 1 and

(ii) there exists a2n-rowed non-singular rational matrix T independent ofγ

such that
T−1GT = [C, . . . ,C],

C being the image ofγ under the regular representation of k.

Proof. Let γ ∈ k generatek over Q and let f (x) =
m∑

i=0
ai xi(am = 1) be the 176

irreducible polynomial ofγ overQ. If ψ(γ) = G, we can find a complex non-
singular matrixW such thatW−1GW is in the normal form, namely

W−1GW= [G1, . . . ,Gh],Gi =



γi 1 0 · · 0
0 γi 1 · · 0
· · · · · 0
· · · · · 1
0 · · · 0 γi
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andγ1, . . . , γh are eigenvalues ofG. Using the fact thata0E(2n)+
∑m

i=1 aiGi = 0,
we see thatγi are conjugates ofγ overQ. Again, froma0E(2n)+

∑m
i=1 aiW−1GiW =

0, we conclude thatW−1GW is necessarily in the diagonal form. For, oth-
erwise, even if oneGi is of the form with the elements just above the main

diagonal equal to 1, then we obtain
m∑
j=1

ja jγ
j−1
i = 0 contradicting the fact that

γi has an irreducible polynomial of degreem. ThusW−1GW = [γ1, . . . , γ2n]
whereγ1, . . . , γ2n are conjugates ofγ overQ. Moreover, since the characteris-
tic polynomial|xE−G| of G has rational coefficients and has for its zeros only
those of f (x), it follows that |xE − G| = ( f (x))q for some rational integerq.
Thus 2n = mq, which proves (i). Moreoverγ1, γ2, . . . , γ2n are just the numbers
γ(1), . . . , γ(m) repeatedq times. We may therefore suppose that

W−1GW= [[γ], . . . , [γ]] ,

where [γ] = [γ(1), . . . , γ(m)]. But from (138), we have

W−1GW= V[C, . . . ,C]V−1, (139)

whereV = [Ω, . . . ,Ω].
Now, since 1,γ, . . . , γm−1 form a basis ofk over Q, we have, in order to

prove (ii), only to find a rational matrixT such that

T−1GT = [C, . . . ,C].

From (139), we see that there exists a non-singular complex matrix U = (ui j ), 177

1 ≤ i, j ≤ 2n such that
GU = U[C, . . . ,C]. (140)

The matrix equation (140) may be regarded as a system of linear equations in
ui j with rational coefficients. Since there exists a solution in complex numbers
for this system of linear equations, we know from the theory of linear equations
that there exists at least one non-trivial solution for thissystem, in rational
numbers. The rational solutions of this system form a non-trivial vector space
of finite dimension overQ. Let U1, . . . ,Ur be the matrices corresponding to
a set of generators of this vector space. From the theory of linear equations
again, we see that all complex solutionsU of (140) are necessarily of the form
z1U1 + · · · + zrUr with arbitrary complexz1, . . . , zr . Now, we know that there
exists at least one complex solutionU of (140) for which|U | , 0. This means
that the polynomial|z1U1 + · · · + zrUr | in z1, . . . , zr does not vanish identically.
Hence we can findλ1, . . . , λr ∈ Q such that|λ1U1 + · · · + λrUr | , 0. If we set
T = λ1U1 + · · · + λrUr , then|T | , 0 and

GT = T[C, . . . ,C],
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i.e.
T−1GT = [C, . . . ,C] = V−1[[γ], . . . , [γ]]V.

Our theorem is therefore proved. �

The theorem above gives us the exact form of the multipliers when the ring
of multipliers is an algebraic number field. With this preliminary investigation
regarding the ring of multipliers, we may now proceed to define the generalized
half planes and the general modular group.

Let A be a 2n-rowed non-singular rational alternate matrix. We denote by
BA, the set of all period matricesP which are polarized with respect toA. If
P ∈ BA, it is clear that, forn-rowed complex non-singularQ, QP ∈ BA.

Now, if A1 andA2 are two such alternate matrices, then we can find a ratio-178

nal non-singular matrixS such thatA1 = S A2S′. It is easy to verify thatBA2

consists precisely of the period matrices of the formPS, for P ∈ BA1. Thus
there is no loss of generality in confining ourselves to a fixed2n-rowed rational
alternate matrixA with |A| , 0; we might take forA the matrix

(
0 E
−E 0

)
where

E is then-rowed identity matrix.
Denoting byR, the group ofn-rowed complex non-singular matrices, we

know that ifP ∈ BA, then for everyQ ∈ R, QP ∈ BA. Now, we introduce an
equivalence relation inBA; namely, two matricesP1, P2 ∈ BA areequivalent
if P1 = QP2, for Q ∈ R. The resulting setR\BA of equivalence classes is
denoted byHA and is called ageneralized half-plane.It may be verified that
HA can be identified with the space ofn-rowed complex symmetric matrices
Z = X + iY with Y > 0.

Let ΓA be the group of 2n-rowed unimodular matricesU such thatUAU′ =
A. If P ∈ BA, then forU ∈ ΓA, PU ∈ BA. OnBA, the groupΓA acts in the
homogeneous manner; namely, ifP = (FG) ∈ BA andU =

( A C
B D

) ∈ ΓA where
A, B, C, D, F, G aren-rowed square matrices, thenPU = (FA+GB FC+GD).
OnHA, ΓA acts in the inhomogeneous way; namely, ifZ ∈ HA andU =

( A C
B D

) ∈
ΓA thenU takesZ to (A + ZB)−1(C + ZD). The groupΓA is the well-known
modular group of degreen. It has been shown by Siegel thatΓA acts as a
discontinuous group of analytic homeomorphisms ofHA onto itself and that a
nice fundamental domainFA can be constructed forΓA in HA. It is known that
FA is a so-called ‘complex space’.

Let R be the ring of multipliers of a Riemann matrixP polarized with
respect toA. Corresponding toM ∈ R, there is aQ uniquely determined by
(136). We denote this set ofQ by D and shall, hereafter, refer to aQ ∈ D
corresponding to anM ∈ R.

For the givenA andR, we denote byBA,R the set of alln-rowed Riemann
matricesP polarized with respect toA and having the property that for every
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M ∈ R, PM = QP whereQ ∈ D corresponds toM ∈ R. ClearlyBA,R is not
empty, since it contains the Riemann matrixP we started with. Moreover, let
RR denote the group ofK ∈ R such thatQK = KQ for all Q ∈ D. It is obvious
that if P ∈ BA,R andK ∈ RR, thenKP ∈ BA,R. We now introduce inBA,R

the equivalence relation that ifP1, P2 ∈ BA,R, thenP1 andP2 areequivalent 179

provided thatP1 = KP2 for K ∈ RR. The resulting set of equivalence classes
is denoted byHA,R and called thegeneralized half-plane corresponding toR.

It is to be noted thatHA,R may also be defined as follows: IfB∗A,R de-
notes the set of alln-rowed Riemann matricesP polarized with respect toA
and admitting for multipliers all elements ofR, then we introduce inB∗A,R the
equivalence relation thatP1, P2 ∈ B∗A,R are equivalent ifP1 = KP2 for K ∈ R.
The resulting set of equivalence classes can be easily identified withHA,R.

Let nowΓA,R be the subgroup ofΓA, consisting of unimodularU such that
UM = MU for all M ∈ R. We callΓA,R themodular group corresponding to
R. UnlessR consists of just the trivial multipliersλE whereλ ∈ Q andE is
the 2n-rowed identity matrix,ΓA,R is, in general, much smaller thanΓA. Now,
if P ∈ BA,R andU ∈ ΓA,R, it is easy to see thatPU ∈ BA,R. The groupΓA,R

acts onHA,R in the following way: namely, ifU ∈ ΓA,R, thenU takes the class
containingP ∈ BA,R into the class containingPU. It is known that in this way
ΓA,R acts discontinuously onHA,R and one can construct a fundamental domain
FA,R for ΓA,R in HA,R.

The spaceHA,R is the most general half-plane and the groupΓA,R is the
most general modular group of degreen. Modular groups of such general
type were first considered by Siegel. The modular group of degreen over a
totally real algebraic number field arose in a natural way in connection with the
researches of Siegel on the analytic theory of quadratic forms over algebraic
number fields. Later, the modular group of degreen over a simple involutorial
algebra was discussed by Siegel fully, in his work, “Die Modulgruppe in einer
einfachen involutorischen Algebra”.

As indicated earlier, we are interested in findingHA,R andΓA,R only when
R is a field i.e. an algebraic number fieldk of degreem, say, overQ. We shall
see presently that we are led in a natural fashion to the Hilbert modular group,
whenk is totally real.

First, we might make some preliminary simplification. We might suppose
that if M ∈ R corresponds toγ ∈ k, thenM is of the form [C, . . . ,C] where
C is the image ofγ under the regular representation. In fact, by Theorem 14,
we can find a rational matrixT such thatT−1MT = [C, . . . ,C] uniformly for 180

all M ∈ R. Let us now setA1 = T−1AT′−1 and letR1 be the set of matrices of
the formT−1MT for M ∈ R. ThenR1 gives an equivalent representation ofk
and all the matrices inR1 are of the desired form. Moreover,BA1,R1 consists
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precisely of the matrices of the formPT whereP ∈ BA,R. Hence we might as
well considerBA1,R1 instead ofBA,R and the corresponding half-planeHA1,R1

instead ofHA,R. Thus, there is no loss of generality in our assumption regarding
the multipliersM.

Now if γ ∈ k corresponds toM = [C, . . . ,C] ∈ R andQ ∈ D corresponds
to the multiplierM, then forP ∈ BA,R andB =

(
P
P

)
, we have

B−1

(
Q 0
0 Q

)
B = V−1[[γ], . . . , [γ]]V, (141)

where [γ] = [γ(1), . . . , γ(m)]. Hence the eigenvaluesγ1, . . . , γn of Q are just
conjugates ofγ and on the other hand,all conjugates ofγ occur among the
eigenvalues ofQ andQ. Moreover, from (??), we see readily that we can find
a non-singular matrixW uniformly for all Q ∈ D such that

W−1QW= [γ1, . . . , γn]. (142)

We claim again that there is no loss of generality in assumingthe complex
multiplicationsQ ∈ D to be already in the diagonal form as in (142). For,
we could have started with the Riemann matrixW−1P instead ofP right at the
beginning and then the correspondingD would have the desired property. We
could then have taken the corresponding half-planeHA,R.

We shall now study the effect of the involution inR on the multiplications
Q ∈ D. The involution inR corresponds to an automorphismγ → γ∗ in
k = Q(γ). This automorphism ink may be extended to all the conjugatesk(i)

of k by prescription (γ(i))∗ = (γ∗)(i). Thus, if M, M∗ are the multipliers inR
corresponding toγ andγ∗ respectively, ink andQ, Q∗ are the corresponding
complex multiplications inD thenQ = [γ1, . . . , γn] andQ∗ = [γ∗1, . . . , γ

∗
n]. On

the other hand we know from p. 173 that

Q∗ = HQ
′
H
−1
,

i.e. 181

Q∗H = HQ
′
, (143)

H being positive hermitian. Ifh1, . . . ,hn are the diagonal elements ofH, then
hi > 0 and moreover, from (??), we have

γ∗khk = hkγk, k = 1,2, . . . ,n,

i.e.
γ∗k = γk, k = 1,2, . . . ,n.
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Thus the automorphism in the conjugate fieldsk(i) is given by

γ(i) → (γ(i))∗ = γ(i). (144)

We now contend thatk is either totally real or totally complex. For, ifk
has at least one real conjugate sayk(1), then from (144), we see that the∗-
automorphism is identity onk(1) and hence on all conjugates ofk. But then

γ(i) = (γ(i))∗ = γ(i).

i.e. all conjugates ofk are real. Thusk is totally real and in the contrary case,k
is totally complex. In the latter case, we know that the∗-automorphism is not
identity onk and has a fixed fieldk1 ∈ k such thatk has degree 2 overk1. But
k1 is necessarily totally real since the∗-automorphism is identity onk1 and all
its conjugates. Thus, in the second case,k is an imaginary quadratic extension
of a totally real fieldk1 of degreem/2.

In the case whenk is totally real,q = 2n/m is necessarily even. For, ifM ∈
R corresponds toγ ∈ k and if Q ∈ D corresponds toM ∈ R, then the eigenval-
ues ofQ areγ1, . . . , γn and the eigenvalues ofM are justγ1, . . . , γn, γ1, . . . , γn
i.e. γ1, . . . , γn, γ1, . . . , γn. But we know that the setγ1, . . . , γn, γ1, . . . , γn has
to run over the full set of conjugatesγ(1), . . . , γ(m) exactlyq times. So neces-
sarily that setγ1, . . . , γn itself has to run over the complete set of conjugates
γ(1), . . . , γ(m) a certain number of times, i.e. in other words,q is necessarily
even.

Thus whenk is totally real,n = (q/2)m and whenk is totally complex, 182

n = (m/2)q.
We are not interested in the latter case since, as it may be verified, the

spaceHA,R in this case, is of complex dimension zero and we can have no
useful function-theory in this space.

We shall therefore consider only the case when the ring of multipliers R
of the givenn-rowed Riemann matrixP, gives a faithful representation of a
totally real algebraic number fieldk of degreem = n/(q/2) and moreover, we
may suppose thatm is as large as possible i.e.q = 2 andm = n. The other
cases may be dealt with in a similar fashion.

We now prove the following

Theorem 15. Let P be an n-rowed Riemann matrix polarized with respect to a
rational alternate matrix A and let the ring of multipliersR of P give a faithful
representation of a totally real algebraic number field k of degree n overQ.
Then the generalized half-planeHA,R is the product of n complex half-planes
and the modular groupΓA,R is of the type of the Hilbert modular group.
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Proof. (We shall retain, in the course of this proof, the simplification carried
out already regardingR andD and shall follow our earlier notation throughout).

We know that ifk = Q(λ), then, forP ∈ BA,R,

[λ]PV−1 = PV−1[[λ][λ]] , (145)

where [λ] = [λ(1), . . . , λ(n)] andV = [Ω,Ω].
Let us writePV−1 as ((r i j )(si j )) where (r i j ) and (si j ) aren-rowed square

matrices. It follows from (145) then, that

r i jλ
( j) = λ(i)r i j ,

si jλ
( j) = λ(i)si j .

Since, fori , j, λ(i)
, λ( j) we see thatPV−1 is necessarily of the form ([ξ][η])

where [ξ] = [ξ1, . . . , ξn] and [η] = [η1, . . . , ηn]. �

Moreover, sinceM∗ = M, we haveMA = AM′ for all M ∈ R. In particular,
we see that

[[λ], [λ]]VAV′ = VAV′[[λ], [λ]] .

Splitting upVAV′ and
( K L

M N
)

with n-rowed square matricesK, L, M, N, we see 183

again, by the same argument as above, that

VAV′ =

(
[µ] [ν]
[κ] [ρ]

)

where [µ], [ν], [κ] and [ρ] andn-rowed diagonal matrices. SinceA is alternate,
necessarily we have

VAV′ =

(
0 [ν]
−[ν] 0

)
,

where [ν] = [ν1, . . . , νn]. But now sinceA is rational,Ω−1[ν]Ω′−1 is rational.
As a consequence,Ω−1[ν]Ω is again rational and hence by an earlier argument
(see p. 174), we have [ν] = [ν(1), . . . , ν(n)] for a ν ∈ k. Thus

A =

(
0 Ω−1[ν]Ω′−1

−Ω−1[ν]Ω′−1 0

)
.

It is to be noted thatν , 0 and furtherΩ−1[ν]Ω′−1 is not diagonal, in general.
Let now P ∈ BA,R be the representative of a point inHA,R. Then from the

fact thati−1PAP′ > 0, we obtain

i−1PV
−1

VAV′(PV−1)′ > 0,
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i.e.

i−1([ξ][η])

(
0 [ν]
−[ν] 0

)
([ξ][η]) > 0,

i.e.
0 < hk = ν

(k)i−1(ξkηk − ηkξk), for k = 1,2, . . . ,n.

If we setτ j = η jξ
−1
j , j = 1,2, . . . ,n and [τ] = [τ1, . . . , τn], then

[ξ]−1PV−1 = (E(n)[τ]) (146)

and the conditions above are just

ν( j) Im(τ j) > 0, j = 1,2, . . . ,n.

Now [ξ] commutes with all the multiplicationsQ ∈ Q since they are in the 184

diagonal form. Hence we could take [ξ]−1P instead ofP as a representative of
the corresponding point inHA,R. Thus, in view of (146), sinceV is independent
of P, the spaceHA,R may be identified as the set ofn-tuples (z1, . . . , zn) with
complexzi satisfyingν(i) Im(zi) > 0 i.e.HA,R is a product of n half-planes.If
ν > 0, thenHA,R is just the product ofn upper half-planes. For the general
theory, we should takeHA,R as the product ofn (not necessarily upper) half-
planes. The first statement in our theorem has thus been proved.

We shall now determine in explicit terms, the groupΓA,R which consists of
2n-rowed unimodular matricesU such thatUAU′ = A andUM = MU for all
M ∈ R.

SinceUM = MU for all M ∈ R, we have, in particular,

UV−1[[λ][λ]]V = V−1[[λ][λ]]VU,

i.e.
VUV−1[[λ][λ]] = [[λ][λ]]VUV−1.

By the same argument as above, we have necessarily

VUV−1 =

(
[δ] [β]
[γ] [α]

)
,

where [α], [β], [γ], [δ] are diagonal matrices. Again, since the elements of
Ω−1[δ]Ω are rational integers, it follows by an earlier remark (see p. 174)
that [δ] = [δ(1), . . . , δ(n)] for a δ ∈ k. Similarly, [β] = [β(1), . . . , β(n)], [γ] =
[γ(1), . . . , γ(n)] and [α] = [α(1), . . . , α(n)] for α, β, γ ∈ k. Let us denote byD the
order ink, consisting of numbersρ ∈ k for which the matrixΩ−1[ρ(1), . . . , ρ(n)]Ω
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is a rationla integral matrix. Thenα, β, γ, δ ∈ D. The orderD coincides with
the ringo of all algebraic integers ink, whenω1, . . . , ωn is a basis ofo.

Now, fromUAU′ = A, we have
(
[δ] [β]
[γ] [α]

) (
0 [ν]
−[ν] 0

) (
[δ] [γ]
[β] [α]

)
=

(
0 [ν]
−[ν] 0

)

i.e. 185

ν(k)(α(k)δ(k) − β(k)γ(k)) = ν(k), k = 1,2, . . . ,n,

i.e.
αδ − βγ = 1.

ThusΓA,R consists of 2n-rowed matrices of the form

V−1

(
[δ] [β]
[γ] [α]

)
V

whereα, β, γ, δ are elements ofD satisfyingαδ − βγ = 1.
We know howΓA,R acts onBA,R namely, ifU ∈ ΓA,R, thenU takesP ∈ BA,R

to PU. Now we may describe the action ofΓA,R onHA,R as follows. If the point
(τ1, . . . , τn) ∈ HA,R corresponds to the matrixPV−1 with P ∈ BA,R, then the
elementU of ΓA,R maps (τ1, . . . , τn) on the point inHA,R which corresponds to
PUV−1. But now

PUV−1 = PV−1VUV−1

= [ξ](E[τ])

(
[δ] [β]
[γ] [α]

)

= [ξ]([δ] + [γ][τ][β] + [α][τ]).

Hence toPUV−1 corresponds the point

(
α(1)τ1 + β

(1)

γ(1)τ1 + δ(1)
, . . . ,

α(n)τn + β
(n)

γ(n)τn + δ(n)

)

in HA,R. ThusΓA,R is represented as the group of fractional linear transforma-
tions

(τ1, . . . , τn)→
(
α(1)τ1 + β

(1)

γ(1)τ1 + δ(1)
, . . . ,

α(n)τn + β
(n)

γ(n)τn + δ(n)

)

(of HA,R onto itself) withα, β, δ ∈ D such thatαδ − βγ = 1. If ω1, . . . , ωn is
a basis ofo, ΓA,R is the well-knownHilbert modular group. In other cases,
ΓA,R is seen to be commensurable with the Hilbert modular group.
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Theorem 15 is therefore completely proved. 186

We have considered above only the casem= n. The case whenn/m= p >
1 can be dealt with in a similar fashion. HereHA,R is a product ofn generalized
half-planes of degreep andΓA,R is the group of mappings

Z = (Z1, . . . ,Zn) ∈ HA,R → (Z∗1, . . . ,Z
∗
n) ∈ HA,R

whereZ∗i = (A(i)Zi + B(i))(C(i)Zi + D(i))−1 and
( A B

C D
)

is a modular matrix of
degreep, with elements which are algebraic integers ink. The field of modular
functions belonging toΓA,R in this case has been systematically investigated by
I.I. Piatetskii-Shapiro in recent years.

In the succeeding sections, we shall define the Hilbert modular function
and one of the main results which we wish to prove is that the Hilbert modular
functions form an algebraic function field ofn variables. Our proof will run
essentially on the same lines as that of K.B. Gundlach. But first we need to
construct a workable fundamental domain in the spaceHA,R for the Hilbert
modular group. This shall be done in the next section.

2 Fundamental domain for the Hilbert modular
group

Let K be a totally real algebraic number field of degreen overQ, the field of
rational numbers and letK(1)(= K), K(2), . . . ,K(n) be the conjugates ofK. For
our purposes in future, we first extendK to K̂ by adding an element∞ which
satisfies the following conditions, namely

a+∞ = ∞, for a complex numbera

a · ∞ = ∞, for complexa , 0

∞ · ∞ = ∞
1
0
= ∞

1
∞ = 0.

(The expressions∞±∞, 0 · ∞ and∞/∞ are undefined). We define the conju-
gates∞(i) of∞ to be∞, again.

Corresponding to eachK(i), i = 1,2, . . . ,n, we associate a variablezi in 187

the extended complex plane subject to the restriction that if onezi is∞, all the
otherzi are also∞. We shall denote then-tuple (z1, . . . , zn) by z and forλ ∈ K̂,
we shall denote then-tuple (λ(1), . . . , λ(n)) again byλ, when there is no risk of
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confusion. For givenz = (z1, . . . , zn) the norm N(z) shall stand forz1, . . . , zn

and thetrace S(z) for z1 + · · · + zn. If λ ∈ K, N(λ) andS(λ) coincide with the
usual norm and trace inK respectively.

Let S denote the group of 2-rowed square matricesS =
(
α β
γ δ

)
with α, β,

γ, δ ∈ K andαδ − βγ = 1. LetE denote the normal subgroup ofS consist-
ing of

(
1 0
0 1

)
and

(
−1 0
0 −1

)
. Then, for the factor groupS/E, we have a faithful

representation as the group of mappings

z= (z1, . . . , zn)→ zM = (z∗1, . . . , z
∗
n)

with

z∗j =
α( j)zj + β

( j)

γ( j)zj + δ( j)

corresponding to eachM =
(
α β
γ δ

)
∈ S. We shall denotezM as (αz+ β)/(γz+ δ)

symbolically. Let, further,zj = x j + iy j , z∗j = x∗j + iy∗j . Writing z= x+ iy where
x = (x1, . . . , xn) andy = (y1, . . . , yn) we shall denote (y∗1, . . . , y

∗
n) by yM and

(x∗1, . . . , x
∗
n) by xM so thatzM = xM + iyM. It is easy to see that forM1, M2 ∈ S,

zM1M2 = (zM2)M1.

As usual, forM =
(
α β
γ δ

)
∈ S,∞M =

(
α(1)

γ(1)
, . . . ,

α(n)

γ(n)

)
.

LetM be the subgroup ofS consisting of
(
α β
γ δ

)
with α, β, δ ∈ o (the ring of

integers inK). The factor groupM/E is precisely the (inhomogeneous) Hilbert
modular group, which we shall denote hereafeter byΓ.

One can consider more generally thanM, the groupM0 of 2-rowed square
matrices

(
α β
γ δ

)
whereα, β, γ, δ ∈ o andαδ − βγ = ǫ with ǫ being a totally

positive unit inK. Let E0 be the subgroup ofM0 consisting of matrices of the188

form
(
ǫ 0
0 ǫ

)
whereǫ is a unit inK. Further, letρ1(= 1), ρ2, . . . , ρν be a complete

set of representatives of the group of unitsǫ > 0 in K modulo the subgroup of
squares of units inK. Then it is clear thatM0/E0 is isomorphic to the group
of substitutionsz→ ρzM wherez→ zM is a Hilbert modular substitution and
ρ = ρi for somei. Thus the study ofM0/E0 can be reduced to that ofΓ. The
groupΓ is, in general, “smaller than”M0/E0 and is called, therefore thenarrow
Hilbert modular group, usually.

Two elementsλ, µ in K̂ areequivalent(in symbols,λ ∼ µ), if for some
M =

(
α β
γ δ

)
∈ M,

µ = λM =
αλ + β

γλ + δ
.

This is a genuine equivalence relation. We shall presently show thatK falls
into h equivalence classes, whereh is the class number ofK.
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Proposition 20. There existλ1, . . . , λh ∈ K̂ such that for anyλ ∈ K̂, we have
λ ∼ λi for some i uniquely determined byλ.

Proof. Any λ ∈ K̂ is of the formρ/σ whereρ, σ ∈ o. (If λ = ∞, we may
takeρ = 1 andσ = 0). With λ, we may associate the integral ideala = (ρ, σ).
We first see that ifa1 = (θ)a is any integral ideal in the class ofa, thena1 is
of the form (ρ1, σ1) whereρ1 andσ1 are ino such thatλ = ρ1/σ1. This is
quite obvious, sincea1 = (ρθ, σθ) and takingρ1 = ρθ, σ1 = σθ, our assertion
is proved. Conversely, any integral ideala1 associated withλ ∈ K̂ in this way
is necessarily in the same ideal-class asa. In fact, letλ be written in the form
ρ1/σ1 with ρ1, σ1 ∈ o and leta1 = (ρ1, σ1). Then we claima1 is in the same
class asa. For, sinceλ = ρ/σ = ρ1/σ1, we haveρσ1 = ρ1σ and hence

(ρ)
a

(σ1)
a1
=

(ρ1)
a1

(σ)
a

Now (ρ)/a and (σ)/a as also (ρ1)/a1 and (σ1)/a1 are mutually coprime. Hence
we have (ρ)/a = (ρ1)/a1 and similarly (σ)/a = (σ1)/a1. This means that for
aθ ∈ K, ρ1 = ρθ and henceσ1 = σθ. Thusa1 = (θ)a, for θ ∈ K. �

We choose in theh ideal classes, fixed integral idealsa1, . . . , ah such that 189

ai is of minimum norm among all the integral ideals of its class.(Perhaps,
the idealai is not uniquely fixed in its class by this condition but there are at
most finitely many possibilities forai and we choose from these, a fixedai).
It follows from the above that to a givenλ ∈ K̂, we can make correspond an
ideal ai such thatλ = ρ/σ and ai = (ρ, σ) for suitableρ, σ ∈ o. Now, if

µ =
αλ + β

γλ + δ
∼ λ, then toµ again corresponds the ideal (αρ + βσ, γρ + δσ)

which is justai since
(
α β
γ δ

)
is unimodular. Thus all elements of an equivalence

class inK̂ correspond to the same ideal.
We shall now show that if the same idealai corresponds toλ, λ∗ ∈ Ĥ, then

necessarilyλ ∼ λ∗. Let, in fact,λ = ρ/σ, λ∗ = ρ∗/σ∗ andai = (ρ, σ) = (ρ∗, σ∗).
It is well-known that there exist numbersξ, η, ξ∗, η∗ in a−1

i such thatρη−σξ = 1

andρ∗η∗ − σ∗ξ∗ = 1. LetA =
(
ρ ξ
σ η

)
and

A∗ =

(
ρ∗ ξ∗

σ∗ η∗

)
;

thenA, A∗ ∈ S and moreover

A∗A−1 =

(
ρ∗ ξ∗

σ∗ η∗

) (
η −ξ
−σ ρ

)
=

(
α β

γ δ

)
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where

α = ρ∗η − ξ∗σ, β = −ρ∗ξ + ξ∗ρ, γ = σ∗η − η∗σ, δ = −σ∗ξ + η∗ρ

clearly are integers inK satisfyingαδ − βγ = 1. HenceA∗A−1 ∈ M and thus

λ∗ =
ρ∗

σ∗
=
αρ + βσ

γρ + δσ
=
αλ + β

γλ + δ
∼ λ.

Thus, we see that to different equivalence classes in̂H correspond different
idealsai . It is almost trivial to verify that to each idealai , there corresponds
an equivalence class in̂K. As a consequence, there are exactlyh equivalence
classes in̂K and our proposition is proved.

We now make a convention to be followed in the sequel. We shallassume 190

that λ1 = 1/0 = ∞, without loss of generality. Moreover, withλi = ρi/σi ,
we associated afixedmatrix, Ai =

(
ρi ξi
σi ηi

)
∈ S; let us remark that it is always

possible to find, though not uniquely, numbersξi , ηi in a−1
i such thatρiηi−ξiσi =

1. Further, we shall suppose thatA1 =
(

1 0
0 1

)
.

Let, for λ ∈ K̂, Γλ denote the group of Hilbert modular substitutionsz→
(αz+ β)/(γz+ δ) such that (αλ + β)/(γλ + δ) = λ. For our use later, we need to
determineΓλ explicitly. It clearly suffices to findΓλi (for i = 1,2, . . . ,h) since
λ = (λi)M for someM ∈ Γ andΓλ = MΓλi M

−1. Let then for

M =

(
α β

γ δ

)
∈ M, αλi + β

γλi + δ
= λi .

We have (αρi + βσi , γρi + δσi) = ai = (ρi , σi). And since (αρi + βσi)σi =

(γρi + δσi)ρi , we have

(αρi + βσi)
ai

(σi)
ai
=

(γρi + δσi)
ai

(ρi)
ai
.

As before,

(αρi + βσi)
ai

=
(ρi)
ai

and
(γρi + δσi)
ai

=
(σi)
ai

.

Hence, for a unitǫ in K, we have

αρi + βσi = ǫρi , γρi + δσi = ǫσi .

This means that

MAi =

(
ρi ξ∗i
σi η∗i

) (
ǫ 0
0 ǫ−1

)
,
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whereξ∗i = (αξi+βηi)ǫ andη∗i = (γξi+δηi)ǫ lie in a−1
i . Further sinceρiηi−σiξi =

1 = ρiη
∗
i − σiξ

∗
i , we have

ρi(η
∗
i − ηi) = σi(ξ

∗
i − ξi),

i.e.
(ρi)
ai

(η∗i − ηi)

a−1
i

=
(σi)
ai

(ξ∗i − ξi)

a−1
i

.

Again, since (ρi)/ai is coprime to (σi)/ai , we see that (ρi)/ai divides
(ξ∗i − ξi)

a−1
i

, 191

i.e. (ξ∗i − ξi) = a−2
i i(ρi) for an integral ideali. In other words,

ξ∗i = ξi + ρiζ, ζ ∈ a−2
i .

As a result, we obtain also
η∗i = ηi + σiζ.

We now observe that

MAi = Ai

(
ǫ ζǫ−1

0 ǫ−1

)
.

ThusΓλi consists precisely of the modular substitutions z→ zM, where
M = Ai

(
ǫ ζ

0 ǫ−1

)
A−1

i ∈ M with ζ ∈ a−2
i andǫ any unit in K.

Let Hn denote the product ofn upper half-planes, namely, the set ofz =
(z1, . . . , zn) with zj = x j + iy j , y j > 0. The Hilbert modular groupΓ has a
representation as a group of analytic homeomorphismsz→ (αz+ β)/(γz+ δ)
of Hn onto itself. In the following, we shall freely identifyM =

(
α β
γ δ

)
∈ M with

the modular substitutionz→ zM in Γ and speak ofM belonging toΓ, without
risk of confusion.

The pointsλ = (λ(1), . . . , λ(n)) for λ ∈ K̂ lie on the boundary ofHn and
are called (parabolic)cuspsof Hn. By Proposition 20, there existh cusps,
λ1 = (∞, . . . ,∞), λ2 = (λ(1)

2 , . . . , λ
(n)
2 ), . . . , λh = (λ(1)

h , . . . , λ
(n)
h ) which are not

equivalent with respect toΓ and such that any other (parabolic) cusp ofHn is
equivalent to exactly one of them;λ1, . . . , λh are called thebase cusps.

If V ⊂ Cn, then for givenM ∈ Γ, VM shall denote the set of allzM for z ∈ V.
For anyz ∈ Hn, Γz shall stand for theisotropy groupof z in Γ, namely the group
of M ∈ Γ, for whichzM = z. We shall conclude from the following proposition
thatΓz is finite, for allz ∈ Hn.

Proposition 21. For any two compact sets B, B′ in Hn, the number of M∈ Γ
for which BM intersects B′ is finite.
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Proof. Let Λ denote the set ofM =
(
α β
γ δ

)
∈ Γ such thatBM intersectsB′

i.e. givenM ∈ Λ, there existsw = (w1, . . . ,wn) in Bsuch thatwM = (w′1, . . . ,w
′
n) 192

∈ B′. Let w j = u j + iv j andw′j = u′j + iv′j ; thenv′j = v j |γ( j)w j + δ
( j)|−2. SinceB

andB′ are compact, we see that

|γ( j)w j + δ
( j)| ≤ c, j = 1,2, . . . ,n

for a constantc depending only onB andB′. But then it follows immediately
thatγ, δ belong to a finite set of integers inK. Let I =

(
0 1
−1 0

)
and letB∗ and

B′∗ denote the images ofB andB′ respectively under the modular substitution
z → zI = −z−1. The imagesB∗ and B′∗ are again compact. Further noting
that if M =

(
α β
γ δ

)
∈ Γ, then IMI ′ = M′−1

=
(
δ −γ
−β α

)
, we can show easily

that BM ∩ B′ , ∅ if and only if B∗M′−1 ∩ B′∗ , ∅. Now applying the same
argument as above to the compact setsB∗ andB′∗, we may conclude that if, for
M =

(
α β
γ δ

)
∈ Γ, (B∗)M′−1 ∩ B′∗ , ∅, thenα, β belong to a finite set of integers

in K. As a result, we obtain finally thatΛ is finite. �

Taking a pointz ∈ Hn instead ofB andB′, we deduce thatΓz is finite.
We are now in a position to prove the following

Theorem 16. The Hilbert modular groupΓ acts properly discontinuously on
Hn; in other words, for any z∈ Hn, there exists a neighbourhood V of z such
that only for finitely many M∈ Γ, VM intersects V and when VM ∩ V , ∅, then
M ∈ Γz.

Proof. Let z ∈ Hn andV a neighbourhood ofz such that the closureV of V
in Hn is compact. TakingV for B andB′ in Proposition 21, we note that only
for finitely manyM ∈ Γ, sayM1, . . . ,Mr ,VM intersectsV. Among theseMi ,
let M1, . . . ,Ms be exactly those which do not belong toΓz. Then we can find a
neighbourhoodW of zsuch thatWMi ∩W = ∅, i = 1,2, . . . , s. Now letU =W∩
V; thenU has already the property that forM , Mi(i = 1,2, . . . , r)UM∩U = ∅.
FurtherUMi ∩ U = ∅, for i = 1,2, . . . , s. ThusU satisfies the requirements of
the theorem. �

If z is not a fixed point of any M in r except the identity of in other words,
if Γz consists only of

(
1 0
0 1

)
, thenthere exists a neighbourhoodV zsuch that for

M ,
(

1 0
0 1

)
, VM ∩ V = ∅.

Let λ = ρ/σ be a cusp ofHn anda = (ρ, σ) be the integral ideal among193

a1, . . . , ah which is associated withλ. Letα1, . . . , αn be a minimal basis fora−2

and further, associated withλ, let us choose a fixedA =
(
ρ ξ
σ η

)
∈ S with ξ, η

lying in a−1. Moreover, letǫ1, . . . , ǫn−1 ben− 1 independent generators of the
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group of units inK. As a first step towards constructing a fundamental domain
for Γ in Hn, we shall introduce ‘local coordinates’ relative toλ, for every point
z in Hn and then construct a fundamental domainGλ, for Γλ in Hn.

Let z = (z1, . . . , zn) be any point ofHn andzA−1 = (z∗1, . . . , z
∗
n) with z∗j =

x∗j + iy∗j . DenotingyA−1 = (y∗1, . . . , y
∗
n) by y∗, we define the local coordinates of

z relative toλ by the 2n quantities

1/
√

N(y∗),Y1, . . . ,Yn−1,X1, . . . ,Xn,

whereY1, . . . ,Yn−1,X1, . . . ,Xn are uniquely determined by the linear equations

Y1 log |ǫ(k)
1 | + · · · + Yn−1 log |ǫ(k)

n−1| =
1
2

log
y∗k

n
√

N(y∗)
,

k = 1,2, . . . ,n− 1

X1α
(1)
1 + · · · + Xnα

(1)
n = x∗l , l = 1,2, . . . ,n.



(147)

The groupΓλ consists of all the modular substitutions of the formz→ zM

where M = AT A−1 and T =
(
ǫζǫ−1

0ζǫ−1

)
with ǫ, a unit in K and ζ ∈ a−2. The

transformationz → zM is equivalent to the transformationzA−1 → zT A−1 =

ǫ2zA−1 + ζ. It is easily verified thatΓλ is generated by the ‘dilatations’zA−1 →
ǫ2

i zA−1, i = 1,2, . . . ,n−1 and the ‘translations’zA−1 → zA−1 +α j , j = 1,2, . . . ,n.

Let now z → zM with M = AT A−1, T =
(
ǫζǫ−1

0ζǫ−1

)
be a modular substi-

tution in Γλ and let ǫ = ±ǫk1
1 . . . ǫ

kn−1
n−1 and ζ = m1α1 + · · · + mnαn, where

k1, . . . , kn−1, m1, . . . ,mn are rational integers. It is obvious that the first co-
ordinate 1/

√
N(y∗) of z is preserved by the modular substitutionz→ zM since 194

N(yA−1M) = N(yT A−1) = N(ǫ2)N(yA−1) = N(y∗). The effect of the substitution
z→ zM onY1, . . . ,Yn−1 is given by

(Y1,Y2, . . . ,Yn−1)→ (Y1 + k1,Y2 + k2, . . . ,Yn−1 + kn−1), (148)

as can be verified from (147). Ifǫ2 = 1, then the effect of the substitution
z→ zM on X1, . . . ,Xn is again just a ‘translation’,

(X1, . . . ,Xn)→ (X1 +m1, . . . ,Xn +mn). (149)

If ǫ2
, 1, then the effect of the substitutionz→ zM on X1, . . . ,Xn is not merely

a ‘translation’ but an affine transformation given by

(X1, . . . ,Xn)→ (X∗1 +m1, . . . ,X
∗
n +mn),

where (X∗1X∗2 . . .X
∗
n) = (X1X2 . . .Xn)UVU−1, U denotes then-rowed square

matrix (α( j)
i ) andV is the diagonal matrix [ǫ(1)2, . . . , ǫ(n)2

].
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We define a pointz ∈ Hn to bereducedwith respect toΓλ, if

−1
2
≤ Yi <

1
2
, i = 1,2, . . . ,n− 1,

−1
2
≤ X j <

1
2
, j = 1,2, . . . ,n.


(150)

It is, first of all, clear that for anyz ∈ Hn, there exists anM ∈ Γλ such that the
equivalent pointzM is reduced with respect toΓλ. In fact, forǫ = ±ǫk1

1 . . . ǫ
kn−1
n−1

and M1 = A
(
ǫ 0
0 ǫ−1

)
A−1, the effect of the substitutionz → zM1 is given by

(??) and hence, by choosingk1, . . . , kn−1 properly, we could suppose that the
coordinatesY1, . . . ,Yn−1 of zM1 satisfy (150). Again, since forζ = m1α1 +

· · · + mnαn and M2 = A
(

1 ζ
0 1

)
A−1, the effect of the substitutionz → zM2 on

the coordinatesX1, . . . ,Xn of zM1 is given by (149), we could suppose that for
suitablem1, . . . ,mn, the coordinatesX1, . . . ,Xn of zM2,M1 satisfy (150). It is now
clear thatzM2M1 is reduced with respect toΓλ. On the other hand, letz= x+ iy,
w = u+ iv ∈ Hn be reduced and equivalent with respect toΓλ and let the local
coordinates ofzandw relative toλ be respectively

1/
√

N(yA−1),Y1, . . . ,Yn−1,X1, . . . ,Xn,

1/
√

N(vA−1),Y∗1, . . . ,Y
∗
n−1,X

∗
1, . . . ,X

∗
n.

Further, letzA−1 = ǫ2wA−1 + ζ. Then, in view of the fact that 195

Y∗i ≡ Yi( mod 1),−1
2
≤ Yi ,Y

∗
i <

1
2
, i = 1,2, . . . ,n− 1,

we have firstY∗i = Yi , i = 1,2, . . . ,n − 1 and henceǫ2 = 1. Again, since we
have

X∗j ≡ X j( mod 1),−1
2
≤ X j ,X

∗
j <

1
2
, j = 1,2, . . . ,n,

we see thatX∗j = X j , j = 1,2, . . . ,n and henceζ = 0. ThuszA−1 = wA−1,
i.e. z= w.

Denoting byGλ the set ofz ∈ Hn whose local coordinatesY1, . . . ,Yn−1,X1, . . . ,Xn

satisfy (150), we conclude that anyz ∈ Hn is equivalent with respect toΓλ, to a
point ofGλ and no two distinct points ofGλ are equivalent with respect toΓλ.
ThusGλ is a fundamental domain forΓλ in hn.

Forn = 1, the fundamental domainGλ is just the vertical strip−1/2 ≤ x∗ <
1/2, y∗ > 0 with reference to the coordinatezA−1 = x∗ + iy∗. Going back to the
coordinatez, the vertical stripsx∗ = ±1/2, y∗ > 0 are mapped into semi-circles
passing throughλ and orthogonal to the real axis and the fundamental domain
looks as in the figure.
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Figure, page 195

If z ∈ Gλ and if c1 ≤ N(yA−1) ≤ c2, then we claim thatz lies in a compact
set inHn depending onc1, c2 and on the choice ofǫ1, . . . , ǫn−1 andα1, . . . , αn

in K. As a matter of fact, from (150), we know that
∣∣∣∣∣∣∣
log


y∗i

n
√

N(y∗)



∣∣∣∣∣∣∣
≤ c3 for i = 1,2, . . . ,n− 1,

and|x∗j | ≤ c4 for j = 1,2, . . . ,n. Hence we have

c5 ≤
y∗i

n
√

N(y∗)
≤ c6, for i = 1,2, . . . ,n− 1.

Sincec1 ≤ N(y∗) ≤ c2, we have indeed for alli = 1,2, . . . ,n, 196

c7 ≤
y∗i

n
√

N(y∗)
≤ c8.

As a result, we obtain fori, j = 1,2, . . . ,n,

c9 ≤ y∗i ≤ c10,

|x∗j | ≤ c4,

wherec9, c10 and c4 depend only onc1, c2 and the choice ofǫ1, . . . , ǫn−1,
α1, . . . , αn in K. ThuszA−1 and thereforez lies in a compact set inHn, de-
pending onc1, c2 andK.

Now, we introduce the notion of“distance of a point z∈ Hn from a cuspλ
ofHn” . We have already inHn a metric given by

ds2 =

n∑

i=1

dx2
i + dy2

i

y2
i

which is non-euclidean in the casen = 1 and has an invariance property with
respect toΓ. But since the cusps lie on the boundary ofHn, the distance (relative
to this metric) of an inner point ofHn from a cusp is infinite. Hence, this metric
is not useful for our purposes.

For z ∈ Hn and a cuspλ = ρ/σ with associatedA =
(
ρ ξ
σ η

)
∈ S, we define

thedistance∆(z, λ) of z fromλ by

∆(z, λ) = (N(yA−1))−
1
2 = (N(y−1| − σz+ ρ|2))

1
2
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= (N((−σx+ ρ)2y−1 + σ2y))
1
2 .

For λ = ∞, ∆(z,∞) = 1/
√

N(y); hence the larger theN(y), the ‘closer’ isz to
∞.

Now∆(z, λ) has an importantinvariance propertywith respect toΓ. Namely,
for M ∈ Γ, we have

∆(zM , λM) = ∆(z, λ). (151)

This is very easy to verify, since, by definition 197

∆(zM , λM) = (N(Im(zM)A−1M−1))−
1
2

= (N(yA−1))−
1
2 = ∆(z, λ).

Moreover,∆(z, λ) does not depend on the special choice ofA associated
with λ. For, if A1 =

(
ρi ξ1
∼1 η1

)
∈ S is associated withλ = ρ1/σ1, thenA−1A1 =

T =
(
ǫ ζ

0 ǫ−1

)
whereǫ is a unit inK. Now N(yA−1

1
) = N(yA−1)N(ǫ−2) = N(yA−1)

and hence our assertion is proved.
Let, for a given cuspλ and r > 0, Uλ,r denote the set ofz ∈ Hn such

that∆(z, λ) < r. This defines a ‘neighbourhood’ ofλ and all pointsz ∈ Hn

which belong toUλ,r are inner points of the same. The neighbourhoods,Uλ,r
for 0 < r < ∞ cover the entire upper half-planeHn. Each neighbourhoodUλ,r
is left invariant by a modular substitution inΓλ. For, by (151), ifM ∈ Γλ, then

∆(zM , λ) = ∆(zM , λM) = ∆(z, λ)

and so, ifz ∈ Uλ,r , then again∆(zM , λ) < r i.e. zM ∈ Uλ,r . A fundamental
domain forΓλ in aλ,r is obviously given byGλ ∩ Uλ,r .

We shall now prove some interesting facts concerning∆(z, λ) which will be
useful in constructing a fundamental domain forΓ in Hn.

(i) For z = x+ iy ∈ Hn, there exists a cuspλ of Hn such that for all cuspsµ
ofHn, we have

∆(z, λ) ≤ ∆(z, µ). (152)

Proof. If λ is a cusp, thenλ = ρ/σ for ρ, σ ∈ o such that (ρ, σ) is one of theh
idealsU1, . . . ,Uh. Then

∆(z, λ) = (N((−σx+ ρ)2y−1 + σ2y))
1
2 .

�
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Let us consider the expression (N((−σx+ ρ)2y−1 + σ2y))
1
2 as a function of

the pair of integers (ρ, σ). It remains unchanged ifρ, σ are replaced byρǫ, σǫ
for any unitǫ in K. We shall now show that there exists a pair of integersρ1,
σ1 in K such that

(N((−σ1x+ ρ1)2y−1 + σ2
1y))

1
2 ≤ (N((−σx+ ρ)2y−1 + σ2y))

1
2 (153)

for all pairs of integers (ρ, σ). In order to prove (153), it obviously suffices to 198

show that for givenc1 > 0, there are only finitely many non-associated pairs of
integers (ρ, σ) such that

(N((−σx+ ρ)2y−1 + σ2y))
1
2 ≤ c11. (154)

Now, it is known from the theory of algebraic number fields that if α =
(α1, . . . , αn) is ann-tuple of real numbers withN(α) , 0, then we can find a
unit ǫ in K such that

|αiǫ
(i)| ≤ c12|N(α)|1/n (155)

for a constantc12 depending only onK. In view of (154), we can suppose after
multiplying ρ andσ by a suitable unitǫ, that already we have

(−σ(i)xi + ρ
(i))2y−1

i + σ
(i)2

yi
≤ c13, i = 1,2, . . . ,n,

for a constantc13 depending only onc11 andc12. This implies that (−σ(i)xi+ρ
(i))

andσ(i) and as a consequenceρ(i) andσ(i) are bounded, fori = 1,2, . . . ,n.
Again, in this case, we know from the theory of algebraic numbers that there
are only finitely many possibilities forρ andσ. Hence (154) is true only for
finitely many non-associated pairs of integers (ρ, σ). From these pairs, we
choose a pair (ρ1, σ1) such that the value ofN((−σ1x + ρ1)2y−1 + σ2

1y))
1
2 is a

minimum. This pair (ρ1, σ1) now obviously satisfies (153).
Let (ρ1, σ1) = b and letb = ai(θ)−1 for someai and aθ ∈ K. Thenai =

(ρ1θ, σ1θ). Now, in (153), if we replaceρ, σ by ρ1θ, σ1θ respectively, we get
|N(θ)| ≥ 1. On the other hand, sinceai is of minimum norm among the integral
ideals of its class,N(ai) ≤ N(b) and therefore|N(θ)| ≤ 1. Thus|N(θ)| = 1.
Let nowρ = ρ1θ, σ = σ1θ andλ = ρ/σ. Thenai = (ρ, σ) and by definition,
∆(z, λ) = (N((−σx + ρ)2y−1 + σ2y))

1
2 = (N((−σ1x + ρ1)2y−1 + σ2

1y))
1
2 . If we

use (153), then we see at once that∆(z, λ) ≤ ∆(z, µ) for all cuspsµ.
For givenz ∈ Hn, we define

∆(z) =
∫

λ

∆(z, λ).
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By (i), there exists a cuspλ such that∆(z, λ) = ∆(z). In general,λ is unique, but 199

there are exceptional cases when the minimum is attained formore than oneλ.
We shall see presently that there exists a constantd > 0, depending only onK
such that if∆(z) < d, then the cuspλ for which∆(z, λ) = ∆(z) is unique.

(ii) There exists d> 0 depending only on K, such that, if for z= x+ iy ∈ Hn,
∆(z, λ) < d and∆(z, µ) < d, then necessarilyλ = µ.

Proof. Let λ = ρ/σ andµ = ρ1/σ1 and let for a real numberd > 0,

∆(z, λ) = (N((−σx+ ρ)2y−1 + σ2y))
1
2 < d,

∆(z, µ) = (N(−σ1x+ ρ1)2y−1 + σ2
1y)

1
2 < d.

After multiplying ρ andσ by a suitable unitǫ in K, we might assume in view
of (155) that

(σ(i)xi − ρ(i))2y−1
i + σ

(i)2
yi < c12d

2/n, i = 1,2, . . . ,n.

Hence

| − σ(i)xi + ρ
(i)|y−

1
2

i <
√

c12d
1/n,

|σ(i)|y
1
2
i <
√

c12d
1/n.

Similarly we have

| − σ(i)
1 xi + ρ

(i)
1 |y
− 1

2
i <

√
c12d

1/n,

|σ(i)
1 |y

1
2
i <
√

c12d
1/n.

Now

ρ(i)σ
(i)
1 − ρ

(i)
1 σ

(i) = (−σ(i)xi + ρ
(i))y

− 1
2

i σ
(i)
1 y

1
2
i − (−σ(i)

1 xi + ρ
(i)
1 )y

− 1
2

i σ(i)y
1
2
i

and hence
|N(ρσ1 − σρ1)| < (2c12d

2/n)n.

If we setd = (2c12)−n/2, then|N(ρσ1−σρ1)| < 1. Sinceρσ1−σρ1 is an integer, 200

it follows thatρσ1 − σρ1 = 0 i.e.λ = µ. �

Thus ford = (2c12)−n/2, the conditions∆(z, λ) < d, ∆(z, µ) < d for az ∈ Hn

imply thatλ = µ. Therefore, the neighbourhoodsUλ,d for the various cuspsλ
are mutually disjoint.

We shall now prove that forz ∈ Hn, ∆(z) is uniformly bounded inHn. To
this end, it suffices to prove
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(iii) There exists c> 0 depending only on K such that for any z= x+ iy ∈ Hn,
there exists a cuspλ with the property that∆(z, λ) < c.

Proof. We shall prove the existence of a constantc > 0 depending only onK
and a pair of integers (ρ, σ) not both zero such that

(N((−σx+ ρ)2y−1 + σ2y))
1
2 < c.

Let ω1, . . . , ωn be a basis ofo. Consider now the following system of 2n
linear inequalities in the 2n variablesa1, . . . ,an, b1, . . . ,bn, viz.

∣∣∣∣∣y
− 1

2
k (ω(k)

1 a1 + · · · + ω(k)
n an) − xky

− 1
2

k (ω(k)
1 b1 + · · · + ω(k)

n bn)
∣∣∣∣∣ ≤ αk

for k = 1,2, . . . ,n and
∣∣∣∣∣y

1
2
k (ω(k)

1 b1 + · · · + ω(k)
n bn)

∣∣∣∣∣ ≤ βk

for k = 1, . . . ,n. �

The determinant of this system of linear forms is|(ω( j)
i )|2 = |∆| where∆ is

the discriminant ofK. By Minkowski’s theorem on linear forms, this system
of linear inequalities has a nontrivial solution in rational integersa1, . . . ,an,
b1, . . . ,bn if α1, . . . , αn·β1, . . . , βn ≤ |∆|. Takingαi = β j =

2n
√
|∆|i = 1,2, . . . ,n, j =

1,2, . . . ,n, in particular, this system of inequalities has a nontrivial solution in
rational integers, say,a′1, . . . ,a

′
n, b′1, . . . ,b

′
n. Let us takeρ = a′1ω1 + · · · + a′nωn

andσ = b′1ω1 + · · · + b′nωn. Then we obtain

∣∣∣∣(−σ(i)xi + ρ
(i))2y−1

i + σ
(i)2

yi

∣∣∣∣ ≤ 2n
√
|∆|, i = 1,2, . . . ,n.

Hence (N((−σx+ ρ)2y−1 + σ2y))
1
2 ≤ 2n/2|∆| 12 = c (say). 201

Now let (ρ, σ) = b; b = ai(θ)−1 for someai and for someθ ∈ K. Sinceai
is of minimum norm among the integral ideals of its class,|N(θ)| ≤ 1. Further
ai = (ρθ, σθ). Now, for the cuspλ = ρθ/σθ = ρ/σ, we have

∆(z, λ) = |N(θ)|(N((−σx+ ρ)2y−1 + σ2y))
1
2 ≤ c,

which was what we wished to prove.
From (iii), we deduce thatHn =

⋃
λ

Uλ,c.

(iv) For z ∈ Hn and M∈ Γ, ∆(zM) = ∆(z).
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Proof. In fact,

∆(zM) = inf
λ
∆(zM , λ)

= inf
λ
∆(z, λM−1) ((by 151))

= inf
λ
∆(z, λ)

= ∆(z).

�

We now have all the necessary material for the construction of a fundamen-
tal domain forΓ in Hn.

A point z ∈ Hn is semi-reduced(with respect to acupsλ), if ∆(z) = ∆(z, λ).
If z is semi-reduced with respect toλ, then for all cuspsµ, we have∆(z, µ) ≥
∆(z, λ).

Let λ1(= (∞, . . . ,∞)), λ2, . . . , λh be theh inequivalent base cusps ofHn.
We denote byFλi , the set of allz ∈ Hn which are semi-reduced with respect to
λi . ClearlyFλi ⊂ Uiλi,c, in view of (iii) above. The setFλi is invariant under the
modular substitutionz→ zM, for M ∈ Γλi . For, by (iv) above,∆(zM) = ∆(z)
and further.

∆(z) = ∆(z, λi) = ∆(zM , (λi)M) = ∆(zM , λi).

Thus∆(zM) = ∆(zM , λi) and hencezM ∈ Fλi , for M ∈ Γλi .
Let Gλi denote the closure inHn of the setGλi andqi = Fλi ∩ Gλi . Then

qi is explicitly defined as the set ofz ∈ Hn whose local coordinatesX1, . . . ,Xn, 202

Y1, . . . ,Yn−1 relative to the cuspλi satisfy the conditions

−1
2
≤ Xk ≤

1
2
,−1

2
≤ Y1 ≤

1
2

(k = 1,2, . . . ,n; l = 1,2, . . . ,n− 1)

and further, for all cuspsµ,

∆(z, µ) ≥ ∆(z, λi).

LetF = ∪h
i=1qi . We see that theqi as alsoF are closed inHn.

A point z ∈ qi is an inner pointof qi if in all the conditions above, strict
inequality holds, viz.

−1
2
< Xk <

1
2
,−1

2
< Yl <

1
2

(k = 1,2, . . . ,n, l = 1,2, . . . ,n− 1)

∆(z, µ) > ∆(z, λi), for µ , λi . (150)∗
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If equality holds even in one of these conditions, thenz is said to be aboundary
pointof qi . The set of boundary points ofqi constitute the boundary ofqi , which
may be denoted byBd qi . We denote byRi , the set of inner points ofqi .

It is clear that theqi do not overlap and intersect at most on their boundary.
A point z ∈ F may now be called aninner pointof F, if z is an inner point

of someqi ; similarly we may define aboundary pointof F and denote the set
of boundary points ofF by BdF.

We say that a pointz ∈ Hn is reduced(with respect toΓ) if, in the first place,
z is semi-reduced with respect to some one of theh cuspsλ1, . . . , λh, sayλi and
then furtherz ∈ Gλi . ClearlyF is just the set of all z∈ Hn reduced with respect
to Γ.

Before we proceed to show thatF is a fundamental domain forΓ in Hn, we
shall prove the following result concerning the inner points ofF, namely,

The set of inner points ofF is open inHn.

Proof. It is enough to show that eachR j is open inHn. Let, then,z0 = x0+iy0 ∈
R j ; we have to prove that there exists a neighbourhoodV of z0 in Hn which is
wholly contained inR j . �

Now, for eachz = x + iy ∈ Hn and a cuspµ = ρ/σ, we have∆(z, µ) = 203

(N((−σx + ρ)2y−1 + σ2y))
1
2 . Using the fact that for eachj = 1,2, . . . ,n,

(−σ( j)x j + ρ
( j))2y−1 +σ( j)2

y j is a positive-definite binary quadratic form inσ( j)

andρ( j), we can easily show that

∆(z, µ) ≥ α(N(σ2 + ρ2))
1
2

whereα = α(z) depends continuously onz and does not depend onµ. We can
now find a sufficiently small neighbourhoodW of z0 such that for allz ∈W,

∆(z, µ) ≥ 1
2
α0(N(σ2 + ρ2))

1
2

whereα0 = α(z0). Moreover, we can assumeW so chosen that for allz ∈W,

∆(z, λ j) ≤ 2∆(z0, λ j).

Thus, for all cuspsµ = ρ/σ andz ∈W,

∆(z, µ) − ∆(z, λ j) ≥
1
2
α0(N(σ2 + ρ2))

1
2 − 2∆(z0, λ j).

Now, employing an argument used already on p. 198, we can showthat
there are only finitely many non-associated pairs of integers (ρ, σ) such that

1
2
α0(N(σ2 + ρ2))

1
2 ≤ 2∆(z0, λ j).
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It is an immediate consequence that except for finitely many cuspsµ1, . . . , µr ,
we have forµ , λ j ,

∆(z, µ) > ∆(z, λ j).

Now, since∆(z0, µ) > ∆(z0, λ j) for all cuspsµ , λ j , we can, in view of the
continuity in z of ∆(z, µi) (for i = 1,2, . . . , r) find a neighbourhoodU of z0

such that
∆(z, µk) > ∆(z, λ j) (k = 1,2, . . . , r)

for z ∈ U andµk , λ j . We then have finally for allz ∈ U ∩W 204

∆(z, µ) > ∆(z, λ j)

providedµ , λ j . Further, we could have chosenU such that for allz ∈ U,
(150)∗ is satisfied, in addition. Thus the neighbourhoodV = U ∩ W of z0

satisfies our requirements and soR j is open.
It may now be seen that the closureRi of Ri is justqi . In fact, letz ∈ qi and

let λi = ∞Ai , z∗ = zA−1
i

, µA−1
i
= ν = ρ/σ , ∞. Then we have

σ , 0,
∆(z, µ)
∆(z, λi)

=
∆(z∗, ν)
∆(z∗,∞)

= (N((−σx∗ + ρ)2 + (σy∗)2))
1
2 .

If y∗ is replaces byty∗ wheret is a positive scalar factor, then the expression
above is a strictly monotonic increasing function oft, whereas the coordinates
X1, . . . ,Xn, Y1, . . . ,Yn−1 remain unchanged. Thus, ifz ∈ qi andzA−1

i
= z∗ = x∗ +

iy∗, then forz(t) = (x∗ + ity∗)Ai , t > 1, the inequalities∆(z, µ) > ∆(z, λi)(µ , λi)
are satisfied and moreover for a small change in the coordinates X1, . . . ,Xn,
Y1, . . . ,Yn−1, the inequalities (150)∗ are also satisfied. As a consequence, if
z ∈ qi , then every neighbourhood ofz intersectsRi ; in other words,Ri = qi .

From above, we have that ifz ∈ qi , then the entire curve defined byz(t) =

(x∗ + ity∗)Ai , t ≥ 1 lies in qi and hence forz ∈ Ri , in particular,z(t) for large
t > 0 belongs toRi , Using this it may be shown thatqi and similarlyRi are
connected.

The existence of inner points ofq j is an immediate consequence of result
(ii) on p. 199. Forj = 1, it may be verified thatz= (it, . . . , it), t > 1 is an inner
point ofq1.

Now we proceed to prove thatF is a fundamental domain forΓ in Hn. We
have first to show that

(α) the imagesFM ofF for M ∈ Γ coverHn without gaps.
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Proof. This is obvious from the very method of construction ofF. First, for
any z ∈ Hn, there exists a cuspλ such that∆(z) = ∆(z, λ). Let λ = (λi)M for
someλi andM ∈ Γ. We have then

∆(zM−1) = ∆(z) = ∆(z, λ) = ∆(zM−1, λi)

and hencezM−1 ∈ Fλi . Now we can findN ∈ Γλi such that (zM−1)N is reduced 205

with respect toΓλi and thuszNM−1 ∈ F. �

Next, we show that

(β) the imagesFM ofF for M ∈ Γ coverHn withtout overlaps.

Proof. Let z1, z2 ∈ F such thatz1 = (z2)M for an M , ±
(

1 0
0 1

)
in Γ and let

z1 ∈ qi andz2 ∈ q j . Now, sincez1 ∈ Fλi , we have

∆(z1, λi) ≤ ∆(z1, (λ j)M) = ∆(z2, λ j).

Similarly
∆(z2, λ j) ≤ ∆(z2, (λi)M−1) = ∆(z1, λi).

Therefore, we obtain

∆(z1, λi) = ∆(z2, λ j) = ∆(z1, (λ j)M).

�

Let us first suppose that∆(z1, λi) = ∆(z2, λ j) < d. Then, since∆(z1, λi) < d
as also∆(z1, (λ j)M) < d, we infer from the result (ii) on p. 199 thatλi = (λ j)M.
But λi andλ j , for i , j are not equivalent with respect toΓ. Thereforei = j
andM ∈ Γλi . Again, since bothz1 andz2 are inGλi and furtherz1 = (z2)M with
M ∈ Γλi , we conclude that necessarilyz1 andz2 belong toBdF and indeed their
local coordinatesX1, . . . ,Xn, Y1, . . . ,Yn−1 relative toλi satisfy at least one of the
finite number of conditionsX1 = ±1/2, . . . ,Xn = ±1/2, Y1 = ±1/2, . . . ,Yn−1 =

±1/2. FurtherM clearly belongs to a finite setM1, . . . ,Mr of elements in
h⋃

i=1
Γλi .

We have now to deal with the case

d ≤ ∆(z1, λi) ≤ c and d ≤ ∆(z2, λ j) ≤ c

where we may suppose thatλi , (λ j)M. Let, for i = 1,2, . . . ,h, Bi denote the
set ofz ∈ Hn for whichd ≤ ∆(z, λi) ≤ c andz ∈ Gλi . Then, by our remark on p.
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196Bi is compact and so isB =
ĥ⋃

i=1
Bi . Now, bothz2 andz1 = (z2)M belong to

the compact setB. We may then deduce from Proposition 21 thatM belongs
to a finite set of elementsMr+1, . . . ,Ms in Γ, depending only onB and hence 206

only onK. Moreoverz1 satisfies

∆(z1, λi) = ∆(z1, (λ j)M)

with (λ j)M , λi . Hencez1 and similarlyz2 belongs toBdF. As a result,
arbitrarily nearz1 andz2, there exist pointszsuch that∆(z, λi) , ∆(z, (λ j)M) for
M = Mr+1, . . . ,Ms.

Thus, finally, no two inner points ofF can be equivalent with respect to
Γ. FurtherF intersects only finitely many of its neighboursFM1, . . . ,FMs and
indeed only on its boundary. We have therefore established (ii).

From (α) and (β) above, it follows thatF is a fundamental domain forΓ in
Hn. It consists ofh connected ‘pieces’ corresponding to theh inequivalent base
cuspsλ1, . . . , λh and is bounded by a finite number of ‘manifolds’ of the form

∆(z, λi) = ∆(z, (λ j)M), i, j = 1,2, . . . ,h,M = Mr+1, . . . ,Ms (156)

and the hypersurfaces defined by

X(k)
i = ±

1
2
,Y(k)

j = ±
1
2
, i = 1,2, . . . ,n; j = 1,2, . . . ,n− 1

where X(k)
1 , . . . ,X(k)

n , Y(k)
1 , . . . ,Y(k)

n−1 are local coordinates relative to the base
cuspλk.

The ‘manifolds’ defined by (156) are seen to be generalizations of the ‘iso-
metric circles’, in the sense of Ford, for a fuchsian group. In fact, if λi = ρi/σi

and (λ j)M = ρ/σ, then the condition (156) is just

N(| − σiz+ ρi |) = N(| − σz+ ρ|).

If we setn = 1 andλi = ∞ or equivalentlyρi = 1 andσi = 0, then the condition
reads as

| − σz+ ρ| = 1

which is the familiar ‘isometric circle’ corresponding to the transformation

z→ ηz− ξ
−σz+ ρ

of H1 onto itself.

The conditions∆(z, λ) ≥ ∆(z, λi) by whichFλi was defined, simply mean
for n = 1 andλi = ∞ that |γz+ δ| ≥ 1 for all pairs of coprime rational integers207

(γ, δ). Thus, just as the points of the well-known fundamental domain in H1
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for the elliptic modular group lie in the exterior of the the isometric circles
|γz+ δ| = 1 corresponding to the same group,Fλi lies in the ‘exterior’ of the
generalized isometric circles∆(z, λi) = ∆(z, λ).

We now prove the following important result, which will be used later.

Proposition 22. Let F∗ denote the set of z∈ F for which∆(z, λi) ≥ ei > 0,
i = 1,2, . . . ,h. ThenF∗ is compact inHn.

Theproof is almost trivial in the light of our remark on p. 196. LetBi denote
the set ofz ∈ Gλi for which ei ≤ ∆(z, λi) ≤ c. ThenBi as alsoB = ∪h

i=1Bi is
compact inHn. HenceF∗ which is closed and contained inB, is again compact.

Suppose instead ofHn, we consider the spaceH∗n of (z1, . . . , zn) ∈ Cn with
Im(z1) < 0 and Im(zi) > 0 for i = 2, . . . ,n. Then by means of the mapping
(z1, . . . , zn) → (z1, z2, . . . , zn) of hn ontoH∗n, F goes over into a fundamental
domain forΓ in H∗n. The general case when we take instead ofHn, the product
of r uppper half-planes andn − r lower half-planes, can be dealt with, in a
similar fashion.

It was Blumenthal who first gave a method of constructing a fundamental
domain forΓ in Hn but his proof contained an error since he obtained a funda-
mental domain with just one cusp and noth cusps. This error was set right by
Maass.

We remark finally that our method of constructing the fundamental domain
F is essentially different from the well-known method of Fricke for construct-
ing a ‘normal polygon’ for a discontinuous group of analyticautomorphisms
of a bounded domain in the complex plane. Our method uses onlythe notion
of “distance of a point ofHn from a cusp”, whereas we require a metric in-
variant under the group, for Fricke’s method which is as follows. LetG be a
bounded domain in the complex plane andΓ, a discontinuous group of analytic
automorphisms ofG. Further letG possess a metricD(z1, z2) for z1, z2 ∈ G,
having the property thatD((z1)M , (z2)M) = D(z1, z2) for M ∈ Γ. We choose a
point z0 which is not a fixed point of anyM ∈ Γ, other than the identity and a
fundamental domain forΓ in G is given by the set of pointsz ∈ G for which

D(z, (z0)M) ≥ D(z, z0) for all M ∈ Γ.

208

Now we know thatHn carries a Riemannian metric which is invariant under
Γ. Suppose we use this metric and try to adapt Fricke’s method of constructing
a fundamental domain. For our later purposes, we require a fundamental do-
main whose nature near the cusps should be well known. Therefore we see in
the first place that the adaptation of Fricke’s method to our case is not practical
in view of the fact that the distance of a point ofHn from the cusps, relative to
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the Riemannian metric, is infinite. In the second place, it isadvantageous to
adapt Fricke’s method only when the fundamental domain is compact, whereas
we know that the fundamental domain is not compact in our case. Moreover,
our method of construction of the fundamental domain uses the deep and in-
trinsic properties of algebraic number fields.

The following proposition is necessary for our later purposes.

Proposition 23. For any compact set C inHn, there exists a constant b=
b(C) > 0 such that C∩ Uµ,b , ∅ for all cuspsµ.

Proof. SinceC is compact, we can findα, β > 0 depending only onC such that
for z= x+ iy ∈ C, we haveβ ≤ N(y) ≤ α. Now, for any cuspλ = (ρ/σ)(ρ, σ ∈
o) andz = x + iy ∈ C, it is clear that∆(z, λ) = (N((−σx + ρ)2y−1 + σ2y))1/2

satisfies

∆(z, λ) ≥

|N(σ)|N(y)

1
2 ≥ β 1

2 , for σ , 0

|N(ρ)|N(y)−
1
2 ≥ α− 1

2 , for σ = 0.

If we chooseb for which 0< b < min(α−
1
2 , β

1
2 ), then it is obvious that forall

cuspsλ, Uλ,b ∩C = ∅. �

3 Hilbert modular functions

We shall first develop here some properties of (entire) Hilbert modular forms
and, in particular, show that a Hilbert modular form satisfies the regularity con-
dition at the cusps of the fundamental domainF, automatically forn ≥ 2. We
shall then prove the existence ofn+1 (entire) modular formsf0(z), f1(z), . . . , fn(z) 209

of ‘large’ weightk such that the functions
f1(z)
f0(z)

, . . . ,
fn(z)
f0(z)

are analytically in-

dependent. Next, we shall obtain estimates for the dimensions of the space
of entire modular forms of ‘large’ weight. Finally, we shallshow that every
Hilbert modular function can be expressed as the quotient oftwo Hilbert mod-
ular forms of the same weight and use this result to prove themain theorem
that the Hilbert modular functions form an algebraic function field of n vari-
ables over the field of complex numbers.

Let K be a totally real algebraic number field of degreen overR and letΓ
be the corresponding Hilbert modular group. Further letk be a rational integer.

A complex-valued functionf (z) defined inHn is called anentire Hilbert
modular form of weight k(or of dimension-k) belonging to the groupΓ, if

(1) f (z) is regular inHn,

(2) for everyM =
(
α β
γ δ

)
∈ Γ, f (zM)N(γz+ δ)−k = f (z), (??)
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• for every cuspλi = ρi/σi of F, f (z)N(−σiz+ρi)k is regular at the cuspλi

i.e. it has a Fourier expansion of the formc(0)+
∑
β

c(β)e
2πiS(βzA−1

i
)
where,

in the summation, only terms corresponding toβ > 0 can occur.

It will be shown later, as a consequence of a slightly more general result,
that forn ≥ 2, conditions 1) and 2) together imply 3). However, forn = 1, it is
clear that 1) and 2) do not imply 3) and one has necessarily to impose condition
3) also in the definition of an entire modular form.

We shall hereafter refer to entire Hilbert modular forms belonging toΓ
merely as modular forms, without any risk of misunderstanding.

Now, if in (??), we take−M =
( −α −β
−γ −δ

)
instead ofM, we have

f (zM)N(−γz− δ)−k = f (z) = f (zM)N(γz+ δ)−k,

i.e.
f (zM)N(γz+ δ)−k((−1)nk − 1) = 0.

i.e. 210

f (z)((−1)nk − 1) = 0.

Therefore, ifnk is odd, necessarilyf (z) is identically zero. We are not inter-
ested in this case and we shall suppose hereafter that

nk≡ 0( mod 2).

Let λ = ρ/σ be a cusp ofHn, a = (ρ, σ) andA =
(
ρ ξ
σ η

)
∈ S. Further letϑ

be the different ofK. We then have

Theorem 17. Let f(z) be regular in an annular neighbourhood of a cuspλ of
Hn defined by z∈ Hn, 0 < r < ∆(z, λ) < R and let for every M∈ Γλ, (??) be
satisfied by f(z). Then, for n≥ 2, f (z) is regular in 0 < ∆(z, λ) < R and we
have

f (z)N(−σz+ ρ)k = c(0)+
∑

a2ϑ−1|β>0

c(β)e2πiS(βzA−1 ),

where the summation is over allβ ∈ a2ϑ−1 with β > 0 and the series converges
absolutely, uniformly over any compact subset ofHn with 0 < ∆(z, λ) < R.

Proof. Letw = zA−1 andg(w) = f (wA) = f (z). ConsiderM =
(
α β
γ δ

)
= AT A−1 ∈

Γλ with T =
(
ǫ ζǫ−1

0 ζǫ−1

)
ǫ being a unit inK andζ ∈ a−2. ThenzM = (wT)A and

f (zM) = g(wT). Moreover, ifh(w) = N(σw+ η)−k, then it is easy to verify that

h(wT) = N(σwT + η)
−k
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= N(ǫ)−kN(γwA + δ)
−kN(σw+ η)−k

= N(ǫ)−kN(γz+ δ)−kh(w).

Let us now defineG(w) = g(w)h(w). Then, fromf (zM)N(γz+ δ)−k = f (z), we
obtain

G(ǫ2w+ ζ) = G(wT) = N(ǫ)kG(w)

In particular, we have
G(w+ ζ) = G(w)

G(ǫ2w) = N(ǫ)kG(w).
(158)

� 211

Let α1, . . . , αn be a minimal basis ofa−2. Further, letW = (W1, . . . ,Wn)
whereWi are defined by

wk =

n∑

i=1

α
(k)
i Wi , k = 1,2, . . . ,n.

From (158), we then see that the functionH(W) = G(w) has period 1 in each
variableWi .

Let wk = uk+ ivk andWk = Xk+ iYk, for k = 1,2, . . . ,n. Further letD be the
domain in theW-space defined byv1 > 0, . . . , vn > 0, R−2 < v1, . . . , vn < r−2.
(For n = 2, v1 andv2 are bounded between the branches of two hyperbolas as
in the figure. The mappingwk → Wk is just an affine transformation of the
w-space). It is clear from the hypothesis that the functionH(W) is regular in
D.

Figure, page 211

Under the mappingW→ q = (q1,q2, . . . ,qn) with q j = e2πiW j ( j = 1,2, . . . ,n)
the domainD goes into a Reinhardt domainD∗ in the q-space andH∗(q) =
H(W) is regular inD∗. If now q∗ ∈ D∗, we can find a Reinhardt domainV
defined byak < |qk| < bk, k = 1,2, . . . ,n such thatq∗ ∈ V ∈ D∗. SinceH∗(q)
is regular inV, it has a Laurent expansion

∑
−∞<r1,...,rn<∞

cr1,...,rnq
r1
1 . . . q

rn
n which 212

converges absolutely, uniformly in every compact subset ofV. In other words,
for q ∈ V, we have

H(W) = H∗(q) =
∑

−∞<r1,...,rn<∞
cr1,...,rne

2πi(r1W1+···+rnWn).

SinceD∗ is a Reinhardt domain, it is possible to continueH∗(q) analytically
from q∗ to any pointq ∈ D∗ through a finite chain of overlapping Reinhardt
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domains of the type ofV and if, in addition, we use the fact that the Laurent
expansion is unique, we see that for allW ∈ D,

H(W) =
∑

−∞<r1,...,rn<+∞
cr1,...,rne

2πi(r1W1+···+rnWn), (159)

the series converging absolutely, uniformly over every compact subset ofD.
We can findβ1, . . . , βn in K such thatS(αiβ j) = δi j (the Kronecker symbol),

for i, j = 1,2, . . . ,n. Thenβ1, . . . , βn constitute a minimal basis ofa2ϑ−1 and
when r1, . . . , rn run over all rational integers from−∞ to +∞ independently,
β = r1β1 + · · · + rnβn runs over all numbers of the ideala2ϑ−1. We shall denote

cr1,...,rn by c(β). Now Wk =
n∑

i=1
β

(i)
k wi , k = 1,2, . . . ,n, as can be easily verified.

We then see from (159) that whenw lies in the regionv1 > 0, . . . , vn > 0,
R−2 < v1 . . . vn < r−2, we have

G(w) = H(W) =
∑

β∈a2ϑ−1

c(β)e2πiS(βw). (160)

If ǫ is a unit in K, then the transformationw → ǫ2w corresponds to an
affine transformation of theW-space which takesD into itself. We therefore
have from (160) that

G(ǫ2w) =
∑

β∈a2ϑ−1

c(β)e2πiS(βǫ2w).

On the other hand, from (158) and (160),

G(ǫ2w) = N(ǫ)k
∑

β∈a2ϑ−1

c(β)e2πiS(βw).

For β ∈ a2ϑ−1, βǫ2 is also ina2ϑ−1. On comparing the Fourier coefficients of 213

G(ǫ2w), we obtain
c(βǫ2) = N(ǫ)−kc(β),

i.e.
|c(βǫ2)| = |c(β)|.

Thus
|c(βǫ2m)| = |c(β)| for any rational integerm.

Let us consider a unit cubeU in D, defined as the set ofW = (W1, . . . ,Wn),
Wj = X j + iY∗j and 0≤ X j ≤ 1. Further let|H(W)| ≤ M on U. From (159), we
have forβ = r1β1 + · · · + rnβn,
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c(β) = cr1,...,rn =

∫
. . .

∫

W∈U

H(W)e−2πi(r1W1+···+rnWn)dX1 . . .dXn

= e2πS(βv∗)
∫ 1

0
. . .

∫ 1

0
W∈U

H(W)e−2πi(r1X1+···+rnXn)dX1 . . . dXn,

i.e.
|c(β)| ≤ e2πS(βv∗)M,

wherev∗ = (v∗1, . . . , v
∗
n) with v∗j =

n∑
i=1
α

( j)
i Y∗i > 0.

Takingβǫ2m instead ofβ, we have

|c(βǫ2m)| ≤ e2πS(βǫ2mv∗)M,

i.e.
|c(β)| ≤ e2πS(βǫ2mv∗)M. (161)

Let now β ∈ a2ϑ−1 with β(i) < 0 for somei. We claim thatc(β) = 0,
necessarily. For, using the existence ofn − 1(n ≥ 2!) independent units inK
we can find a unitǫ in K such that

|ǫ(i)| > 1, |ǫ( j)| < 1 for j , i.

Then, asm tends to infinity,S(βǫ2mv∗) tends to−∞. Hence, from (161), we see214

that unlessβ > 0 orβ = 0, c(β) = 0. Thus

G(w) = c(0)+
∑

a2ϑ−1|β>0

c(β)e2πiS(βw),

i.e.
f (z)N(−σz+ ρ)k = c(0)+

∑

a2ϑ−1|β>0

c(β)e2πiS(βzA−1 ), (162)

where the series on the right hand side converges absolutely, uniformly in every
compact subset of the regionr < ∆(z, λ) < R.

Let now 0 < ∆(z, λ) ≤ r i.e. r−2 ≤ N(yA−1) < ∞. We can then find a
numbert with 0 < t < 1 such thatR−2 < N(tyA−1) < r−2. Hence the series
c(0)+

∑
a2ϑ−1|β>0

c(β)e2πiS(βwt) converges absolutely. Now, since

c(0)+
∑

a2ϑ−1|β>0

c(β)e2πiS(βw) ≤ |c(0)| +
∑

β

|c(β)||e2πiS(tβw)|,
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it converges absolutely. It is now clear that the series on the right hand side
of (162) converges absolutely, uniformly over every compact subset inHn for
which 0< ∆(z, λ) ≤ r and provides the analytic continuation off (z)N(−σz+
ρ)+k in 0 < ∆(z, λ) < R. Thus f (z) is regular in the full neighbourhood 0<
∆(z, λ) < R, of the cuspλ and moreover, in this neighbourhood,

f (z)N(−σz+ ρ)k = c(0)+
∑

a2ϑ−1|β>0

c(β)e2πiS(βzA−1 ). (163)

From the theorem above, we can deduce two important corollaries.

(a) Let Vi denote the neighbourhood0 < ∆(z, λi) < di < c of the cusp

λi(i = 1,2, . . . ,h) of F and letF∗ = F −
h⋃

i=1
Vi . Then a function f(z)

which is regular inF∗ and satisfies(??) for all M ∈ Γ is automatically
regular in the whole ofF and hence in the whole ofhn and is an entire
modular form, for n≥ 2.

(b) For n ≥ 2, if a function f(z) satisfies conditions(1) and (2) in the defi-
nition of a modular form, it satisfies condition(3) automatically and is 215

therefore regular at the cuspF.

The proofs of (a) and (b) are very simple, in view of Theorem 17.
The second of the two results above was first proved by Gotzky in the

special casen = 2 andK = Q(
√

5), the class numberh being 1. In the general
case, it was proved by Gundlach. An analogue of this result inthe case of
modular forms of degreen was established by Koecher.

In the theorem above, we might, instead ofHn, take, for example, the space
H∗n of (z1, . . . , zn) ∈ Cn with Im(z1) < 0, Im(z2) > 0, . . . , Im(zn) > 0. Then,
under the same conditions as in the theorem above, we have forf (z)N(−σz+ρ)k

an expansion of the formc(0) +
∑

a2ϑ−1|β>0
c(β)e2πiS(βzA−1 ), whereβ runs over all

numbers ofa2ϑ−1 for which β(1) < 0, β(2) > 0, . . . , β(n) > 0. For other types of
such spaces again we have similar expansions forf (z)N(−σz+ ρ)k at the cusp
ρ/σ.

So far, there was no restriction onk except thatk should be integral and
kn should be even. In view of the following proposition however, we shall
henceforth be interested only in modular forms of weightk > 0.

Proposition 24. A modular form of weight k< 0 vanishes identically and the
only modular forms of weight0 are constants.
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Proof. First, let f (z) be a modular form of weightk < 0. Considerϕ(z) =
N(y)k/2| f (z)| for z = x + iy ∈ Hn. We shall prove thatϕ(z) is bounded in the
whole ofHn. Let, in fact,λi = ρi/σi be a cusp ofF andVi , the neighbourhood
of λi defined by 0< ∆(z, λi) < d. Now, sinceN(y)k/2 = N(yA−1

i
)k/2|N(−σiz+

ρi)|k, we have
ϕ(z) = N(yA−1

i
)k/2| f (z)||N(−σiz+ ρi)|k. (164)

Further, from (163),

f (z)N(σiz+ ρi)
k = ci(0)+

∑

a2ϑ−1|β>0

ci(β)e
2πiS(βzA−1

i
)

and clearly forz ∈ Vi ∩ F, f (z)N(−σiz+ ρi)k is bounded. Moreover, since
for z ∈ Vi , N(yA−1

i
)k/2 < d−k, we conclude from (??) thatϕ(z) is bounded in 216

h⋃
i=1

(Vi ∩ F). LetF∗ = F −
h⋃

i=1
(Vi ∩ F). SinceF∗ is compact,ϕ(z) is bounded on

F∗. Thus there exists a constantM such thatϕ(z) ≤ M for z ∈ F. But now for
eachP =

(
α β
γ δ

)
∈ Γ, ϕ(zP) = ϕ(z), since

| f (zP)|N(yP)k/2 = | f (zP)||N(γz+ δ)|−kN(y)+k/2 = | f (z)|N(y)k/2

= ϕ(z).

Thus, for allz ∈ hn, ϕ(z) ≤ M and hence

| f (z)| = ϕ(z)N(y)−k/2

≤ MN(y)−k/2.
(165)

Now
f (z) = c(0)+

∑

ϑ−1|β>0

c(β)e2πiS(βz)

and

c(α) =
∫ 1

0
. . .

∫ 1

0
f (z)e−2πiS(αz)dx1 . . . dxn

= e2πS(αy)
∫ 1

0
. . .

∫ 1

0
f (x+ iy)e−2πiS(αx)dx1 . . . dxn.

Hence, from (165),
|c(α)| ≤ MN(y)−k/2e2πS(αy)

Letting y tend to (0, . . . ,0) and noting thatk < 0, we see thatc(α) = 0 for all
α ∈ ϑ−1 and hencef (z) is identically zero. �
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Let nowψ(z) be a modular form of weight 0. For each cuspλi of F, we
have

ψ(z) = ci(0)+
∑

a2i ϑ
−1|β>0

ci(β)e
2πiS(βzA−1

i
)
.

Considerχ(z) =
h∏

i=1
(ψ(z) − ci(0)). Let, if possible,χ(z) be not identically zero

i.e. for z0 ∈ F, let |χ(z0)| = ρ , 0. Sinceψ(z) − ci(0) tends to zero asz tends 217

to λi in F, we can find a neighbourhoodVi of λi such that forz ∈ Vi ∩ F,

|χ(z)| < (1/2)ρ. Now F∗ = F −
h⋃

i=1
(Vi ∩ F) is compact and|χ(z)| attains its

maximumM at some point ofF∗. We see easily that

M = max
z∈F
|χ(z)| = max

z∈hn
|χ(z)|.

But his means thatχ(z) attains its maximum modulus overHn at an inner point
of Hn and by the maximum principle,χ(z) is a constant. But now, sinceχ(z)
tends to zero asz tends to the cusps ofF, χ(z) = 0 identically inHn. This

means that
h∏

i=1
(ψ(z) − ci(0)) = 0. Sinceψ(z) is single-valued and regular inHn,

it follows thatχ(z) is a constant.
Our object now is to give an explicit construction of modularforms of

weightk > 2 (k being integral). Our method will involve an adaptation of the
well-known idea of Poincare for constructing automorphic forms belonging to
a discontinuous groupΓ0 of analytic automorphisms of the unit discD defined
by |z| < 1 in the complexz-plane. Now, any analytic automorphism ofD

is given by the mappingz → az+ b
bz+ a

, wherea and b are complex numbers

satisfying|a|2 − |b|2 = 1. Let the elements ofΓ0 be Mi =
(

ai bi
bi ai

)
, i = 1,2, . . .

(corresponding to the automorphismsz→ zMi =
aiz+ bi

biz+ ai
of D).

Let z0 be a given point ofD. Now, sinceΓ0 acts discontinuously onD, we
can find a neighbourhoodV of z0 such that the imagesVM of V for M ∈ Γ0 do
not intersectV, unless (z0)M = z0. Let n0 be the order of the isotropy group of
z0 in Γ0. Then we see that

∑

M∈Γ0

"

VM

dx dy≤ n0 · π.
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On the other hand, forM =
(

a b
b a

)
∈ Γ0, we have

"

VM

dx dy=
"

V

|bz+ a|−4dx dy.

Therefore, 218∑

M∈Γ0

"

V

|bz+ a|−4dx dy≤ n0 · π. (166)

Since|a|2 − |b|2 = 1, a , 0 and further|b/a| < 1. Hence, forz ∈ D,

1− |z| ≤
∣∣∣∣∣
bz+ a

a

∣∣∣∣∣ < 1+ |z|. (167)

Let V be contained in the disc|z| ≤ r < 1 and letv denote the area ofV. We
have, then, in view of (166) and (167),

v(1+ r)−4
∑

M∈Γ0

|a|−4 ≤
∑

M∈Γ0

"

V

|bz+ a|−4dx dy≤ n0 · π. (168)

We conclude that
∑

M∈Γ0

|a|−4 is convergent. Further, from (167), we have for

z ∈ V, ∑

M∈Γ0

|bz+ a|−4 < (1− r)−4
∑

M∈Γ0

|a|−4

Hence
∑

M∈Γ0

(bz+a)−4 converges absolutely, uniformly on every compact subset

of V. Sincez0 is arbitrary, this is true even for every compact subset ofD.
Using the same idea as above, we shall prove that actually

∑
M∈Γ0

(bz+ a)−k

converges absolutely fork > 2. Consider

I l =

"

V

dx dy

(1− |z|2)l
;

the integral converges if and only ifl < 1. Now, as before

∑

M

"

VM

dx dy

(1− |z|2)−l
≤ n0I l .

But "

VM

dx dy

(1− |z|2)l
=

"

V

|bz+ a|−4+2l dx dy

(1− |z|2)l
for M =

(
a b
b a

)
∈ Γ0.
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Thus 219

∑

M∈Γ0

"

V

|bz+ a|2l−4 dx dy

(1− |z|2)l
=

∑

M

"

VM

dx dy

(1− |z|2)l
≤ n0I l .

Using the same argument as earlier, it is easily shown that
∑

M∈Γ0

(bz+a)−4+2l

and therefore
∑

M∈Γ0

(bz+ a)−k, (for k > 2) converges absolutely, uniformly on

every compact subset ofD.
Let k be an even rational integergreater than2. Then we see thatψ(z, k) =∑

M∈Γ0

(bz+ a)−k is analytic inD. To verify thatψ(z, k) is an automorphic form

belonging toΓ0, we have only to show that

for N =

(
p q
q p

)
∈ Γ0, ψ(zN, k)(qz+ p)−k = ψ(z, k).

Now, for

M =

(
a b
b a

)
∈ Γ0,

(
dzM

dz

)k/2

= (bz+ a)−k

and so

ψ(z, k) =
∑

M∈Γ0

(
dzM

dz

)k/2

Further

ψ(zN, k) =
∑

M∈Γ0

(
dzMN

dzN

)k/2

=

(
dzN

dz

)−k/2 ∑

M∈Γ0

(
dzMN

dz

)k/2

= (qz+ p)kψ(z, k),

sinceMN runs over all elements ofΓ0, whenM does so. Thusψ(z, k) is an
automorphic form of weightk, for the groupΓ0 and is a so-calledPoincaré
seriesof weightk for Γ0.

The method given above for the construction of automorphic forms for the 220

groupΓ0 is due to Poincaŕe and it cannot be carried over as such to the case
of the Hilbert modular group, since the euclidean volume ofHn is infinite. In
the following, we shall give a method of constructing Hilbert modular forms of
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weightk > 2, based on a slight modification of the idea of Poincaré. We shall
be interested only in the casen ≥ 2.

Let λ = ρ/σ be a cusp ofHn, a = (ρ, σ) = ai (for somei), A =
(
ρ ξ
σ η

)
∈ S

associated withλ andzA−1 = z∗ = x∗ + iy∗. We had introduced inHn a sys-
tem of ‘local coordinates’ relative to the cuspλ, namely,N(y∗)−

1
2 , Y1, . . . ,Yn−1,

X1, . . . ,Xn. Definingq = N(y∗), it is easily seen that the relationship between
the volume elementdv = dq, dY1, . . . ,dYn−1, dX1,dX2, . . . ,dXn and the ordi-
nary euclidean volume elementdx1dy1, . . . ,dxndyn in Hn is given by

dv=
N(a)2

2n−1R0
√
|d|
|N(−σz+ ρ)|−4dx1dy1, . . . ,dxndyn,

whereR0 andd are respectively the regulator and the discriminant ofK. Let
now

c =
N(a)2

2n−1R0
√
|d|

and letdω be the volume elementN(y)−2dx1dy1, . . . ,dxndyn. Thendω is in-
variant under a (modular) substitutionz→ zM for M ∈ Γ and moreover

dv= c · N(y∗)2dω = c∆(z, λ)−4dω.

Now, under the transformationz→ zM for M ∈ Γ, it may be verified that

dv→ c∆(zM , λ)−4dω =
∆(z, λ)4

∆(z, λM−1)4
, (169)

N(y∗) = ∆(z, λ)−2→ ∆(zM , λ)−2 = ∆(z, λM−1)−2.

We can find a pointz0Uaλ,d such thatz0 is not a fixed point of any modular221

transformation except the identity. Now, by Theorem 16 again, we can find a
neighbourhoodV of z0 contained inUλ,d ∩ Gλ such thatV ∩ VM = ∅, except
for M =

(
1 0
0 1

)
in Γ. Let M1 =

(
1 0
0 1

)
, M2, . . ., be a complete system of repre-

sentatives of the right cosets ofΓmoduloΓλ. For i , 1, Mi takesUλ,d intoUµ,d
whereµ = λMi , λ and sinceUλ,d ∩ Uµ,d = ∅, we see that fori , 1, VMi lies
wholly outside the neighbourhoodUλ,d. FurtherVMi∩VM j = ∅ unlessMi = M j .
Now, by applying suitable transformations inΓλ to the imagesVMi or parts of
the same, we might suppose thatVMi ⊂ Gλ for all i. It is to be remarked that
under this process, the setsVMi continue to have finite euclidean volume and to
be mutually non-intersecting. Let now, for a suitabled0 > 0, V ⊂ Uλ,d − Uλ,d0.
We then see that the mutually disjoint setsVMi , i = 1,2, . . . , are all contained
in Gλ − Uλ,d0. It is now easily verified that

Js =
∑

Mi

∫
. . .

∫

VMi

N(y∗)s−2dv
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≤
∫ d0

0

∫ 1
2

− 1
2

. . .

∫ 1
2

− 1
2

qs−2dq dY1, . . . ,dYn−1dX1, . . . ,dXn

=

∫ d0

0
qs−2dq

andJs converges if and only ifs> 1.
On the other hand, we obtain by (169), forM =

(
α β
γ δ

)
∈ Γ

∫
. . .

∫

VM

N(y∗)s−2dv=
∫

. . .

∫

V

|N(−σz+ ρ)|4N(y)s−2

|N(−σzM + ρ)|2s|N(γz+ δ)|2s
dv.

Now, let

A−1M j = P j =

(
∗ ∗
γ j δ j

)
, j = 1,2, . . .

ThenP j runs over a complete set of matrices of the formA−1M with M ∈ Γ
such that fori , j, Pi , NPj with N ∈ A−1ΓλA. Equivalently, we see that
(γ j , δ j) runs over a complete set of non-associated pairs of integers γ j , δ j in a
such that (γ j , δ j) = a. Now

Js =
∑

Mi

∫
. . .

∫

VM

N(y∗)s−2dv

=
∑′

γ j ,δ j

∫
. . .

∫

V

|N(γ jz+ δ j)|−2s|N(−σz+ ρ)|2sN(y∗)s−2dv

where on the right hand side, the summation is over a completeset of non- 222

associated pairs of integers (γ j , δ j) such that (γ j , δ j) = a.
Let B be a compact set inHn. We can then find constantsc13 and c14

depending only onB such that for allz ∈ B and realµ andν, we have

c13|N(µ j + ν)| ≤ |N(µz+ ν)| ≤ c14|N(µ j + ν)|. (170)

Taking forB, the closureV andV in Hn, we see that for a suitable constantc15

depending only onV and fors> 1,
∑′

γ j ,δ j

|N(γ j i + δ j)|−2s ≤ c15Js < ∞.

Let nowz lie in an arbitrary compact setB in Hn. Then, in view of (170),
we can find a constantc16 depending only onB, such that for allz ∈ B,

∑′

γ j ,δ j

|N(γ jz+ δ j)|−2s ≤ c16

∑′

γ j ,δ j

|N(γ j i + δ j)|−2s < ∞.
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Thus the series
∑′
γ j ,δ j

N(γ jz + δ j)−2s converges absolutely, uniformly over

every compact subset ofHn, for s> 1.
Let a1 and a2 denote a full system of pairs of integers (γ, δ) satisfying

(γ, δ) = a and not mutually associated, respectively with respect to the group
of all units inK and the group of units of norm 1 inK.

Let k be a rational integer greater than 2. Corresponding to an integral ideal
a in K, we now define forz ∈ Hn, the function

G∗(z, k, a) =
∑

(γ∗,δ∗)∈a2

N(γ∗z+ δ∗)−k.

We first observe thatG∗(z, k, a) is well-defined and is independent of the par-
ticular choice of elements ofa2. Further, since the group of units of norm 1 in223

K is of index at most 2 in the group of all units inK. We deduce from the fore-
going considerations that the series

∑
(γ∗,δ∗)∈a2

N(γ∗z+ δ∗)−k converges absolutely

uniformly over any compact subset ofHn. HenceG∗(z, k, a) is regular inHn.
Moreover, forM =

( ρ x
µ ν

) ∈ Γ,

G∗(zM , k, a) =
∑

(γ∗,δ∗)∈a2

N(γ∗zM + δ
∗)−k

= N(µz+ ν)k
∑

(γ∗,δ∗)∈a2

N((γ∗ρ + δ∗µ)z+ γ∗x+ δ∗ν)−k.

Now (γ∗ρ + δ∗µ, γ∗x+ δ∗ν) again runs over a systema2 when (γ∗, δ∗) does so.
Thus

G∗(zM , k, a)N(µz+ ν)−k = G∗(z, k, a).

ThereforeG∗(z, k, a) is a modular form of weightk.
Let k be odd andK contain a unitǫ0 of norm−1; for example, if the degree

n is odd, then−1 has norm−1. If (γ, δ) runs over a systema1, then (γ, δ)
together with (ǫ0γ, ǫ0δ) runs over a systema2. Thus

G∗(z, k, a) = (1+ N(ǫ0)k)
∑

(γ,δ)∈a1

N(γz+ δ)−k = 0,

sinceN(ǫ0)k + 1 = 0. Thus the functonG∗(z, k, a) vanishes identically in the
case whenk is odd andK contains a unit of norm−1. We shallhenceforth
exclude this case from our consideration; in particular,nk should necessarily
be even. We have then

G∗(z, k, a) = ρG(z, k, a),
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where, by definition

G(z, k, a) =
∑

(γ,δ)∈a1

N(γz+ δ)−k

andρ is the index of the group of units of norm 1 inK in the group of all units
in K. The functionsG(z, k, a) are again modular forms of weightk and are the
so-calledEisenstein seriesfor the Hilbert modular group.

If a = (µ)ai for somei(= 1,2, . . . h) andµ ∈ K, thenG(z, k, a) = N(µ)−kG(z, k, ai).224

For the sake of brevity, we may denoteG(z, k, ai) by Gi(z, k) for i = 1,2, . . . ,h.
We can obtain the Fourier expansion ofGi(z, k) at the various cuspsλ j

of F (cf. formula (163) above) by using the following generalized ‘Lipschitz
formula’ valid for rational integrals> 2 andτ ∈ Hn, namely,

∑

ζ integral
ζ∈K

N(τ + ζ)−s =

(
2π
i

)ns

√
N(ϑ)(Γ(s))n

∑

µ∈ϑ−1

µ>0

(N(µ))s−1e2πS(µτ). (171)

But we shall not go into the details here.
A modular form f (z) is said tovanish at a cuspλ = ρ/σ of Hn, if, in the

Fourier expansion off (z)N(−σz+ ρ)k at the cupsλ (cf. formula (163)), the
constant termc(0) is zero. If f (z) vanishes at a cuspλ, it clearly vanishes at all
the equivalent cusps.

We shall now prove the following

Proposition 25. The Eisenstein series Gi(z, k)(k > 2) vanishes at all cusps of
Hn except at those equivalent toλi .

Proof. Let λ j = ρ j/σ j be a base cusp ofF andA j =
(
ρ j ξ j
σ j η j

)
be the associated

matrix inS. Then settingw = zA−1
j

, we have

Gi(z, k)N(−σ jz+ ρ j)
k =

∑′

(γ,δ)=ai

N((γρ j + δσ j)w+ γξ j + δη j)
−k.

Let us denote byci j the constant term in the Fourier expansion ofGi(z, k)N(−σ jz+
ρ j)k at the cuspλ j . If we setw = (

√
−1t, . . .

√
−1t)(t > 0), then

ci j = lim
t→∞

Gi(z, k)N(−σ jz+ ρ j)
k

= lim
t→∞

∑′

(γ,δ)=ai

N((γρ j + δσ j)
√
−1t + γξ j + δη j)

−k
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=
∑′

(γ,δ)=ai

lim
t→∞

N((γρ j + δσ j)
√
−1t + γξ j + δη j)

−k, (172)

since the interchange of the limit and the summation can be easily justified. 225

Now unlessγρ j + δσ j = 0, the corresponding term in the series (172) is zero.
If γρ j + δσ j = 0, then

(γ)
ai

(ρ j)

a j
=

(δ)
ai

(σ j)

a j

and from this, it follows that necessarilyi = j. Further, ifγρ j + δσ j = 0, it can
be easily shown thatγξ j + δη j , 0. Moreover, in the series (172), there can
occur only the pair (γ, δ) for whichγρ j + δσ j = 0 and indeed this happens only
if − = j. Thereforeci j = 0, unlessi = j. Our contention thatGi(z, k) vanishes
at all cusps ofF except atλi is therefore established.

We deduce thatthe h Eisenstein series Gi(z, k), i = 1,2, . . . ,h are linearly

independent over the field of complex numbers.If
h∑

i=1
αiGi(z, k) = 0, then letting

z tend to cuspλ j , the relation

(
h∑

i=1
αiGi(z, k)

)
N(−σ jz+ ρ j)k = 0 givesα jc j j = 0

i.e. α j = 0. Thusαi = 0 for i = 1,2, . . . ,h. �

A modular form which vanishes at all the cusps ofF is known as acusp
form.

It is now easy to prove

Proposition 26. For a given modular form f(z) of integral weight k> 2, we
can find a linear combinationϕ(z) of the Eisenstein series Gi(z, k) such that
f (z) − ϕ(z) is a cusp form.

Proof. If c j(0) is the constant term in the Fourier expansion off (z)N(−σ jz+

ρ j)k at cuspλ j = ρ j/σ j of F, then the functionϕ(z) =
h∑

i=1
ci(0)c−1

ii Gi(z, k)

satisfies the requirements of the proposition. �

The method outlined above for constructing modular forms yields only
Eisenstein series but no cusp forms. In order to construct nontrivial cusp forms
of integral weightk > 2, we proceed as follows.

LetH∗n denote the set ofz ∈ Cn for which−z ∈ Hn. Further letw = u− iv ∈ 226

H∗n. We define forz= x+ iy ∈ Hn, integrall and integralk > 2, the function

Φ(w, z) =
∑

M∈Γ
N(γz+ δ)−kN(w− zM)−l (173)
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whereM =
(
α β
γ δ

)
runs over all elements ofΓ. We shall show that the series

(173) converges absolutely, uniformly forz andw lying in compact sets inHn

andH∗n respectively, provided thatl > 2, k ≥ 4.
To this end, we choosez0 ∈ R1 such thatz0 is not a fixed point of anyM

in Γ, exceptM =
(

1 0
0 1

)
. We can then find a neighbourhoodV of z0 such that

the imagesVM of V for M ,
(

1 0
0 1

)
in Γ, do not intersectV. We may suppose

moreover that for a suitabled′ > 0, if W denotes the annular neighbourhood
of the base cusp∞ defined by 0< d′ < ∆(z,∞) < d, thenV ⊂ G∞ ∩W. It
will then follow from result (ii) on p. 199 that forM < Γ∞, VM lies outside the
neighbourhoodU∞,d and moreover forM ∈ Γ∞, VM ⊂ W. In other words, for
M ∈ Γ, the imagesVM of V are mutually disjoint and further ifz ∈ ⋃

M∈Γ
VM,

then necessarily we have∆(z,∞) ≥ d′, i.e.
⋃

M∈Γ
VM is contained in a region of

the formN(y) < α, for someα > 0.
Let us now consider the integral

I (s, l, α) =
∫

. . .

∫

N(y)≤α

N(y)s−2|N(w− z)|−ldv,

wheredv = dx1dy1, . . . ,dxndyn and the integral is extended over the set inHn

defined byN(y) ≤ α. If s≥ 2, then trivially

I (s, l, α) ≤ αs−2
∫

. . .

∫

Hn

|N(w− z)|−ldv

i.e.

I (s, l, α) ≤ αs−2
∫

. . .

∫

Hn

N((u− x)2 + (v+ y)2)−l/2dv

= αs−2
∫ ∞

0
. . .

∫ ∞

0
N(v+ y)1−ldy1 . . . dyn

∫ ∞

−∞
. . .

∫ ∞

−∞
N(1+ x2)−l/2dx1 . . . dxn

< ∞,

providedl > 2. Now, since the setsVM are mutually disjoint, we have 227

∑

M∈Γ

∫
. . .

∫

VM

N(y)k/2−2|N(w− z)|−ldv≤ I

(
k
2
, l, α

)
< ∞,
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if l > 2, k ≥ 4. But, on the other hand, forM =
(
α β
γ δ

)
∈ Γ,

∫
. . .

∫

VM

N(y)k/2−2(N(w− z))−ldv

=

∫
. . .

∫

V

N(y)k/2−2(N(w− zM))−lN(γz+ δ)−kdv

Hence
∑

M∈Γ

∫
. . .

∫

V

N(y)k/2−2|N(w− zM)|−l |N(γz+ δ)|−kdv

≤ I

(
k
2
, l, α

)
< ∞.

(174)

Let B, B∗ be compact sets inHn andH∗n respectively. Then, forz ∈ B and
w ∈ B∗ we can find constantsc17 andc18 depending only onB andB∗ and on
z0, such that

0 < c17 ≤
|N(w− zM)|−l

|N(w− (z0)M)−l

|N(γz+ δ)|−k

N(γz0 + δ)|−k
≤ c18. (175)

Taking forB, the closureV of V in Hn, we obtain from (174) and (175) that∑
M∈Γ
|N(w− (z0)M)|−l |N(γz0+ δ)|−k converges and indeed uniformly with respect228

to w ∈ B∗. But again from (175), we have forz ∈ B andw ∈ B∗,
∑

M∈Γ
|N(w− zM)|−l |N(γz+ δ)|−k

≤ c18

∑

M∈Γ
|N(w− (z0)M)|−l |N(γz0 + δ)|−k.

Hence forl > 2, k ≥ 4, the series (173) converges absolutely, uniformly when
zandw lie in compact sets inHn andH∗n respectively.

We shall suppose hereafter thatl > 2, k ≥ 4; then we see thatΦ(w, z) is
regular inHn as a function ofz and regular inH∗n, as a function ofw.

If P =
(
α∗ β∗

γ∗ δ∗

)
∈ Γ, then we have

Φ(w, zP) =
∑

M∈Γ
N(γzP + δ)

−kN(w− zMP)−l

N(γ∗z+ δ∗)k
∑

M∈Γ
N((γα∗ + δγ∗)z+ γβ∗ + δδ∗)−kN(w− zMP)−l
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i.e.
Φ(w, zP)N(γ∗z+ δ∗)−k = Φ(w, z). (176)

Further, ifT =
(
ǫ ζǫ−1

0 ǫ−1

)
∈ Γ with a unitǫ and integralζ in K, then

Φ(wT , ζ) =
∑

M∈Γ
N(γz+ δ)−kN(ǫ2w+ ζ − zM)−l

= N(ǫ)k
∑

M∈Γ
N(ǫγz+ ǫδ)−kN(w− zT − 1M)−l

= N(ǫ)kΦ(w, z).

In particular,Φ(w+ ζ, z) = Φ(w, z) for integralζ ∈ K. We shall now proceed to
obtain the Fourier expansion ofΦ(w, z).

Let Γt denote the subgroup ofΓ consisting ofM =
(

1 ζ
0 1

)
with integralζ in

K. Then clearly

Φ(w, z) =
∑

M∈Γt\Γ
N(γz+ δ)−k

∑

ζ integral
ζ∈K

N(w− zM + ζ)
−l , (177)

where, in the outer summation,M runs over a full set of representatives of the229

right cosets ofΓ moduloΓt. It is now easy to see that the set{±M|M ∈ Γt\Γ}
is in one-one correspondence with the set of all pairs of coprime integers (γ, δ)
in K. To each coprime pair (γ, δ) of integers inK, let us assign a fixedM =( ∗ ∗
γ δ

) ∈ Γ. Then

2Φ(w, z) =
∑

(γ,δ)=(1)

N(γz+ δ)−k
∑

ζ integral
ζ∈K

N(w− zM + ζ)
−l .

The inner sum is obviously independent of the particularM ∈ Γ associated
with the pair (γ, δ).

In view of (??), we have
∑

ζ integral
ζ∈K

N(w− zM + ζ)
−l

=
(2πi)ln

√
|d|(Γ(l))n

∑

λ∈ϑ−1,λ>0

N(λ)le−2πiS(λ(w−zM )).

(178)

Therefore, after suitable rearrangement of the series which is certainly permis-
sible, we obtain from (177) and (178)

Φ(w, z) =
(2πi)ln

2
√
|d|(Γ(l))n

∑

λ∈ϑ−1,λ>0

N(λ)le−2πiS(λw)×
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×
∑

(λ,δ)=0

e2πiS(λzM )N(γz+ δ)−k.

We now define fork > 2 andz ∈ Hn,

fλ(z, k) =
∑

(γ,δ)=0

e2πiS(λzM )N(γz+ δ)−k. (179)

Then we have

Φ(w, z) =
(2πi)ln

2
√
|d|(Γ(l))n

∑

λ∈ϑ−1,λ>0

N(λ)le−2πiS(λw) fλ(z, k).

Now, the series (179) converges absolutely, uniformly overevery compact 230

subset ofHn, since the series (173) does so. Thereforefλ(z, k) is regular in
Hn; further it is bounded in the fundamental domain, forn = 1. Moreover, for
P =

(
α∗ β∗

γ∗ δ∗

)
∈ Γ, we have from (176),

fλ(zP, k)N(γ∗z+ δ∗)−k − fλ(z, k),

in view of the uniqueness of the Fourier expansion ofΦ(w, z). Thus fλ(z, k) is
a modular form of weightk and in fact, a cusp form, since it might be shown
that asz tends to the cuspλi = ρi/σi in F, fλ(z, k) · N(−σiz+ ρi)k tends to
zero. A priori, it might happen thatfλ(z, k) = 0 identically for allλ ∈ ϑ−1

with λ > 0. However, we shall presently see that this does not happen for large
k. The series (179) are calledPoincaré seriesfor the Hilbert modular group.
They were introduced by Poincaré in the casen = 1 (elliptic modular group).

Let Ai =
(
ρi ξi
σi ηi

)
∈ S correspond to the cuspλi = ρi/σi of F and letai =

(ρi , σi). By considering the function

Φ(w, z,Ai) =
∑

P

N(γz+ δ)−kN(w− zP)−l

whereP =
( ∗ ∗
γ δ

)
runs over all elements ofS of the formA−1

i M with M ∈ Γ, we
can obtain the Poincaré series

fλ(z, k,Ai) =
∑

(γ,δ)=ai

N(γz+ δ)−ke2πiS(λzP), (180)

which are again cusp forms of weightk. In (180), the summation is over all
pairs of integers (γ, δ) such that (γ, δ) = ai and with each such pari (γ, δ) is
associated a fixedP =

( ∗ ∗
γ δ

) ∈ S, of the formA−1
i M with M ∈ Γ. Furtherλ > 0

is a number ina2i ϑ
−1. It is clear that the Poincaré seriesfλ(z, k,A1) coincide
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with fλ(z, k) introduced above. Poincaré theta-series for a discontinuous group
of automorphisms of a bounded domain inCn have been discussed by Hua.

The Fourier coefficients of the Poincaré seriesfλ(z, k,Ai) have been explic-
itly determined by Gundlach and they are expressible as infinite series involv-
ing Kloosterman sums and Bessel functions.

It has been shown by Maass that for fixedi(= 1,2, . . . ,h) the Poincaŕe
series fλ(z, k,Ai) for λ ∈ a2i ϑ−1, λ > 0 together with theh Eisenstein series
Gi(z, k) generate the vector space of modular forms of weightk(> 2) over the 231

field of complex numbers. The Poincaré seriesfλ(z, k,Ai) themselves generate
the subspace of all cusp forms of weightk; this is the so-called‘completeness
theorem for the Poincaŕe series’. The essential idea of the proof is the in-
troduction of a scalar product (f , ϕ) for two modular formsf (z) andϕ(z) of
weightk, of which at least one is a cusp form, namely,

( f , ϕ) =
∫

. . .

∫

F

f (z)ϕ(z)N(y)k−2dx1dy1, . . . ,dxndyn

the integral being extended over a fundamental domain for the Hilbert modular
group. This scalar product which is known as the “Petersson scalar product”
was used by Petersson forn = 1, in order to prove the “completeness theorem”
for the Poincaŕe series of real weightk ≥ 2, belonging to even more general
groups than the elliptic modular group, such as the Grenzkreis groups of the
first type. They are called horocyclic groups. The “completeness theorem”
for the Poincaŕe series belonging to the principal congruence subgroups ofthe
elliptic modular group was proved, independently of Petersson, by A. Selberg
by a different method.

Forn = 1, the scalar product (f , ϕ) has been explicitly computed by Rankin.
As we remarked earlier, it could happen a priori that all the Poincaŕe series

fλ(z, k) vanish identically. However, we shall presently see that this does not
happen ifk is large.

Proposition 27. There exist n+1 modular forms f0(z), f1(z), . . . , fn(z) of large
weight k such that f1(z) f −1

0 (z), . . . , fn(z) f −1
0 (z) are analytically independent.

Proof. Let us choose a basisω1(= 1), ω2, . . . , ωn of K over Q with integral
ωi > 0(i = 2, . . . ,n); clearly |(ω( j)

i )| , 0. Further letλi = ωi + g for a rational

integerg > 0, to be chosen later; again we have|(λ( j)
i )| , 0. Let us, moreover,

denoteG1(z, k), fλ1(z, k), . . . , fλn(z, k) by f0(z), f1(z), . . . , fn(z) respectively. We
shall show that for largek andg to be chosen suitably, then functionsgi(z) =
fi(z) f −1

0 (z), i = 1,2, . . . ,n, are analytically independent. �
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We know that for realt > 1, z0 = (it, . . . , it) is an inner point ofq1. Hence 232

for all pairs of coprime integers (γ, δ) in K with γ , 0, we have|N(γz0+δ)| > 1.
One can show easily as a consequence that lim

k→∞
G1(z0, k) =

∑
(γ,δ)=1

lim N(γz0 +

δ)−k = 1. Thus, for largek, | f0(z0)−1| can be made arbitrarily small. Similarly,
by taking k to be suitably large, we can ensure that| fm(z0) − ∑

ǫ
e−2πtS(λmǫ

2)|

and hence|gm(z0) − ∑
ǫ

e−2πtS(λmǫ
2)| for m = 1,2, . . . ,n can be made as small as

we like; here, in the summationǫ runs over all units ofK. Sincegm(z) and∑
ǫ

e2πiS(λmǫ
2z) are regular in a neighborhood ofz0 we see that

∣∣∣∣∣∣∣∣
∂gm(z)
∂zj

−
∑

ǫ

∂
(
e2πiS(λmǫ

2z)
)

∂zj

∣∣∣∣∣∣∣∣
z=z0

,m, j = 1,2, . . . ,n,

can be made arbitrarily small, by choosingk large.
Now, if ǫ1, . . . , ǫn are anyn totally positive units ofK, then the equation

n∑
i=1

S((ωi + g)ǫi) =
n∑

i=1
S((ωi + g)) does not hold for largeg > 0, unless we have

ǫ1 = ǫ2 = . . . = ǫn = 1. This result can be easily proved by using the fact that
if ǫ > 0 is a unit ofK, S(ǫ) > n unlessǫ = 1. (This last-mentioned fact is
itself a consquence of the well-known result that the arithmetic mean ofn(≥ 2)
positive numbers not all equal, strictly exceeds their geometric mean). Thus, if
we consider the jacobian

J(λ1, . . . , λm, t) =

∣∣∣∣∣∣∣∣


∑

ǫ

∂
(
e2πiS(λmǫ

2z)
)

∂zj



∣∣∣∣∣∣∣∣
z=z0

as a function oft(> 1), then it contains the term (2πi)n2n|(λ( j)
m )|e−2πt

n∑
m=1

S(λM)

which is not cancelled by any other term. Now, since|(λ( j)
m )| , 0, it follows that

for somet > 1, J(λ1, . . . , λm, t) , 0 and hence, by the foregoing, the jacobian
|(∂gm/∂zj)| does not vanish identically ifk is chosen to be large enough. Thus
our proposition is proved.

Incidentally, in the course of the proof above, we have shownthat for large 233

k, the Poincaŕe seriesfλ(z, k), λ ∈ ϑ−1, λ > 0 cannot all vanish identically.
We might sketch here two alternative proofs of Proposition 27. The fol-

lowing proof is shorter and does not use the Fourier expansion ofΦ(w, z) intro-
duced earlier.

Now, by (176) and in view of the fact that (forn = 1) lim
t→∞
Φ(w, it) = 0,

the functionΦ(w, z) is a modular form of weightk (in z). Let now w(p) =
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(w(p)
1 , . . . ,w(p)

n ) ∈ H∗n, P = 1,2, . . . ,n andΦP(z) =
Φ(w(p), z)
G1(z, k)

. Then, if z =

(it, . . . , it), t > 1, we see as before that

lim
k→∞
ΦP(z) =

∑

ǫ,ζ

N(w(p) − ǫ2z+ ζ)−l ,

where, in the summationǫ runs over all units ofK andζ over all integers inK.
If we suppose thatw(p)

q andzq are all purely imaginary, then for integralζ , 0
in K and for any unitǫ, we have

∣∣∣∣w(p)
q − ǫ(q)2

zq

∣∣∣∣ <
∣∣∣∣w(p)

q − ǫ(q)2
zq − ζ(q)

∣∣∣∣ , p,q = 1,2, . . . ,n.

If we further suppose thatiw(p)
q and zq/2i, p, q = 1,2, . . . ,n lie close to 1

and use some well-known inequalities for elementary symmetric functions of
n positive real numbers, we can show that for a unitǫ , ±1,

|N(w(p) − z)| < |N(w(p) − ǫ2z)|, p = 1,2, . . . ,n.

It now follows that

lim
l→∞

lim
k→∞

l−nN(w(1) − z)l . . .N(w(n) − z)l

∣∣∣∣∣∣

(
∂ΦP(z)
∂zq

)∣∣∣∣∣∣ =
∣∣∣∣∣∣∣


2

w(p)
q − zq



∣∣∣∣∣∣∣

and for suitable choice ofw(1), . . . ,w(n), we can ensure that
∣∣∣∣∣∣∣


1

w(p)
q − zq



∣∣∣∣∣∣∣
, 0.

Thus, for largek and l, then functionsΦ1(z), . . . ,Φn(z) are analytically inde- 234

pendent.
One can also prove Proposition 27 as follows. First, by the map z =

(z1, . . . , zn) → w = (w1, . . . ,wn) wherew j =
zj − θ j

zj − θ j

andθ = (θ1, . . . , θn) ∈ F.

One mapsHn analytically homeomorphicallyD, the unit disc inCn defined by
|w1| < 1, . . . , |wn| < 1. Now the groupΓ induces a discontinuous group of
analytic automorphisms ofD. By using the well-known methods for a discon-
tinuous group of analytic automorphisms of a bounded domainin Cn, we can
find n + 1 Poincaŕe seriesf0(w), f1(w), . . . , fn(w) of weight k and belonging

to G such that then functions
f1(w)
f0(w)

, . . . ,
fn(w)
f0(w)

are analytically independent.
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Pulling these functions back toHn by the inverse map, we obtain the desired
n+ 1. Hilbert modular forms of weightk.

The modular forms of weightk form a vector space over the field of com-
plex numbers. We shall see that this vector space is finite-dimensional and its
dimension satisfies certain estimates in terms ofk, for largek. In the following,
we shall be interested only whenk > 2.

Theorem 18. Let t(k) denote the number of linearly independent modular
forms of weight k. Then for large k(> 2),

0 < c19 ≤
t(k)
kn
≤ c20, (181)

for constants c19 and c20 depending only on K.

(Note. Since fork > 2, t(k) ≥ 1, (181) may be upheld for allk > 2, by
choosingc19 andc20 properly).

Proof. We shall first prove the relatively easier inequalityt(k) ≥ c19kn.
By the preceding proposition, there existn+1 modular formsf0(z), f1(z), . . . , fn(z)

of weight j such thatf1(z) f −1
0 (z), . . . , fn(z) f −1

0 (z) are analytically independent
and therefore algebraically independent. Let us now suppose thatk > n j + 2
and letm be the smallest positive integer such that

mn j+ 2 ≤ k ≤ (m+ 1)n j + 2. (182)

� 235

Consider the power-productsf k1
1 (z) f k2

2 (z), . . . , f kn
n (z), (ki = 0,1,2, . . . ,m).

These are (m+ 1)n in number. And the (m+ 1)n functions (f0(z))mn−(k1+···+kn),
f k1
1 (z), . . . , f kn

n (z)(ki = 0,1,2, . . . ,m) are modular forms of weightmn j and are
linearly independent, sincef1(z) f −1

0 (z), . . . , fn(z) f −1
0 (z) are algebraically inde-

pendent. Sincek > mn j + 2, we can obtain, by multiplying these modular
forms by an Eisenstein seriesG1(z, r) (wherer may be chosen to bek −mn j),
(m+ 1)n modular forms of weightk. Thus

t(k) ≥ (m+ 1)n.

By (182), (m+ 1)n ≥ ((k − 2)/n j)n. Thus, for largek, we can find a constant
c19 > 0 such thatt(k) ≥ c19kn.

We now proceed to prove the other inequality in (181).
Let a be an ideal inK and p, a positive rational integer. Then it is known

that for a constantc21 depending only ona and K, the number ofβ ∈ a for
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which β > 0 or β = 0 andS(β) < p is at most equal toc21pn. Taking a to
be one of theh idealsϑ−1, a22ϑ

−1, . . . , a2hϑ
−1, we can find a constantc22 > 0

depending only onK such that the number ofβ ∈ a2i ϑ−1(i = 1,2, . . . ,h) for
whichS(β) < p andβ > 0 orβ = 0 is at mostc22pn. Let c23 = hc22.

Supposef1(z), . . . , fq(z) areq linearly independent modular forms of weight
k(> 2). We shall be interested only in the case whenk is so large as to allow
the situationq > c23. Let us therefore suppose thatq > c23. Let p be the largest
positive rational integer such that

c23pn < q ≤ c23(p+ 1)n.

Now each one of the modular formsf j(z), j = 1,2, . . . ,q has at the cusp
λi = ρi/σi , a Fourier expansion of the form

f j(z)N(−σiz+ ρi)
k = c(i)

j (0)+
∑

β∈a2i ϑ−1,β>0

c(i)
j (β)e

2πiS(βzA−1
i

)
.

We can find complex numbersµ1, . . . , µq not all zero such that forf (z) =
µ1 f1(z) + · · · + µq fq(z), all the Fourier coefficientsc( j)(β) for all β ∈ a2jϑ−1 236

such thatβ = 0 orβ > 0 andS(β) < p, in the expansion

f (z)N(−σ jz+ ρ j)
k = c( j)(0)+

∑

a2jϑ
−1|β>0

c( j)(β)e
2πiS(βzA−1

j
)
, (183)

vanish. This is possible, since it only involves solvingr(≤ c23pn) linear equa-
tions inq(> c23pn) unknownsµ1, . . . , µq. Clearly, f (z) is a cusp form of weight
k.

Let z= x+ iy ∈ Fλ j ∩Gλ j andyA−1
j
= (y∗1, . . . , y

∗
n). Then we know that

c7 ≤
y∗i

n

√
N(yA−1

j
)
≤ c8

(see p. 253) and therefore asz ∈ F tends to the cuspλ j , each one ofy∗1, . . . , y
∗
n

tends to infinity. Sincec( j)(0) = 0, it follows that

N(y)k/2| f (z)| = N(yA−1
j

)k/2|N(−σ jz+ ρ j)|k| f (z)| → 0,

asz ∈ F tends to any cuspλ j of F.
Let us now define forz ∈ Hn, the functiong(z) = N(y)k/2| f (z)|. This func-

tion is a non-analytic modular function i.e. forM =
(
α β
γ δ

)
∈ Γ,

g(zM) = N(yM)k/2| f (zM)| = N(y)k/2|N(γz+ δ)|−k| f (zM)| = g(z).
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By the foregoing,g(z) tends to zero asz tends to the cusps ofF and as a con-
sequence, if we now make use of Proposition 22, we see thatg(z) is bounded
in F and attains its maximumµ > 0 at a pointz0 = x0 + iy0 ∈ F. But, since
g(zM) = g(z) for all M ∈ Γ, we obtain

g(z) ≤ g(z0) = µ, (184)

for all z ∈ Hn. By multiplying f (z) if necessary by a number of absolute value
1, we might suppose thatf (z0)N(y0)k/2 = µ.

Let us assume without loss of generality thatz0 ∈ Fλi ∩ Gλ1 (otherwise, if
z0 ∈ Fλ j ∩Gλ j , j , 1, then we have only to work with the coordinateszA−1

j
and

z0
A−1

j

instead ofz andz0). Let t1 = u1 + iv1 be a complex variable and let us

denote then-tuple (t1, t1, . . . , t1) by t = u+ iv. Then for

v1 < s= inf
k=1,2,...,n

y0
k,

we see thatz= z0 − t ∈ Hn. 237

Settingr = e−2πit1, we now define for|r | < e2πs, the functionh(r) = f (z0 −
t)e2πipt1 = f (z)e2πipt1. Taking j = 1 in (183), we obtain

h(r) = r−p
∑

ϑ−1|β>0
S(β)≥p

c(1)(β)e2πiS(βz0)rS(β). (185)

The right hand side of (185) is a power series inr containing only non-negative
powers ofr and is absolutely convergent for|r | < R = e2πs > 1. Thush(r) is
regular for |r | < R. Let now 1 < R1 = e2πv1 < R. Then, by the maximum
modulus principle,

h(1) ≤ max
|r |=R1

|h(r)|,

i.e.
f (z0) ≤ max

|r |=R1

| f (z0 − t)|e−2πpv1

i.e.
µN(y0)−k/2 ≤ µN(y0 − v)−k/2e−2πpv1,

in view of (184). From this, we have however

2πpv1 ≤
k
2

logN(1/(1− v1)/y0)

=
k
2

v1S(1/y0) + · · · terms involving higher powers ofv1
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i.e.

p ≤ k
4π

S(1/y0) + · · · terms involvingv1 and higher powers.

Now lettingR1 tend to 1 or equivalentlyv1 to zero, we obtain

p ≤ k
4π

S(1/y0).

From p. 196, we see thatS > c9 (for a constantc9 depending only onK) 238

andS(1/y0) ≤ n · c9. (We have similar inequalities forz0
A−1

j

, if z0 ∈ Fλ j ∩ Gλ j ,

j , 1). Thus, in any case, we can find a constantc24 depending only onK such
that

p ≤ c24k.

Therefore, we see that if there existq linearly independent modular forms
of weightk, then necessarily

q ≤ c23(p+ 1)n ≤ c23(c24k+ 1)n ≤ c20k
n

for largek and a suitable constantc20 independent ofk. In particular, we have

t(k) ≤ c20k
n

which proves the theorem completely.
The idea used in the proof above is essentially the same as in Siegel’s proof

of the analogous result that the maximal number of linearly independent modu-
lar forms of degreen and weightk is at most equal toc25k(n/2)(n+1) for a suitable
constantc25 independent ofk. (See reference (28) Siegel, p. 642).

We now proceed to consider the Hilbert modular functions.
A function f (z) meromorphic inHn is called aHilbert modular function

(or briefly, amodular function), if

(i) for everyM ∈ Γ, f (zM) = f (z);

(ii) for n = 1, f (z) has at most a pole at the infinite cusp of the fundamental
domain.

For n ≥ 2, no condition is imposed on the behaviour off (z) at the cusps of
F, in the definition of a modular function.

If n = 1, f (z) is just an elliptic modular function. Let us remark, however,
that forn ≥ 2, there is no analogue of the elliptic modular invariantj(τ). For, if
f (z) is a Hilbert modular function regular inHn(n ≥ 2) then it is automatically
regular at the cusps ofF in view of Theorem 17 and is, in fact, a modular form
of weight 0 and hence a constant.
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The modular functions constitute a field which contains the field of com- 239

plex numbers. Our object now is to study the structure of thisfield. We shall
not be concerned, in the sequel, with the casen = 1, since, in this case, it is
well-known that the elliptic modular functions form a field of rational functions
generated byj(τ) over the field of complex numbers.

In the casen ≥ 2, we shall see presently that the modular functions form an
algebraic function field ofn variables. The proof which we are going to present
is mainly due to Gundlach.

A major step in the direction of this result is the following

Lemma. For n ≥ 2, every Hilbert modular function can be expressed as the
quotient of two Hilbert modular forms of the same weight k.

Proof. Let F∗ = F −
h⋃

i=1
Uλi ,d with 0 < d′ < d. Then we know thatF∗ is

compact, in view of Proposition 22.
Let ϕ(z) be a Hilbert modular function. Suppose we can find a modular

form χ(z) of weightk such thatψ(z) = ϕ(z)χ(z) is regular inF∗. Then, since
for every M =

(
α β
γ δ

)
∈ Γ, ψ(zM)N(γz+ δ)−k = ψ(z) and further sinceψ(z) is

regular inUλi ,d − Uλi ,d (for i = 1,2, . . . ,h), we can appeal to Corollary (a) (p.
214) and conclude thatψ(z) is a modular form of weightk. Thusϕ(z) would be
expressible as the quotient of the two modular formsψ(z) andχ(z) of weight
k. �

Our object therefore is to construct a modular formχ(z) of weightk such
thatχ(z) annihilates the poles ofϕ(z) inF∗ i.e. more precisely, such thatχ(z)ϕ(z)
is regular inF∗.

To every pointz0 ∈ F∗, we assign a neighbourhoodR in Hn such that the
following conditions are satisfied

(i) ϕ(z) =
P(z− z0)
Q(z− z0)

=
P(z1 − z0

1, . . . , zn − z0
n)

Q(z1 − z0
1, . . . , zn − z0

n)
in R where P and Q are

convergent power-series inz− z0 and locally coprime at every point of
R.

(ii) By a suitable linear transformation, we can find new variablesw, v2, . . . , vn

such that by the Weierstrass’ preparation theorem, we can suppose that in
R, Q(z1−z0

1, . . . , zn−z0
n)−wg+ai(v)wg−1+· · ·+ag(v) wherea1(v), . . . ,ag(v) 240

are power-series inv2, . . . , vn convergent inR. If ϕ(z) is regular inR, then
we might takeQ to be 1 inR.

(iii) Further, we might assume thatR is a polycylinder of the form|w| ≤ b,
|v2| ≤ a, . . . , |vn| ≤ a wherea andb are so chosen that, in addition, any
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zero (w, v2, . . . , vn) of Q(w, v2, . . . , vn) for which |v2| < a, . . . , |vn| < a,
automatically lies inR. We shall denote the (n− 1)-tuple (v2, . . . , vn) by
v.

Let R∗ ⊂ R be the corresponding neighbourhood ofz0 ∈ F∗ defined by
|w| < b, |v2| < a/2, . . . , |vn| < a/2. Then the neighbourhoodsR∗ for z0 ∈ F∗
give an open covering of the compact setF∗ and we extract therefrom a finite
covering ofF∗ by neighbourhoodsR∗1, . . . ,R

∗
c′ of points z(1), . . . , z(c′) of F∗.

Let R1, . . . ,Rc′ be the corresponding neighbourhoods ofz(1), . . . , z(c′) defined
above.

Let in Ri , ϕ(z) = P(w, v)/Q(w, v) whereQ(w, v) =
gi∑

v=0
a(i)

v (v)wv anda(i)
v (v)

are convergent power series inv2, . . . , vn in Ri . If ϕ(z) is regular inRi , then

Q(w, v) = 1 inRi and thereforegi = 0. Let us denote
c′∑

i=1
gi by c23. The constant

c26 of course depends onϕ(z).
If M is the set of poles ofϕ(z), thenM∩R is just the set of zeros ofQ(z−z0)

in R. Clearly,M is invariant under the modular substitutions. Let us denote
M ∩ F∗ byN; sinceF∗ is compact, so isN.

Let k > 2 be a rational integer to be chosen suitably later. From Theorem
18, we know that the numberr = t(k) − h of linearly independent cusp forms
of weight k satisfiesr > c27kn for a constantc27 > 0, if k > c∗27 (a suitable
constant). Letf1(z), f2(z), . . . , fr (z) be a complete set of linearly independent
cusp forms of weightk.

Now, let f (z) = g(w, v2, . . . , vn) be regular inRi ; then, performing the divi-
sion ofg(w, v2, . . . , vn) by Q(w, v2, . . . , vn), we can write inRi ,

f (z) = h(w, v2, . . . , vn)Q(w, v2, . . . , vn) +
gi−1∑

s=0

b(i)
s (v2, . . . , vn)ws, (187)

whereh(w, v2, . . . , vn) is regular inRi andb(i)
s (v2, . . . , vn) are convergent power-

series inv2, . . . , vn.
Let l be the non-negative rational integer such that 241

c26l
n−1 < c27k

n ≤ c26(l + 1)n−1. (188)

We might assumek to be so large thatl ≥ 1. We now claim we can find complex
numbersα1, . . . , αr not all zero, such that forf (z) = α1 f1(z) + · · · + αr fr (z),
the power-seriesb(i)

s (v2, . . . , vn), occurring in (187) are of order at leastl. in
v2, . . . , vn, for i = 1,2, . . . , c′. This is simple to establish, for it only involves
solvingq(≤ c26ln−1) linear equations inr(> c27kn) unknownsα1, . . . , αr and by
(188),q < r.
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We shall first prove that for all sufficiently largek, the cusp formf (z) =
r∑

i=1
αi fi(z) chosen above, vanishes identically onN. Let, if possible, f (z) be

not identically zero onN. Then f (z) attains its maximum modulusµ , 0 at
some pointz∗ on N, sinceN is compact. We shall suppose thatf (z∗) = 1,
after normalizingf (z) suitably, if necessary. Nowz∗ ∈ R∗i for somei. Let w∗,
v∗2, . . . , v

∗
n be the coordinates ofz∗, in terms of the new variablesw, v2, . . . , vn

in Ri . Let t be a complex variable. Denoting the (n− 1)-tuple (v∗2t, . . . , v∗nt) by
v∗t, we have (w, v∗t) ∈ Ri , for |w| < b, |t| ≤ 2.

Figure, page 241

LetMi = M∩Ri . Consider now the analytic set defined in the polycylinder
|w| < b, |t| ≤ 2 by Q(w, v∗t) = 0. LetB be an irreducible component of this
analytic set, containing (w∗,1). Clearly if (w, t) ∈ B, then (w, v∗t) ∈ Mi . OnB,
therefore, we have after (187), for the functionf0(w, v∗t) = f (z) that

f ∗(w, t) = f0(w, v∗t) = tl
gi−1∑

v=0

t−1b(i)
v (v∗t)wv.

Sinceb(i)
v (v2, . . . , vn) is of order at leastl in v2, . . . , vn, it follows thatt−lb(i)

v (v∗t) 242

is regular in|t| ≤ 2. Hencet−l f ∗(w, t) is regular onB. Now it can be shown
that if (w0, t0) ∈ B, thenB can be parametrized locally at (w0, t0) by

t − t0 = uq,w− w0 = R(u),

whereq is a positive integer andR(u) is regular inu. If we note that we can
apply the maximum modulus principle to the functiont−l f ∗(w, t) as a function
of u, we can show thatt−l f ∗(w, t) attains its maximum modulus onB at a point
(w(0), t(0)) on the boundary ofB and hence with|t(0)| = 2, necessarily. Thus

1 = f (z∗) = f0(w∗, v∗) ≤ Max
B
|t−l f ∗(w, t)|

= 2−l | f ∗(w(0), t(0))|
≤ 2−l Max

|t|≤2,|w|≤b
(w,t)∈B

| f ∗(w, v∗t)| (189)

≤ 2−l Max
Mi

| f (z)|.

Let z(0) be a point on the boundary ofMi at which max
z∈Mi

| f (z)| is attained. If

z(0) ∈ F∗, thenz(0) ∈ N and hence| f (z(0))| ≤ 1. Hence we have 1≤ 2−l , which
gives a contradiction, sincel ≥ 1. Thereforef (z) must vanish onN.
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Suppose nowz(0)
< F∗. Then, for someM ∈ Γ, we can ensure thatz(0)

M ∈ F.
We contend that there are only finitely manyP ∈ Γ for whichFP intersects

c′⋃
i=1
Ri . To prove this, we first apply Proposition 23 with

c′⋃
i=1
Rl with C and then

for a certainb = b(C) > 0, we haveUµ,b∩C = ∅ for all cuspsµ. It follows that
for all cuspsλ and for allP ∈ Γ, we have (Uλ,b)P ∩ C = ∅. In particular, for

λ = λ1, . . . , λh, we see that (Uλ,b)P ∩C = ∅, for all P ∈ Γ. NowF −
h⋃

i=1
Uλi ,b is 243

compact and we apply Proposition 21 withF−
h⋃
λi ,b

for B and
c′⋃

i=1
Ri for B′. Then

we see immediately that our assertion above is true.
We may now suppose thatz(0)

M ∈ F∩Uλ1,c, without loss of generality. Since

z(0) ∈
c′⋃

i=1
Ri , and since by the remark above,M =

(
α β
γ δ

)
belongs to a finite set in

Γ independent ofz(0), there exists a constantc28 > 1 such that|N(γz(0) + δ)| >
c−1

28. Further| f (z(0)
M )||N(γz(0) + δ)|−k = | f (z(0))|. Hence from (189), we have

1 ≤ 2−l | f (z(0))| ≤ 2−lck
28| f (z(0)

M )|.

If z(0)
M ∈ F

∗, then we have| f (z(0)
M )| ≤ 1 and therefore

1 ≤ 2−lck
28.

Suppose nowz(0)
M < F

∗; thenz(0)
M ∈ Uλ1,d′ ∩ F. We shall show again that

| f (z(0)
M )| ≤ 1.
LetM∗ be the connected component ofM∩Uλ1,d′ which contains the point

z(0)
M . Then f (z) is not locally constant onM∗ nearz(0)

M , because off (z(i)
M) = 0

and the connectedness ofRi .
Let sup

z∈M∗
| f (z)| = δ. If B =

⋃
T∈Γλl

M∗T then clearly sup
z∈B
| f (z)| = δ, again. Now,

since f (z) tends to zero asz tends to the cuspλ1, there existsd′′ with 0 < d′′ <
d′ such that| f (z)| < (1/2)δ in Uλ1,d′′ . Let B1 = B ∩ (Uλ1,d

′ − Ulλ1
,d′′) ∩ F;

thenB∩ (Uλ1,d′ − Uλ1,d′′ ) =
⋃

T∈Γλ1

(B1)T and further sup
z∈B1

| f (z)| = δ, again. Since

B1 is compact,| f (z)| attains its maximumδ (< ∞, necessarily therefore) at a
point z′, say, inBi . Now, there exists a sequence of pointsw(i) ∈ M∗Ti

∩ F
converging toz′. Using the fact thatM is closed and locally connected, it can
be shown thatz′ belongs already toM∗T for a T ∈ Γλ1, which is one of the
Ti ’s above. Now| f ((z(0)

M )T)| = | f (z(0)
M )| and to show that| f (z(0)

M )| ≤ 1, we might
as well argue withM∗T instead ofM∗. Thus we may assume, without loss of
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generality, that| f (z)| attains its maximumδ onM∗ at a pointz′. We now claim 244

that ∆(z′, λ1) = d′. For, if ∆(z′, λ1) < d′, thenz′ ∈ M∗ and we can find a
curveC in M∗ connectingz(0)

M with z′. Let z′′ be thefirst point onC such that
| f (z′′)| = δ; then f (z) is not locally constant onM∗ nearz′′, and the maximum
principle gives a contradiction. Thus∆(z′, λ1) = d′. Again, for a suitable
T ∈ Γλ1, z′T ∈ F∗ i.e. z′T ∈ N, as before. Thus| f (z(0)

M )| ≤ | f (z′)| = | f (z′R)| ≤ 1.
Thus, in all cases

1 ≤ ck
282
−l ,

i.e.
l ≤ c29k,

if f (z) does not vanish identically onN. But, from this and from (188), we
obtain

0 < c30l
n < c27k

n ≤ c26(l + 1)n−1 ≤ c31l
n−1,

i.e.

0 < c30 < c27

(
k
l

)n

≤ c31

l
≤ c31.

From the fact that (k/l)n is bounded, we see that ask tends to infinity,l also
tends to infinity. But this contradicts the inequalityl < c31/c30. Thus f (z)
vanishes onN identically, for largek.

Now taking eachRi , i = 1,2, . . . , c′, we observe that sincef (z) vanishes on
the analytic set defined byQ(z− z0) = 0 in Ri , there exists an integerni such
that f ni (z) is divisible byQ(z− z0) in Ri i.e. f ni (z)ϕ(z) is regular inRi . (We
might takeni = gi , for example). Choosingm = c26, we see thatf m(z)ϕ(z)
is regular onF∗. Thus the modular formf m(z) of weightmk has the required
property and our lemma is therefore completely proved.

We are now, in a position, to prove (forn ≥ 2), the main theorem, viz.

Theorem 19. The Hilbert modular functions form an algebraic function field
of n variables.

Proof. We know by Proposition 27 that there existn+ 1 modular formsf0(z), 245

f1(z), . . . , fn(z) of weight j such that
f1(z)
f0(z)

, . . . ,
fn(z)
f0(z)

are algebraically inde-

pendent over the field of complex numbers. Since the quotientof two modular
forms of the same weight is a modular function, we haven algebraically inde-
pendent modular functions

g1(z) =
f1(z)
f0(z)

, . . . ,gn(z) =
fn(z)
f0(z)

.

�
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LetΩ denote the field of Hilbert modular functions andΩ0, the field gener-
ated byg1(z), . . . ,gn(z) over the field of complex numbers. We shall first show
that every element ofΩ satisfies a polynomial equation of bounded degree,
with coefficients inΩ0.

Let ϕ(z) be any modular function. By the lemma above,ϕ(z) = ψ(z)/χ(z),
whereχ(z) andψ(z) are two modular forms of the same weightk. Let us con-
sider for fixed positive rational integersm ands, the power products

fk1,...,kn,l(z) = gk1
1 (z), . . . ,gkn

n (z)ϕl(z),


ki = 0,1,2, . . . ,m,

l = 0,1,2, . . . , s.

Now f mn
0 (z)χs(z) fk1,...,kn,l(z) is a modular form of weightw = mn j+ks. We have

indeed (m+ 1)n(s+ 1) such modular forms of weightw. If we can choosem
ands such that

(m+ 1)n(s+ 1) > c20w
n(≤ t(w)), (190)

then we get a nontrivial linear relation between these modular forms and hence
between the (m+1)n(s+1) functionsfk1,...,kn,l(z). But this linear relation cannot
be totally devoid of terms involving powers ofϕ(z), since otherwise, this will
contradict the algebraic independence ofg1(z), . . . ,gn(z). Thusϕ(z) satisfies a
polynomial equation of degree at mosts and with coefficients inΩ0. SinceΩ
is a separable algebraic extension ofΩ0 and since every element ofΩ satisfies
a polynomial equation of degree at mosts overΩ0, it follows thatΩ is a finite
algebraic extension ofΩ0 i.e. an algebraic function field ofn variables.

In order to complete the proof of the theorem, we have only to find rational
integersmandswhich satisfy (190),sbeing bounded. This is very simple, for246

whenm tends to infinity,
wn

(m+ 1)n
tends to (jn)n so that if we choosem large

enough ands > c20 jnnn, then (190) will be fulfilled. Our theorem is therefore
completely proved.

By adopting methods similar to the above, Siegel has recently proved that
(for n ≥ 2) every modular function of degreen (i.e. a complex-valued function
meromorphic in the Siegel half-plane and invariant under the modular trans-
formations) can be expressed as the quotient of two “entire”modular forms of
degreen. (See reference (32), Siegel). It had been already shown by Siegel
that the modular functions of degreen which are quotients of “entire” modular
forms, form an algebraic function field ofn(n+ 1)/2 variables.
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[2] O. Blumenthal: Über Modulfunktionen von mehreren Veränderlichen,
Math. Ann.,56 (1903), 509-548; ibid 58 (1904), 497-527.

[3] L. R. Ford: Automorphic functions,Chelsea, New York (1951).
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Appendix

Evaluation of Zeta Functions for
Integral Values of Arguments

By Carl Ludwig Siegel

Eulerpresumably enjoyed the summation of the series of reciprocals of 249

squares of natural numbers in the same way as Leibnitz did thedetermina-
tion of the sum of the series which was later named after him. In the nineteenth
century, generalizations of these results to theL-series introduced by Dirichlet
were studied; these were important for the class number formulae of cyclo-
tomic fields; corresponding questions for theL-series of imaginary quadratic
fields got elucidated by Kronecker’s limit formulae.

In one of his most beautiful papers, Hecke has obtained an analogous result
for theL-series of real quadratic fields, which led him to the assertion that the
value of the zeta function of every ideal class of a real quadratic number field
of arbitrary discriminantd is, for the valuess = 2,4,6, . . . , of the variable,
equal to the product ofπ2s

√
d and a rational number. He further gave a brief

indication of two possible methods of proof for his assertion. The first of these
has recently been carried out in different ways [1]. The second method of proof
leads, after suitable modifications to the generalization,published by Klingen
[2], to arbitrary totally real algebraic number fields. Thissecond method is
indeed quite clear in its underlying general ideas but, however, in the form
available till now, it admits of no effective determination of the said rational
number. By means of a theorem on elliptic modular forms, which in itself
seems not uninteresting, we shall, in the sequel, present a proof by a construc-
tive procedure meeting the usual requirement of Number Theory.

219
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1 Elliptic Modular Forms

Let z be a complex variable in the upper half plane and

Fk(z) =
1
2

∑′

l,m

(lz+m)−k(k = 4,6,8, . . .), (1)

wherel, m run over all pairs of rational integers except 0, 0. If we set 250

∑

t|n
lg = σg(n) (g = 0,1,2, . . .),e2πiz = q

then for this Eisenstein series we have the Fourier expansion

Fk(z) = ζ(k) +
(2πi)k

(k− 1)!

∞∑

n=1

σk−1(n)qn (2)

which, in view of

ζ(k) = − (2πi)kBk

2 · k!
, (3)

can also be expressed by the formulae

Fk(z) = ζ(k)Gk(z),Gk(z) = 1− 2k
Bk

∞∑

n=1

σk−1(n)qn(k = 4,6, . . .). (4)

In particular, here, we have the Bernoulli numbers

B4 = −
1
30
, B6 =

1
42
, B8 = −

1
30
, B10 =

5
66
, B14 =

7
6

;

and hence

G4 = 1+ 240
∞∑

n=1

σ3(n)qn,G6 = 1− 504
∞∑

n=1

σ5(n)qn

G8 = 1+ 480
∞∑

n=1

σ7(n)qn,G10 = 1− 264
∞∑

n=1

σ9(n)qn (5)

G14 = 1− 24
∞∑

n=1

σ13(n)qn

with rational integral coefficients and constant term 1. We set further

G0 = 1.
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Let h be a non-negative even rational integer. If we denote the dimensionof the 251

linear spaceMh of elliptic modular forms of weighth by rh, where for fixedh
we write, for brevity, alsor for rh, then it is well known that

rh =

[
h
12

]
+ 1(h . ( mod 12)), rh =

[
h
12

]
(h ≡ 2( mod 12)).

We have, the particular,

G2
4 = G8,G4G6 = G10,G

2
4G6 = G14

GlG14−l = G14(l = h− 12rh + 12= 0,4,6,8,10,14)
(6)

and for the modular form

∆ = q
∞∏

n=1

(1− qn)24

of weight 12,
1728∆ = G3

4 −G2
6.

If
j(z) = G3

4∆
−1 = q−1 + · · · (7)

denotes the absolute invariant, then

∆2 d j
dz
= 3G2

4
dG4

dz
∆ −G3

4
d∆
dz
=

1
1728

G2
4G6

(
2G4

dG6

dz
− 3G6

dG4

dz

)
,

and the expression in the brackets yields a modular form of weight 12 and
indeed a cusp form which can therefore differ from∆ at most by a constant
factor. Comparing the coefficients ofq in the Fourier expansions, we get

d j
d logq

= −G14∆
−1. (8)

Let hereafter,h > 2 and hencerh > 0. Ther isobaric power-productsGa
4G

b
6

where the exponentsa, b run over all non-negative rational integer solutions of

4a+ 6b = h,

form a basis ofMh. It follows from this that, for every functionM in Mh, 252

MG−1
h−12r+12 always belongs toM12r−12. Since∆r−1 is a modular form of weight

12r − 12, not vanishing anywhere in the interior of the upper half-plane,

MG−1
h−12r+12∆

1−r =W (9)
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is an entire modular function and hence a polynomial inj with constant coeffi-
cients.

Let
Th = G12r−h+2∆

−r (10)

with the Fourier expansion

Th = Chrq
−r + · · · +Ch1q−1 +Ch0 + · · · (11)

and first coefficientChr = 1. Since

∆−1 = q−1
∞∏

n=1

(1+ qn + q2n + · · · )24, (12)

all the Fourier coefficients ofTh turn out to be rational integers.

Theorem 1. Let
M = a0 + a1q+ a2q2 + · · ·

be the Fourier series of a modular form M of weight h. Then

Ch0a0 +Ch1a1 + · · · +Chrar = 0

Proof. For l = 0,1,2, . . .

j l
d j
dz
=

1
l + 1

d jl+1

dz

and hence, by (??), it has a Fourier series without constant term. Since the

functionW defined by (9) is a polynomial inj, the productW
d j
dz

is, similarly,

a Fourier series without constant term. �

Becauseof (6) and (8), we have 253

− 1
2πi

W
d j
dz
= MG−1

h−12r+12∆
1−rG14∆

−1 = MG12r−h+2∆
−r = MTh

from which the theorem follows on substituting the series (11) and (??) for Th

andM respectively.
Let us put for brevity,

ch0 = ch.

It is important, for the entire sequel, to show thatch does not vanish.

Theorem 2. We have
ch , 0.
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Proof. First, let h ≡ 2( mod 4), so thath ≡ 2t( mod 12) witht = 1,3,5.
Then correspondingly 12r = h− 2, h+ 6, h+ 2; hence 12r − h+ 2 = 0,8,4 and

G12r−h+2 = G0,G
2
4,G4.

Since by (5),G4 has all its Fourier coefficients positive and the same holds for
∆−5 as a consequence of (12), we conclude from (10) that all the coefficients in
the expansion (11) are positive. Therefore in the present case, the integersch0,
ch1, . . . , chr are all positive and, in particular,ch = ch0 > 0 i.e.ch , 0. �

Let nowh ≡ 0( mod 4) so thath ≡ 4t( mod 12) witht = 0,1,2 whence
12r = h− 4t + 12,h− 12r + 12= 4t and

Gh−12r+12 = G4t = Gt
4.

Further we have now

Th = −G12r+h+2∆
1−rG−1

14
d j

d logq
= −G−t

4 ∆
1−r d j

d logq

=
3

t − 3
∆1−r−t/3 d j1−t/3

d logq

=
3

t − 3

d(G3−t
4 ∆

−r )

d logq
+

3r + t − 3
(3− t)r

G3−t
4

d∆−r

d loga
;

henceCh0 is also the constant term in the Fourier expansion of the function 254

Vh =
3r + t − 3
(3− t)r

G3−t
4

d∆−r

d logq
.

In view of the assumptionh > 2, we have 3r + t − 3 > 0. The series forG3−t
4

begins with 1 and has again all its coefficients positive. Further, by (12), the
coefficients of the negative powersq−r , . . . ,q−1 of q in the derivative of∆−r

with respect to logq are all negative while the constant term is absent. Hence
the constant term inVh is negative andch = ch0 < 0 i.e.ch , 0. The proof is
thus complete.

A most important consequence of the two theorems is the fact that, for ev-
ery modular formM of weighth, the constant terma0 in its Fourier expansion
is determined by ther Fourier coefficientsa1, . . . ,ar that follow, namely by the
formula

a0c−1
h (ch1a1 + · · · + chrar ). (14)

If, in particular,a1, . . . ,ar are rational integers, thena0 itself is rational and the
denominator ofa0 dividesch.
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As a further remarkable result, we note that the vanishing ofa0 follows
from the vanishing of the Fourier coefficientsa1, . . . ,ar and hence the vanish-
ing of the modular formM itself, since then the entire modular functionW
defined in (9) has a zero atq = 0.

From (10) and (11), it follows that the numberschl(l = 0,1, . . . , r) are the
coefficients ofq−l in the product ofG12r−h+2 with ∆−r as is indeed seen by direct
calculation, which can be slightly simplified by using the formula

∞∏

m=1

(1− qm)3 =

∞∑

n=0

(−1)n(2n+ 1)qn(n+1)/2

Now chr = 1 always. Also we easily obtain the values

c4 = −240= −24 · 3 · 5; c6 = 504= 23 · 32 · 7;

c8 = −480= −25 · 3 · 5; c10 = 264= 23 · 3 · 11;

c12 = −196560= −24 · 33 · 5 · 7 · 13, c12,1 = 24= 23 · 3;

255

c14 = 24= 23 · 3;

c16 = −146880= −26 · 33 · 5 · 17, c16,1 = −216= −23 · 33;

c18 = 86184= 23 · 34 · 7 · 19, c18,1 = 528= 24 · 3 · 11;

c20 = −39600= −24 · 32 · 52 · 11, c20,1 = −456= −23 · 3 · 19;

c22 = 14904= 23 · 34 · 23, c22,1 = 288= 25 · 32;

c24 = −52416000= −29 · 32 · 53 · 7 · 13,

c24,1 = −195660= −22 · 32 · 5 · 1087, c24,2 = 48= 24 · 3;

c26 = 1224= 23 · 32 · 17, c26,1 = 48= 24 · 3.

From this table, we see for example, withh = 12 andh = 24, that ther
numberschl(l = 0, . . . , r − 1) need not all have the same sign, ifh is a multiple
of 4. Such a change of sign always occurs, moreover, forh > 248 since, in
particular, for thish, ch,r−1 > 0 whereasCh0 < 0. Further, since the number
ch,r−1 is 0 for h = 214 andh = 248, the assertion of Theorem 2 does not hold,
without exception, for allchl(l = 1,2, . . . , r − 1).

For number-theoretic applications of theorem 1, the prime-factors ofch

are of interest. We get some information regarding these prime factors if in the
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statement of Theorem 1 we consider the Fourier coefficients ofGh(h = 4,6, . . .)
given by (4) instead of the modular formM. Then we have from (14),

chBh

2h
=

r∑

l=1

chlσh−1(l), σh−1(l) =
∑

t|l
tb−1(h = 4,6, . . .) (15)

Since the first sum here is an integer,ch must be divisible by the denomina-

tor of
Bh

2h
; in any case, the denominator of the Bernoulli numberBh is a divisor 256

of ch. By the Staudt-Clausen theorem, however, this denominatoris equal to
the product of those primesp, for which p−1 dividesh, Thus, for example, for
h = 24, one sees the reason for the presence of the prime divisors2, 3, 5, 7, 13
of c24. On the other hand, forh = 26, the factor 17 ofc26 cannot be explained
in this simple manner. By (15), we have however explicitly

2 · 32 · 17 · B26

13
− c26B26

2 · 26
= 24 · 3 · 125 + (125 + 225) = 33554481

= 3 · 17 · 657931

where thus the factor 17 appears on the right side also and we obtain

B26 =
13 · 657931

2 · 3

agreeing with the known value.

2 Modular Forms of Hecke

Let K be a totally real algebraic number field of degreeg and discriminantd
and let furtherk, be a natural number which is, inaddition, even if there exists
in K a unit of norm−1. We denote the norm and trace byN andS. Let u be an
ideal,d the different ofK andu∗ = (ud)−1, the complementary ideal tou.

We assign to every one of theg fields conjugate toK, one of the variables
z(1), . . . , z(g) in the upper half-plane and form with them the Eisenstein series

Fk(u, z) = N(uk)
∑′

u|(λ,µ)

N((λz+ µ)−k)

whereλ, µ run over a complete system of pairs of numbers in the idealu,
different from 0, 0 and not differing from one another by a factor which is a unit.
The series converges absolutely fork > 2. For the casesk = 1,2, in order to
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obtain convergence, the general term of the series is multiplied, as usual, by the
factorN(|λz+µ|−s), where the real part of the complex variables is greater than
2 − k andFk(u, z) is defined as thevalue of the analytic continuation ats = 0. 257

A comparison with (1) shows thatFk(u, z) gives forg = 1 andk = 4,6, . . . the
function denoted there asFk(z). Let hereafterg > 1.

The generalization of (2) gives for the Fourier expansion ofFk(u, z), the
formula

Fk(u, z) = ζ(u, k) +

(
(2πi)k

(k− 1)!

)g

d1/2−k
∑

d−1|v>0

σk−1(u, v)e2πiS(vz), (16)

wherev runs over all totally positive numbers ind−1 and

ζ(u, k) = N(uk)
∑

u|(µ)

N(µ−k),

σk−1(u, v) =
∑

d−1|(α)u|v

sign(N(αk))N((α)ud)k−1.
(17)

Here the summation is over principal ideals (µ), (α) under the conditions given.
For evenk, (17) can be put in the form

σk−1(u, v) =
∑

ud∼t|(v)d

N(tk−1)(k = 2,4, . . .) (18)

where t runs over all integral ideals in the class ofud dividing (v)d. As a
departure from the caseg = 1, formula (??) is valid also fork = 2, while for
k = 1, an additional term is to be tagged on. For this reason, it isprovisionally
assumed thatk > 1.

The functionFk(u, z) is a modular form of Hecke of weightk, since under
the substitutions

z→ αz+ β
γz+ d

of the Hilbert modular group, it takes the required factorN((γz+ d)k). If we
set all theg independent variablesz(1), . . . , z(g) equal to the same valuez in
the upper half-plane, then formFk(u, z) one obtains an elliptic modular form,
which we denote byΦk(u, z). Its weight is clearlyh = kg. Let its Fourier
expansion in powers ofq = e2πiz be

Φk(u, z) =
∞∑

n=0

bnqn
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wherenow the Fourier coefficientsb0, b1, . . . are determined, in view of (??) by 258

the formulae

b0 = ζ(u, k),bn =

(
(2πi)k

(k− 1)!

)g

d1/2−k
∑

S(v)=n

σk−1(u, v)(n = 1,2, . . .) (19)

Herev runs over all totally positive numbers with tracen in the ideald−1 and
σk−1(u, v) is defined by (17). For brevity, let us put

∑

S(v)=n

σk−1(u, v) = sn(u, k)(n = 1,2, . . .); (20)

this is a rational integer. Explicitly,

sn(u, k) =
∑

u∗ |(α),u|β
αβ>0,S(αβ)=n

sign(N(αk))N((α)ud)k−1 (21)

where the summation is over the principal ideals (α) and the numbersβ in the
field, subject to the given conditions.

On applying (14) withM = Φk(u, z), it now follows

((k− 1)!)g(2πi)−hdk−1/2ζ(u, k) = −c−1
h

r∑

l=1

chSl(u, k); (22)

here we have to takeh = kgandr = rh. We note further thatN(−1) = (−1)g and
thereforeh is always an even number. These formulae permit the calculation
of ζ(u, k), if the idealu and the natural numberk are given. They show, in
particular, that the value

π−kgdk−1/2ζ(u, k) = ψ(u, k)

is rational and more precisely, its denominator divides ((k− 1)!)gch. It is to be
stressed here thatch depends only onh = kg but not on the other properties of
the fieldK.

In the special caseg = 2 and thus for a real quadratic field, it was already
known that the number on the left side of (22) is rational and that its denomi-
nator divides 4((2k)!)2v2k where howeverv still depends onK, being given by
the smallest positive solutiony = v of Pell’s equationx2 − dy2 = 4. On the 259

other hand, with the help of a computing machine, Lang has listed the values
of ψ(u,2) in 50 different examples fork = g = 2 and remarked, in addition,
that in every one of the cases considered, only a divisor of 15appears as the
denominator. It is now easy to explain this phenomenon since−2−4c4 = 15.



BIBLIOGRAPHY 228

For every fixed totally real algebraic number fieldK, we can, following
(3), look upon the positive rational numbersψ(u, k)(k = 2,4, . . .) as the ana-
logues of the values 2k−1(k!)−1|Bk| formed with the Bernoulli numbers. Unfor-
tunately, however, one cannot expect that for this generalisation, correspond-
ing recursion-formulae and divisibility theorems will exist as for the Bernoulli
numbers themselves. For, they are connected with the properties of the func-
tion (e2πz−1)−1 whose partial fraction decomposition also leads to (3). Indeed,
similar to (??) we have even the simpler formule

∑

u|µ
N((z+µ)−k) =

(
(2πi)k

(k− 1)!

)g

d−1/2N(u−1)
∑

u∗ |v>0

N(vk−1)e2πiS(vz)(k = 2,3, . . .);

but in contrast with the case of one variable, the analytic function appearing
here forg > 1 does not have, any more, important properties such as the addi-
tion theorem and the differential equation enjoyed by the exponential function.
Further by an important result of Hecke, it is always singular for all real values
of any one of theg variables, so that one cannot as in the caseg = 1 obtain the
numbersζ(u, k) by expansion in powers ofz. We get these numbers by going
to the modular formsFk(u, z) of Hecke, which in spite of their complicated
construction are really connected with one another by algebraic relations.

To the result (22) we may add a remark which relates to a lower bound for
d discovered by Minkowski. The left side of (22) is clearly different from 0 for
evenk, since thenζ(u, k) is positive. Consequently among ther sumssl(u, k)
given for l = 1,2, . . . , r by (21), at least one must be non-empty and hence
there always exist two numbersα, β in K which satisfy the four conditions

u∗|α, u|β, αβ > 0,S(αβ) ≤ r

with r = rh = rkg. For this assertion, it is optimal to choosek = 2 and hence 260

h = 2g; accordingly

r =
[g
6

]
+ 1(g . 1( mod 6)), r =

[g
6

]
(g ≡ 1( mod 6))

so that in every case

r ≤ g
6
+ 1. (23)

From the decompositions

(α) = u∗t, (β) = ub

with integral idealst, b, it follows that there exist two integral idealst andb (in
every ideal class and its complementary class), such that

tbd−1 = (v), v > 0,S(v) ≤ r (24)
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We therefore have

d−1N(tb) = N(tbd−1) = N(v) ≤ (g−1S(v))g ≤
(
r
g

)g

N(tb) ≤
(
r
g

)g

d

(25)

and hence

Min(N(t),N(b)) ≤
(
r
g

)g/2 √
d

Since especially for every real quadratic field, the ideald = (
√

d) belongs to
the principal class, the classes oft andb are inverses of each other because of
the first formula (24) and hence the conjugate idealb′ = (N(b))b−1 is equivalent
to t; further,g = 2 and sor = 1. SinceN(b) = N(b′), there exists, in every ideal

class of a real quadratic field, an integral ideal of norm≤ 1
2

√
d always.

For arbitrary totally real fields of degreeg ≥ 2, we always have by (25)

1 ≤ N(t) ≤
(
r
g

)g

d,

from which, by (23) the inequality 261

d ≥
(g
r

)g
≥ 6g

(
1+

6
g

)−g

> 6ge−6 (26)

follows. Since in the casesg = 2,3,4,5,7 the numberr = 1, we have then

d ≥ gg

and this is a new result for field degrees 5 and 7. Sincee2 > 6, the estimate

d ≥
(
gg

g!

)2

found by Minkowski is better than (??) for all sufficiently largeg, but not for
a few smallg to which set the given values 5 and 7 belong. Forg = 4, it is
well-known that 725 is the smallest discriminant of a totally real field while

44 = 256,
48

(4!)2
= 113+

7
9
.
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The special caseg = 2 yields also a connection with the reduction theory
of indefinite quadratic forms due to Gauss. Namely, let [κ, λ] be a basis of the
idealu and hence

λ

κ
=

b+
√

d
2a

,d = b2 − 4ac,N(u)
√

d = |κλ′ − λκ′|

with rational integers

a = N(κ)N(u−1),b = S(κλ′)N(u−1), c = N(λ)N(u−1).

Then the conjugate ideal isu′ = (κ′, λ′) and (κλ′ − λκ′)−1[λ′,−κ′] gives the
basis ofu∗ = (ud)−1 complementary to [κ, λ]. If we now put

α =
κ′x2 + λ

′y2

κλ′ − λκ′ , β = κx1 + λy1

withrational integersx1, y1, x2, y2, then 262

αβ =
2κκ′x1x2 + (κλ′ + λκ′)(x1y2 + x2y1) + 2λλ′y1y2

2(κλ′ − λκ′) +
x1y2 − x2y1

2

=
2ax1x2 + b(x1y2 + x2y1) + 2cy1y2

2 sign(κλ′ − λκ′)
√

d
+

x1y2 − x2y1

2

and the two conditions
S(αβ) = 1, αβ > 0

go over into

x1y2 − x2y1 = 1, |2ax1x2 + b(x1y2 + x2y1) + 2cy1y2| <
√

d.

But this precisely means that the binary quadratic formau2 + buv+ cv2 of
discriminantd goes over, under the linear substitutionu→ x1u+x2v, v→ y1u+
y2v of determinant 1, into a properly equivalent form whose middle coefficient
is smaller than

√
d in absolute value. This means again that in the transformed

form both the outer coefficients are of opposite signs and this is just the essence
of reduction theory.

We have still to consider the casek = 1 excluded hitherto. In this case [3],
in contrast to (??), the constant term is

b0 = ζ(u,1)+ ζ(u∗,1)

where we have to define

ζ(u,1) = N(u) lim
s→0

∑

u|(µ)

N(µ−1)N(|µ|−s)



BIBLIOGRAPHY 231

and also change (22) correspondingly. This way we do not obtain the individual
numbersζ(u,1) andζ(u∗,1) but only their sum. By the way, this is always 0 if
eitherg = 2 oru2d is a principal ideal (γ) andN(γ) < 0.

3 Examples

In conclusion, we give three simple examples for evaluatingζ(u, k) using(22), 263

where the result can also be checked in another way.
With k = g = 2, we haveh = 4, r = 1 and

N(u2)
∑

u|(µ)

N(µ−2) = − (2π)4

c4d3/2
s1(u,2) =

π4

15d
√

d
s1(u,2);

heresn(u, k) for k = 2,4, . . . andn = 1,2, . . . is given by (18) and (20). If

we take, in particular,d = 4.79, u = b = (1), thend = (2δ), v =
a+ δ
2δ

with

δ =
√

79 anda = 0, ±1, . . . ,±8, −N(a + δ) = 79, 2 · 3 · 13, 3 · 52, 2 · 5 · 7,
32 · 7, 2·33, 43, 2·3 ·5, 3· 5. We now note that 2= N(9+ δ), while the cube of
the prime idealp = (3,1+ δ) gives a principal ideal. For the determination of
the principal ideal divisors (τ) of (a+δ), we have to consider besides the trivial
decomposition (a+ δ) = (1) · (a+ δ), only

(a+ δ) = (9+ δ)
(a+ δ
9+ δ

)

with odda; hence, for

σ1(o, v) = o(a) =
∑

o|(τ)|(a+δ)
N((τ)),

we have the values

σ(0) = 1+ 79= 80, σ(±1) = 1+ 78+ 2+ 39= 120,

σ(±2) = 1+ 75= 76, σ(±3) = 1+ 70+ 2+ 35= 108,

σ(±4) = 1+ 63= 64, σ(±5) = 1+ 54+ 2+ 27= 84,

σ(±6) = 1+ 43= 44, σ(±7) = 1+ 30+ 2+ 15= 48,

σ(±8) = 1+ 15= 16.

Accordingly, in the present case,

s1(o,2) = 80+ 2(120+ 76+ 108+ 64+ 84+ 44+ 48+ 16)= 1200
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∑

o|(µ)

N(µ−2) =
10π4

79
√

79

inagreement with the value found by me elsewhere. Foru = p = (3,1+ δ), we 264

obtain correspondingly

s1(p,2) = 0+ (3+ 6+ 13+ 26)+ (3+ 5+ 15+ 25)+

+ (5+ 10+ 7+ 14)+ (3+ 7+ 21+ 9)+

+ (3+ 6+ 9+ 18)+ 0+ (3+ 6+ 5+ 10)+ (3+ 5) = 240

N(p2)
∑

p|(µ)

N(µ−2) =
2π4

79
√

79

and the same foru = p′ = (3,1 − δ). Since the 3 ideal classes of the field
are represented by 1,p, p′, we have therefore for the zeta functionζK(s) of the
field,

ζK(2) =
π4

79
√

79
(10+ 2+ 2) =

14π4

79
√

79
,

while from the law of decomposition, we get, likewise, on using the formula

∑

n=1

(
d
n

)
n−k = − (2πi)k

1 · k!
√

d

d∑

l=1

(
d
l

)
pk

(
l
d

)
,

Pk(x) =
k∑

l=0

(
k
l

)
Bl x

k−l(k = 2,4, . . .)

that

ζK(2) = ζ(2)
∞∑

n=1

(
316
n

)
n−2

=
π2

6
(2π)2

2 · 2!
√

316

316∑

l=1

(
316

l

)
P2

(
l

316

)

=
π4

12
√

79

1
2

39∑

l=1

(
79

2l − 1

) (
1− 2l − 1

79

)
=

14π4

79
√

79
.

We now takek = 12,g = 2; thenh = 24, r = 3 and

N(u12)
∑

u|(µ)

N(µ−12)
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265

= − (2π)24

(11!)2c24d23/2
(c24,1s1(u,12)+ c24,2s2(u,12)+ s3(u,12))

=
π24

2 · 310 · 57 · 73 · 112 · 13d11
√

d
(−195660s1(u,12)+ 48s2(u,12)+ s3(u,12)).

In the special cased = 5, there exists only one classd = (
√

5) and the totally

positive numbersv of the ideald−1 with trace 1, 2, 3 are given by
±1+

√
5

2
√

5
,

a+
√

5
√

5
(a = 0,±1,±2),

a+ 3
√

5

2
√

5
(a + ±1,±3,±5). Since

±1+
√

5
2

, ±2 +
√

5

are units and also
√

5, ±1+
√

5,
±1+ 3

√
5

2
,
±3+ 3

√
5

2
,
±5+ 3

√
5

2
are inde-

composable, we have

s1(o,12)= 2 · 111 = 2, s2(b,12)= 111 + 511 + 2(111 + 411) + 2 · 111

= 57216738,

s3(o,12)= 2(111 + 1111) + 2(111 + 911) + 2(111 + 511) = 633483116696

and thus ∑

o|(µ)|
N(µ−12) =

24 · 691· 110921π24

310 · 516 · 73 · 112 · 13
√

5

On the other hand, in the present case too, we have
∑

o|(µ)

N(µ−12) = ζK(12)

= ζ(12)
∞∑

n=1

(
5
n

)
n−12 =

(2π)24B12

(2 · 12!)2
√

5

4∑

l=1

(
5
l

)
P12

(
l
5

)

with the same result, where this time the factor 691 comes in through the nu-
merator ofB12.

Finallylet k = 2, g = 3 so thath = 6, r = 1 and 266

N(u2)
∑

u|(µ)

N(µ−2) =
(2π)6

c6d3/2
s1(u,2) =

8π6

63d
√

d
s1(u,2).

In particular, letd = 49 and henceK, the totally real cubic subfield of the field
of 7th roots of unity. It is generated by

ρ = 2− ǫ − ǫ−1 = (1− ǫ)(1− ǫ−1)
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with ǫ = e2πi/7 and has class number 1, as is also evident from (25). Since
[1, ρ, ρ2] is a basis ofo andN(ρ) = 7, we have (ρ3) = 7 and sod = (ρ2). We
have hence to determine for

v = x+ yρ−1 + zρ−2,

the solutions ofS(v) = 1, v > 0 with rational integersx, y, z. A short computa-
tion gives

ρ3 = 7(ρ − 1)2,S(ρ) = 7,S(ρ2) = 21,S(ρ−1) = 2,S(ρ−2) = 2,

S(ρ−3) = 2+
3
7
,

S(v) = 3x+ 2y+ 2z= 1

By the substitutionx = 1+ 2u with integralu, it follows thaty = −1− y− 3u
and the conditionv > 0, and consequentlyρ2v > 0, goes over into

(2ρ2 − 3ρ)u+ (1− ρ)z+ ρ2 − ρ > 0. (27)

If we set again

ǫk + ǫ−k = 2 cos
2kπ
7
= λk (k = 1,2,3),

then

1 = 2 cos
π

3
< λ1 < 2 cos

π

4
=
√

2 <
3
2
,

− 1
2
< −π

7
< −2 sin

π

14
= λ2 < 2 cos

π

2
= 0

− 2 = 2 cosπ < λ3 = −2 cos
π

7
< −2 cos

π

6
= −
√

3 < −3
2
.

267

With this, we obtain from (27) by a simple modification, the three condi-
tions

z+ λ1 − 2 > (λ2 + 5)u, z+ λ2 − 2 < (λ3 + 5)u,

z+ λ3 − 2 < (λ1 + 5)u

whence, it follows, in particular, that

λ3 < u < λ1
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Therefore, foru, only the values 0,±1 have to be considered. Of these however,
u = 1 leads to the contradiction

5 < λ2 − λ1 + 7 < z< λ3 − λ2 + 7 < 6.

For u = 0, we have
2− λ1 < z< 2− λ2 < 2− λ3,

and hence eitherz= 1, y = −2, x = 1 orz= 2, y = −3, x = 1 and foru = −1,

λ3 − 2 < z< λ2 − 2 < λ1 − 2

and hencez= −3, y = 5, x = −1. The first of the three solutions formed above,
gives

ρ2v = (ρ − 1)2, v =
ρ

7
.

and the other twov must therefore be conjugate to this, as we can also check
directly. In all the three cases,ρ2v proves to be a unit and hence (v)d = o, t = o,
s1(o,2) = 3 and

∑

o|(µ)

N(µ−2) =
8π6 · 3

63 · 49 ·
√

49
=

23 · π6

3 · 74
.

In order to verify this result in another way, we note from thelaw of de-
composition for the cyclotomic field, that

∑

o|(µ)

N(µ−2) = ζK(2) = (1− 7−2)−1
2∏

l=0

(w1 + η
lw2 + η

−lw3)

=
72

24 · 3
(w3

1 + w3
2 + w3

3 − 3w1w2w3)

with 268

wk =

∞∑

n=−∞
(7n+ k)−2(k = 1,2,3), η = e2πi/3.

But now

wk =


π

7 sin
k
7



2

=

(
2π
7

)2

(2− ǫk − ǫ−k)−1 =

(
2π
7

)2

ρ−1

w3
1 + w3

2 + w3
3 =

(
2π
7

)6

S(ρ−3) =

(
2π
7

)6 (
2+

3
7

)
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w1w2w3 =

(
2π
7

)6

N(ρ−1) =

(
2π
7

)6

· 1
7

and indeed we have again

∑

o|(µ)

N(µ−2) =
72

24 · 3

(
2π
7

)6

· 2 = 23 · π6

3 · 74
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