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Chapter 1

The differential equations of
mechanics

1 The Euler-Lagrange equations

We shall begin with some introductory remarks on the differential equa- 1

tions of mechanics; we shall indicate their connection withthe calculus
of variatinos and discuss briefly the transformatin theory due to Hamil-
ton and Jacobi.

Let n be a positive integer and letx = (x1, . . . , xn), ẋ = (ẋ1, . . . , ẋn)
and t be 2n + 1 independent real variables. Suppose thatf (x, ẋ, t) is a
real twice continuously differentiable function of the 2n + 1 variables
(x, ẋ, t) for t1 ≤ t ≤ t2 and (x, ẋ) belonging to an open setG of 2n-
dimensional Euclidean space. Next, let us suppose that eachxk, k =
1, . . . , n, is a twice continuously differentiable real-valued functionxk(t)

of the variablet in t1 ≤ t ≤ t2; we setẋk(t) =
dxk(t)

dt
. We also writex(t) =

(x1(t), . . . , xn(t)), ẋ(t) = (ẋ1(t), . . . , ẋn(t)), and assume that (x(t), ẋ(t)) ∈
G for t1 ≤ t ≤ t2. Then f (x(t), ẋ(t), t) is a continuous (in fact, twice
continuously differentiable) function of the variablet in t1 ≤ t ≤ t2 and

1



2 1. The differential equations of mechanics

so we can form the integral

t2
∫

t1

f (x(t), ẋ(t), t)dt. (1.1.1)

The classical problem of the calculus of variations consists in determin-
ing a twice continuously differentiable functionx = x(t) of the variable2

t in t1 ≤ t ≤ t2 with (x(t), ẋ(t)) ∈ G and satisfying prescribed initial
conditionsx(t1) = a and x(t2) = b, wherea andb are given points in
n-dimensional Euclidean space, such that the integral (1.1.1) is a mini-
mum. Let us assume that this minimising problem has a solution. We
derive a necessary condition for the existence of such a solution x̄ = x̄(t).
Let y = y(t) = (y1(t), . . . , yn(t)) be a fixed twice continuously differen-
tiable function of the variablet in t1 ≤ t ≤ t2 with y(t1) = 0 andy(t2) = 0.
SinceG is open, ifx = x(t, ǫ) = x̄(t) + ǫy(t), then (x, ẋ) ∈ G for all real
ǫ with sufficiently small absolute value. Moreover, we havex(t1, ǫ) = a
andx(t2, ǫ) = b for all ǫ. Then the integral

t2
∫

t1

f (x(t, ǫ), ẋ(t, ǫ), t) dt,

where ẋ(t, ǫ) denotes
d
dt

x(t, ǫ), defines a real-valued functionJ = J(ǫ)

of the parameterǫ. Since f (x, ẋ, t) is twice continuously differentiable
in all the 2n + 1 variables (x, ẋ, t) andx(t, ǫ) is linear inǫ, the function
J(ǫ) is a twice continuously differentiable function ofǫ. Further, since
x̄ = x(t, 0) is a minimising function for the integral (1.1.1),J(0) is a
minimum value of the functionJ(ǫ) A necessary condition thatJ(ǫ) has

a minimum value atǫ = 0 is that
dJ(ǫ)

dǫ
= 0 atǫ = 0. From this one gets

the Euler-Lagrange equations in the following way. We have

dJ(ǫ)
dǫ
=

t2
∫

t1

∂

∂ǫ
f (x(t, ǫ), ẋ(t, ǫ), t)dt,

and if, for any fixed value of the parameterǫ, fxk and fẋk denote the3



1. The Euler-Lagrange equations 3

partial derivatives
∂ f (x, ẋ, t)

∂xk
and

∂ f (x, ẋ, t)
∂ẋk

of the function f , consid-

ered as a function of the 2n + 1 variables (x, ẋ, t), then we have, by the
chain-rule for differentiation,

∂

∂ǫ
f (x, ẋ, t) =

n
∑

k=1

( fxk

∂xk(t, ǫ)
∂ǫ

+ fẋk

∂ẋk(t, ǫ)
∂ǫ

)

=

n
∑

k=1

( fxk(x, ẋ, t)yk(t) + fẋk(x, ẋ, t)ẏk(t)).

Hence we obtain

dJ(ǫ)
dǫ
=

t2
∫

t1

n
∑

k=1

( fxk(x, ẋ, t)yk(t) + fẋk(x, ẋ, t)ẏk(t))dt,

and this gives, on integration by parts,

dJ(ǫ)
dǫ
=

t2
∫

t1

n
∑

k=1

( fxk(x, ẋ, t) −
d
dt

fẋk(x, ẋ, t))yk(t)dt+

+

t2
∫

t1

d
dt

















n
∑

k=1

fẋk(x, ẋ, t)yk(t)

















dt.

The second term on the right side vanishes sinceyk(t1) = 0 = yk(t2).

Therefore a necessary condition for
dJ(ǫ)

dǫ
to vanish atǫ = 0 is that all 4

the fxk −
d
dt

fẋk, k = 1, . . . , n, vanish forx = x(t, 0) = x̄(t). Thus we

obtain a system of differential equations

∧k( f ) ≡ fxk −
d
dt

fẋk = 0, k = 1, . . . , n; (1.1.2)

these are theEuler-Lagrange differential equations.
We can rewrite the system (1.1.2) of differential equations more ex-

plicitly using the fact that the functionf is twice continuously differen-
tiable in all its 2n + 1 independent variables (x, ẋ, t). Carrying out the



4 1. The differential equations of mechanics

differentiation with respect tot we get

∧k( f ) = fxk −
n

∑

l=1

( fẋkx1 ẋ1 + fẋk ẋ1 ẍ1) − fẋkt = 0,

where

ẍk =
d2xk(t)

dt2
, fẋkt =

∂2 f (x, ẋ, t)
∂ẋk∂t

, fẋk ẋ1 =
∂2 f (x, ẋ, t)
∂ẋk∂ẋ1

, fẋkx1 =
∂2 f (x, ẋ, t)
∂ẋk∂x1

,

k, l = 1, . . . , n. This is a system ofn partial differential equations of the
second order inn unknown functionxk(t), k = 1, . . . , n.

If f = f (x, ẋ, t) is an arbitrary twice continuously differentiable
function of 2n + 1 independent real variables (x, ẋ, t) in t1 ≤ t ≤ t2 and
(x, ẋ) ∈ G, and if x = x(t) is a twice continuously differentiable function

of t in t1 ≤ t ≤ t2 such that (x(t), ẋ(t)) ∈ G (where ẋk(t) =
d
dt

xk(t),

k = 1, . . . , n), then we can form the expression

∧k( f ) ≡ fxk −
n

∑

l=1

( fẋkx1 ẋ1 + fẋk ẋ1 ẍ1) − fẋkt, k = 1, . . . , n;

this is called theLagrangian derivativeof f .5

We can try to simplify the Euler-Lagrange equations by meansof a
suitably chosen substitution. We introduce new independent variables
ξ = (ξ1, . . . , ξn) and set

xk = xk(ξ, t), k = 1, . . . , n, (1.1.3)

wherexk(ξ, t) are twice continuously differentiable functions of then+1
independent real variables (ξ, t), and we assume that the Jacobian ofx
with respect toξ does not vanish anywhere in the region under con-
sideration, so that the transformation fromξ to x is locally one-to-one

everywhere. Thus, writingxkξ1 =
∂xk

∂ξ1
, we assume that the determinant

|xkξ1 | , 0 everywhere. Then we can invert the transformation (1.1.3)
locally and determineξ1 as a functionξ1(x, t) of then + 1 independent
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variables (x, t), l = 1, . . . , n. We can write, by the chain-rule for differ-
entiation,

ẋk =

n
∑

r=1

xkξr ξ̇r + xkt, (1.1.4)

ẍk =

r
∑

r=1

















n
∑

l=1

xkξrξ1ξ̇1ξ̇r + xkξr tξ̇r + xkξr ξ̈r

















+ xktt, (1.1.5)

where

ξ̇r =
d
dt
ξr (t), ξ̈r =

d2

dt2
ξr(t), xktt =

∂2xk(ξ, t)

∂t2
,

xkξ1ξr =
∂2xk(ξ, t)
∂ξ1∂ξr

and xkξr t =
∂2xk(ξ, t)
∂ξr∂t

.

(We may also consideṙξ1, ξ̈1 as independent variables and define ˙xk, ẍk 6

in terms ofξ̇1, ξ̈1 by means of the equations (1.1.4) and (1.1.5)).
We suppose that (ξ, ξ̇) varies in an open setG1 in 2n-dimensional

Euclidean space so that (x, ẋ) ∈ G. Then we define the functiong =
g(ξ, ξ̇, t) by

g(ξ, ξ̇, t) = f (x(ξ, t), ẋ(ξ, ξ̇, t), t).

The functiong is again twice continuously differentiable in the vari-
ables (ξ, ξ̇, t). We shall now obtain the relation between the Lagrangian
derivatives∧k( f ) and∧k(g) of f andg. We have, by definition,

∧1(g) = gξ1 −
d
dt

gξ̇1
,

and by the chain-rule for differentiation, using (1.1.4), we get

gξ1 =

n
∑

k=1















fxk xkξ1 + fẋk(
n

∑

r=1

xkξrξl ξ̇r + xktξ1)















,

gξ̇1
=

n
∑

k=1

fẋk(ẋk)ξ̇1 =

n
∑

k=1

fẋk xkξ1,

d
dt

gξ̇1
=

n
∑

k=1















d
dt

fẋk xkξ1 + fẋk

n
∑

r=1

(xkξ1ξr ξ̇r + xkξ1t)














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Sincexk = xk(ξ, t) is twice continuously differentiable in (ξ, t),

xktξ1 = xkξ1t and xkξrξ1 = xkξ1ξr ,

and consequently,7

∧1(g) =
n

∑

k=1

( fxk −
d
dt

fẋk)xkξ1 =

n
∑

k=1

∧k( f )xkξ1 .

As a result, if∧k( f ) = 0, k = 1, . . . , n, and if xk = xk(ξ, t) are twice con-
tinuously differentiable functions of (ξ, t) with the determinant|xkξ1 | ,
0, then the functiong(ξ, ξ̇, t) = f (x, ẋ, t) satisfies the relation∧1(g) = 0,
l = 1, . . . , n, and conversely. This relation could also be obtained di-
rectly by considering the integral

t2
∫

t1

g(ξ, ξ̇, t)dt =

t2
∫

t1

f (x, ẋ, t)dt

and differentiating partially.
We can write the relation obtained above:

∧1(g) =
n

∑

k=1

∧k( f )xkξ1, (1.1.6)

in a simpler way as follows. If we denote the Jacobian matrix (xkξ1) by
M and write

∧( f ) = (∧1( f ), . . . ,∧n( f )); ∧(g) = (∧1(g), . . . ,∧n(g)),

then
∧(g) = ∧( f )M.

This is the covariance property of the Lagrangian derivative.
The Lagrangian derivative∧k( f ) of a function f can be considered8

as a function of 3n + 1 independent real variables (x, ẋ, ẍ, t). Now we
investigate the condition under which the relation∧k( f ) = ∧k(h) holds
identically in all the 3n + 1, independent variables for two functions
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f (x, ẋ, t) andh(x, ẋ, t) which are twice continuously differentiable in the
2n+ 1 variables (x, ẋ, t) for t1 ≤ t ≤ t2 and (x, ẋ) ∈ G.

Since the Lagrangian derivatives are linear homogeneous operators,
it is enough, settings = h − f , to investigate when∧k(s) = 0, k =
1, . . . , n, identically in the 3n+ 1 independent variablesx, ẋ, ẍ, t. Since

∧k(s) = sxk −
n

∑

l=1

(sẋkxl ẋ1 + sẋk ẋ1 ẍ1) − sẋkt,

it follows that the coefficient of ẍ1 vanishes identically, i.e.

sẋk ẋ1 ≡ 0, k, l = 1, . . . , n,

which means thats is a linear function of ( ˙x1, . . . , ẋn). Hences has the
form

s(x, ẋ, t) = σ◦(x, t) +
n

∑

l=1

σ1(x, t)ẋ1,

whereσ◦(x, t), σ1(x, t) are twice continuously differentiable functions
of (x, t). So∧k(s) ≡ 0 gives

σ◦xk +

n
∑

l=1

σlxk ẋl −
n

∑

l=1

σkx1 ẋl − σkt ≡ 0.

This implies that 9

σ◦xk = σkt and σ1xk = σkx1 , k, l = 1, . . . , n.

If we define for the momentx◦ = t, then the first condition becomes
σ◦xk = σkx◦ , k = 1, . . . , n, which is of the same form as the other con-
ditions. These are necessary and sufficient conditions in order that there
exist a functionσ(x, t), twice continuously differentiable in then + 1
independent variables (x◦, x1, . . . xn), such that

σk(x, x◦) =
∂σ(x, x◦)
∂xk

, k = 0, 1, . . . n.
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Hence, under these condition there exists a functionσ(x, t), twice con-
tinuously differentiable in then + 1 independent variables (x, t), such
that

σ◦(x, t) =
∂σ(x, t)
∂t

and σk(x, t) =
∂σ(x, t)
∂xk

, k = 1, . . . , n.

Thenscan be written in the form

s(x, ẋ, t) =
∂σ(x, t)
∂t

+

n
∑

l=1

∂σ(x, t)
∂xl

ẋl =
dσ(x, t)

dt
,

which means that a necessary condition that∧k( f ) = ∧k(h) is that there
exists a twice continuously differentiable functionσ(x, t) of n+ 1 inde-
pendent variables (x, t) such that

h = f +
dσ(x, t)

dt
(1.1.7)

Conversely, if there exists a twice continuously differentiable function10

σ(x, t) and if f andh are connected by the relation (1.1.7), then∧k( f ) =
∧k(h) identically, k = 1, . . . , n. This assertion could also have been
proved starting from the original problem of the Calculus ofVariations.

We proceed to derive the canonical equations of Hamilton. This is
done by means of the ‘Legendre transformation’. We set

yk = fẋk(x, ẋ, t), k = 1, . . . , n, (1.1.8)

and considerfẋk as functions of ˙x = (ẋ1, . . . , ẋn). If we suppose that the
Jacobian| fẋk ẋl | , 0 everywhere in the region under consideration, then
we can solve the system of equations (1.1.8) locally and determine ẋk

as functions of 2n + 1 independent variables (x, y, t). If f satisfies the
Euler-Lagrange equations

fxk −
d
dt

fẋk = 0, k = 1, . . . , n,

then it follows that ˙yk = fxk, k = 1, . . . , n. Therefore, we obtain by
the substitution (1.1.8) a system of 2n differential equations of the first
order,

ẋk = ẋk(x, y, t),
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ẏk = fxk(x, ẋ, t) = fxk(x, ẋ(x, y, t), t), k = 1, . . . , n.

Thus the Euler-Lagrange system ofn equations of the second order has
been reduced to a system of 2n equations of the first order.

This system of differential equations can be written in a different 11

way as follows. Consider the functionE(x, y, ẋ, t) of 3n+ 1 independent
real variables, defined by

E(x, y, ẋ, t) =
n

∑

k=1

ẋkyk − f (x, ẋ, t); (1.1.9)

this is twice continuously differentiable in all the variables. Then

dE =
n

∑

k=1

(ẋkdyk + ykdẋk) −
n

∑

k=1

( fxkdxk + fẋkdẋk) − ftdt.

Now if we assume thatyk = fẋk, k = 1, . . . , n, and| fẋk ẋ1 | , 0 everywhere,
then

n
∑

k=1

(ykdẋk − fẋkdẋk) = 0,

and hence

dE =
n

∑

k=1

(ẋkdyk − fxkdxk) − ftdt,

which means thatE is a functionE(x, y, t), twice continuously differen-
tiable in the 2n+ 1 independent variables (x, y, t). Therefore we get

∂E
∂xk
= − fxk ,

∂E
∂yk
= ẋk and

∂E
∂t
= − ft.

If now f satisfies the Euler-Lagrange equations, so that

fxk =
d
dt

fẋk = ẏk, k = 1, . . . , n,

then we get a system of 2n differential equations satisfied byE:

ẋk = Eyk, ẏk = −Exk , k = 1, . . . , n. (1.1.10)
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whereExk =
∂E(x, y, t)

∂xk
and Eyk =

∂E(x, y, t)
∂yk

. These equations are12

called thecanonical equations of Hamilton. If we assume that|ykẋ1 | =
| fẋk ẋ1 | , 0, then we see from the relationyk = fẋk (consideringfẋk as a
function of ẋ) that

dyk =

n
∑

l=1

fẋk ẋ1dẋ1.

Sincedẋk =
n
∑

l=1
Eykyl dy1, it follows that (fẋk ẋ1) and (Eykyl ) are matri-

ces which are inverses of each other. We haveEykyl = ẋkyl and hence
|ẋkyl | , 0. Conversely, suppose thatE = E(x, y, t) is 0 given twice con-
tinuously differentiable function of all the 3n+ 1 independent variables
and|Eykyl | , 0 everywhere, then the system of differential equations

ẋk = Eyk , ẏk = −Exk , k = 1, . . . , n,

can be reduced to the system of Euler-Lagrange equations. Tosee this
we put

f (x, y, ẋ, t) =
n

∑

k=1

ẋkyk − E(x, y, t) (1.1.11)

and considerf as a function of 3n+ 1 independent variables. Then

d f = −
n

∑

k=1

(Exkdxk + Eykdyk) − Etdt +
n

∑

k=1

(ẋkdyk + ykdẋk).

If the equations (1.1.10) are satisfied, then13

d f = −
n

∑

k=1

Exkdxk − Etdt +
n

∑

k=1

ykdẋk,

and if |Eyky1 | , 0, then we can solve locally foryl as a function of
ẋ = (ẋ1, . . . , ẋn). Substituting this in the expression (1.1.11) forf , we
may considerf as a function of 2n + 1 independent variables (x, ẋ, t).
Consequently,

fxk = −Exk , fẋk = yk, k = 1, . . . , n,
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which, together, with the system of equations ˙yk = −Exk of (1.1.10),
implies that

fxk −
d
dt

fẋk = 0, k = 1, . . . , n.

2 The transformation theory of Hamiltonian equa-
tions

We have shown in§ 1 that the system of Hamiltonian differential equa-
tions can be obtained from the Euler-Lagrange differential equations
(by means of the Legendre transformation) and conversely. We shall
now show that the Hamiltonian equations can also be obtaineddirectly
from the variational problem, without using the Legendre transforma-
tion. This is done in the following way. Suppose that a twice continu-
ously differentiable functionE(x, y, t) of 2n + 1 independent real vari-
ables (x, y, t) is given. We generalize slightly and consider the function
f of 4n+ 1 independent variables (x, y, ẋ, ẏ, t) defined by 14

f (x, y, ẋ, ẏ, t) =
n

∑

r=1

ẋryr − E(x, y, t). (1.2.1)

(The variable ˙y = (ẏ1, . . . , ẏn)) does not really appear on the right hand
side.) It is clear that the functionf is twice continuously differentiable
in all its variables. Then the Lagrangian derivatives off , calculated
with respect to (xk, ẋk) and (yk, ẏk) and denoted by∧xk( f ) and∧yk( f )
respectively, are given by

∧xk( f ) ≡ fxk −
d
dt

fẋk = −Exk − ẏk, (1.2.2)

∧yk( f ) ≡ fyk −
d
dt

fẏk = ẋk − Eyk , k = 1, . . . , n.

Hence the Euler-Lagrange equations forf become

−Exk − ẏk = 0, ẋk − Eyk = 0, k = 1, . . . , n, (1.2.3)

which are precisely the Hamiltonian equations. Converselythe system
(1.2.3) of equations implies thatf satisfies the Euler-Lagrange equa-
tions. Thus the Hamiltonian equations can be considered as necessary
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conditions for the existence of a twice continuously differentiable func-
tion (x(t), y(t)) = (x1(t), . . . , xn(t), y1(t), . . . , yn(t)) which is a solution of
the problem of minimising the integral

t2
∫

t1

f (x, y, ẋ, ẏ, t)dt

with the prescribed initial conditions (x(t1), y(t1)) and (x(t2), y(t2)).
We proceed to discuss the transformation theory of the Hamilto-15

nian equations. We consider 2n new independent real variablesξ =
(ξ1, . . . , ξn) andη = (η1, . . . , ηn) and the transformation

xk = ϕk(ξ, η, t), yk = ψk(ξ, η, t), k = 1, . . . , n, (1.2.4)

whereϕk andψk are twice continuously differentiable functions of the

2n + 1 independent variables (ξ, η, t) with the Jacobian
∂(ϕ, ψ)
∂(x, y)

non-

vanishing. In general such a transformation does not leave invariant
the Euler-Lagrange equations in the Hamiltonian form:

Exk = −ẏk, Eyk = ẋk, k = 1, . . . , n. (1.2.5)

We wish to investigate conditions under which a transformation of the
type (1.2.4) leaves the equations in the Hamiltonian form (1.2.5) invari-
ant. For this purpose we consider the functionf of 4n+ 1 independent
variables (x, y, ẋ, ẏ, t) defined by (1.2.1):

f (x, y, ẋ, ẏ, t) =
n

∑

r=1

ẋryr − E(x, y, t).

We have seen that the Lagrangian derivatives off , computed formally
relative to (xk, ẋk) and (yk, ẏk) respectively, are

∧xk( f ) = −Exk − ẏk and ∧yk ( f ) = ẋk − Eyk , k = 1, . . . , n.

These are in the Hamiltonian form. We substituteϕk(ξ, η, t) andψk(ξ,
η, t) for xk andyk respectively in the expression (1.2.1) forf and we con-
sider f as a function of the 4n+1 new independent variables (ξ, η, ξ̇, η̇, t).16
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We then obtain the Lagrangian derivatives in the new variables:

∧ξk( f ) ≡ fξk −
d
dt

fẋk ,∧ηk( f ) ≡ fη,k −
d
dt

fη̇k, k = 1, . . . , n.

Now if the transformation of the variables from (ξ, η) to (x, y) is to leave
invariant the Lagrangian derivative in the Hamiltonian form, we have to
determine a twice continuously differentiable functionE = E(ξ, η, t) of
the 2n+ 1 independent real variables (ξ, η, t) such that

∧ξk( f ) = −Eξk − η̇k, ∧ηk( f ) = ξ̇k − Eηk, k = 1, . . . , n. (1.2.6)

On the other hand, if we consider the functionh = h(ξ, η, ξ̇, η̇, t) of the
4n+ 1 independent variables (ξ, η, ξ̇, η̇, t) defined by

h(ξ, η, ξ̇, η̇, t) =
n

∑

k=1

ξ̇nηk − E(ξ, η, t), (1.2.7)

then the Lagrangian derivatives ofh are again given by

∧ξk(h) = −Eξk − η̇k,∧ηk(h) = ξ̇k − Eηk, k = 1, . . . , n. (1.2.8)

The systems (1.2.6) and (1.2.8) together mean that the function s =
f − h is twice continuously differentiable in the variables (ξ, η, ξ̇, η̇, t)
and satisfies the Euler-Lagrange equations

∧ξk(s) = 0, ∧ηk(s) = 0, k = 1, . . . , n.

We have shown in§ 1 that in such a case there exists a twice contin-
uously differentiable functionσ = σ(ξ, η, t) of the 2n + 1 independent 17

variables (ξ, η, t) such thats=
d
dt
σ(ξ, η, t). This means thatf = h+

dσ
dt

and hence,f considered as a function of the variables (ξ, η, ξ̇, η̇, t) has
the form

f (ξ, η, ξ̇, η̇, t) =
n

∑

k=1

ξ̇kηk − E(ξ, η, t) +
d
dt
σ(ξ, η, t). (1.2.9)
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If we denote byσt, σξk, σηk the partial derivatives ofσ with respect to
t, ξk andηk respectively, then we have

d
dt
σ(ξ, η, t) =

n
∑

k=1

(σξk ξ̇k + σηkη̇k) + σt.

Sinceẋr =
n
∑

k=1
(xrξkξ̇k+ xrηkη̇k)+ xrt , the expression (1.2.1) forf becomes

f = −E(x(ξ, η, t), y(ξ, η, t), t) +
n

∑

r=1

((xrξk ξ̇k + xrηkη̇k) + xrt)yr .

Then we get

d
dt
σ(ξ, η, t) = f − h = E(ξ, η, t) − E(x, y, t) −

n
∑

k=1

ξ̇kηk+

+

n
∑

r=1

















n
∑

k=1

(xrξk ξ̇k + xrηkη̇k) + xrt

















yr ,

and therefore, comparing the coefficients ofξ̇k andη̇k and the remaining
terms, we have

σξk =

n
∑

r=1

xrξkyr − ηk,

σηk =

n
∑

r=1

xrηkyr , k = 1, . . . , n, (1.2.10)

and σt =

n
∑

r=1

xrtyr + E(ξ, η, t) − E(x, y, t).

The functionE(ξ, η, t) is therefore determined by the last identity if the18

functionσ(ξ, η, t) is known. However, the first two identities in (1.2.10)
give the partial derivatives ofσ with respect toξk and ηk. Hence a
necessary and sufficient condition that there exist a twice continuously
differentiable functionσ of 2n + 1 independent variables (ξ, η, t) with
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∂σ

∂ξk
and

∂σ

∂ηk
given by the first two equations in (1.2.10) is thatσ satisfy

the integrability conditions:

σξkξ1 = σξ1ξk, σξkη1 = ση1ξk, σηkη1 = ση1ηk, k, l = 1, . . . , n.

Using the expressions forσξk andση1 from (1.2.10) the integrability
conditions become















n
∑

r=1

xrξkyr − ηk















ξ1

=















n
∑

r=1

xrξl yr − η1















ξk

,















n
∑

r=1

xrξkyr − ηk















η1

=















n
∑

r=1

xrη1yr















ξk

,















n
∑

r=1

xrηkyr















η1

=















n
∑

r=1

xrη1yr















ηk

.

Sincexr is twice continuously differentiable in all the variables (ξ, η, t),
we have

xrξkξ1 = xrξ1ξk, xrξkη1 = xrη1ξk, xrηkη1 = xrη1ηk,

k, l = 1, . . . , n, and we get

n
∑

r=1

xrξkyrξ1 =

n
∑

r=1

xrξ1yrξk,

n
∑

r=1

xrξkyrη1 − δkl =

n
∑

r=1

xrη1yrξk, (1.2.11)

n
∑

r=1

xrηkyrη1 =

n
∑

r=1

xrη1yrηk,

k, l = 1, . . . , n, whereδkk = 1 andδkl = 0, k , 1. These integrability 19

conditions can best be written in matrix form. Denoting byA, B,C,D
respectively then-rowed square matrices

A = (xkξ1), B = (xkη1),C = (ykξ1),D = (ykη1),
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we can write the equations (1.2.11) in the form

A′C = C′A, A′D − E = C′B, B′D = D′B, (1.2.12)

whereE is then-rowed unit matrix (δkl). We denote byM the 2n-rowed
matrix

M =

(

A B
C D

)

.

M is precisely the Jacobian matrix of the transformation from(ξ, η) to
(x, y) given byxk = ϕk(ξ, η, t), yk = ψk(ξ, η, t), k = 1, . . . , n. Denoting
by J the 2n-rowed matrix

J =

(

0 E
−E 0

)

,

where 0 stands for then-rowed zero-matrix, the integrability conditions20

(1.2.12) can be condensed into the single condition:

M′JM = J. (1.2.13)

A 2n-rowed matrixM satisfying the condition (1.2.13) is called asym-

plectic matrix. We observe thatJ′ = −J and thatJ2
= −

(

E 0
0 E

)

, which

shows thatJ itself is a symplectic matrix. We recall that the symplectic
matrices form a group under matrix multiplication; this group is called
the real symplectic group.

Thus the integrability conditions expressed by (1.2.13) state that the
Jacobian matrix of the transformation from (ξ, η) to (x, y) defined by
(1.2.4) is symplectic. Since the integrability conditionsare derived from
the first two equations in (1.2.10) which are independent of the function
E(x, y, t), it follows that the conditionM′JM = J is also independent of
the choice of the functionE(x, y, t) in the expression (1.2.1) forf .

A transformationxk = ϕk(ξ, η, t), yk = ψk(ξ, η, t) whereϕk, ψk, k =
1, . . . , n, are twice continuously differentiable functions of the 2n + 1
independent variables (ξ, η, t) such that the Jacobian matrixM of the
transformation is non-singular, is calledcanonical if the matrix M is
symplectic.
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Under a canonical transformation then the Hamiltonian equations
preserve their form. We consider now the question of determining all
canonical transformations, or, equivalently, the problemof solving the
matrix equationsM′JM = J in M. We do this first under an additional21

restriction. Suppose thatxk = ϕk(ξ, η, t), yk = ψk(ξ, η, t), k = 1, . . . , n,
is a given transformation with the additional property thatthe determi-
nant B = |xkη1 | , 0; |B| is precisely the Jacobian of the transforma-
tion xk = ϕk(ξ, η, t), k = 1, . . . , n, whereϕk are considered as func-
tions of the independent variablesη = (η1, . . . , ηn) alone. Now by the
implicit function theorem we can slove locally forη1 as functions of
(x, ξ, t) : η1 = η1(x, ξ, t) and substituting this inyk = ψk(ξ, η, t), we
haveyk = yk(x, ξ, t). Sinceϕk andψk are twice continuously differ-
entiable in all the variables (ξ, η, t), it follows that η1, and hencey1,
are twice continuously differentiable functions of (x, ξ, t). Substituting
η1 = η1(x, ξ, t), l = 1, . . . , n, in σ = σ(ξ, η, t), we get a new function

W ≡W(x, ξ, t) = σ(ξ, η(x, ξ, t), t),

which is again twice continuously differentiable in (x, ξ, t). Then we
have the identity

d
dt
σ(ξ, η, t) =

n
∑

r=1

ẋryr − E(x, y, t) −
n

∑

r=1

ξ̇rηr + E(ξ, η, t),

from which we obtain

d
dt

W(x, ξ, t) =
n

∑

r=1

ẋryr (x, ξ, t) − E(x, y(x, ξ, t), t)−

−
n

∑

r=1

ξ̇rηr (x, ξ, t) + E(ξ, η(x, ξ, t), t).

But since
d
dt

W(x, ξ, t) =Wt +

n
∑

k=1

(Wxk ẋk +Wξk ξ̇k),

we get, comparing the coefficients ofẋk, ξ̇k and the remaining terms, 22
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yk =Wxk , ηk = −Wξk, k = 1, . . . , n,

E(x, y, t) = E(ξ, η, t) −Wt. (1.2.14)

Since |B| = |xkη1| , 0 and the matrix (ηkx1) is the inverse of the ma-
trix (xkη1), it follows that |ηkx1 | , 0. Therefore we have|Wξkx1 | =
(−1)n|ηkx1 | , 0. Thus, given the transformationxk = ϕk(ξ, η, t), yk =

ψk(ξ, η, t), k = 1, . . . , n, with |xkη1| , 0, there exists a twice continu-
ously differentiable functionW = W(x, ξ, t) such that|Wξkx1 | , 0. Con-
versely, suppose that we are given an arbitrary twice continuously dif-
ferentiable functionW(x, ξ, t) of 2n + 1 independent variables (x, ξ, t)
with |Wξkxl | , 0. Then we set

ηk(x, ξ, t) = −Wξk(x, ξ, t), yk =Wxk(x, ξ, t).

The first of these can be considered as a function ofx only and since
|Wξkx1 | = (−1)n|ηkx1 | , 0 by assumption, we can solve locally and
obtain xk as a functionϕk(ξ, η, t) of (ξ, η, t). Substituting this inyk =

Wxk(x, ξ, t), we define the transformation

xk = ϕk(ξ, η, t), yk = ψk(ξ, η, t), k = 1, . . . , n.

Further, since the matrix (xkη1) is the inverse of the matrix (ηkx1) =
−(Wξkx1), it follows that |B| = |xkη1 | , 0.23

Let us consider the identity transformationxk = ξk, yk = ηk, whose
Jacobian matrixM =

(

A B
C D

)

is the 2n-rowed identity matrix (evidently
symplectic); hereB = 0, so that the condition|B| , 0 is not satisfied and
the theory above does not apply. However, even this case can be covered
in the following way. We use the fact that nevertheless|A| = |E| , 0.

Suppose that we are given a transformationxk = ϕk(ξ, η, t), yk =

ψk(ξ, η, t) whereϕk, ψk are twice continuously differentiable functions

of (ξ, η, t) with the Jacobian matrixM =
∂(ϕ, ψ)
∂(ξ, η)

non-singular. Suppose

that M has the additional property that|A| = |xkξ1 | , 0. We consider the
transformationξk = η′k, ηk = −ξ′k, k = 1, . . . , n, from the independent
variables (ξ′, η′) to (ξ, η). The Jacobian matrix of this transformation is
(

0 E
−E 0

)

= J andJ itself is a symplectic matrix. The Jacobian matrix of
the composite transformation of the variables (ξ′, η′) to (x, y) defined by

xk = ϕk(ξ, η, t) = ϕk(η
′,−ξ′, t)
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yk = ψk(ξ, η, t) = ψk(η
′,−ξ′, t), k = 1, . . . , n,

is the product matrix
(

A B
C D

) (

0 E
−E 0

)

=

(

−B A
−D C

)

.

SinceJ is symplectic and the symplectic matrices form a group under
matrix multiplication, we see that ifM =

(

A B
C D

)

is symplectic, then 24
(

−B A
−D C

)

is also symplectic and conversely. Thus the Jacobian matrix
of the composite of the two transformations is of the form previously
considered since|A| , 0, and hence our argument can be applied to
prove that there exists a twice continuously differentiable functionW′ =
W′(x, ξ′, t) such that|W′xkξ

′
1
| , 0 andyk = W′xk

, η′k = −W′
ξ′k

, k = 1, . . . , n.

We remark that the transformationxk = ηk, yk = −ξk whose Ja-
cobian matrix is

(

0 E
−E 0

)

= J belongs to the type we have considered
and moreoverJ is symplectic. This proves the existence of non-trivial
canonical transformations with the property that|B| = |xkη1| , 0.

If both |A| and |B| are zero we can still proceed using the fact that
a symplectic matrix can be expressed as a product of two symplectic
matrices in each of which either the condition|A| , 0 or |B| , 0 is
satisfied.

We now come to the partial differential equation of Hamilton-Jacobi.
Consider the system of Hamiltonian differential equations

ẋk = Eyk, ẏk = −Exk , k = 1, . . . , n,

whereE = E(x, y, t) is a twice continuously differentiable function of

the 2n + 1 variables (x, y, t). Taking f =
n
∑

k=1
ẋkyk − E we can write this

in the form

∧xk( f ) ≡ −ẏk − Exk = 0, ∧yk( f ) ≡ ẋk − Eyk = 0, k = 1, . . . , n.

Let xk = ϕk(ξ, η, t), yk = ψk(ξ, η, t) be a transformation of the variables25

(ξ, η) to (x, y), whereϕk, ψk are twice continuously differentiable func-

tions of all the variables (ξ, η, t) with Jacobian
∂(ϕ, ψ)
∂(ξ, η)

, 0. If this is a
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canonical transformation, then there exists a twice continuously differ-
entiable functionE = E(ξ, η, t) such that

∧ξk( f ) = −η̇k − Eξk,∧ηk( f ) = ξ̇k − Eηk, k = 1, . . . , n,

where f is considered as a function of the variables (ξ, η, ξ̇, η̇, t). Since
the Lagrangian derivatives are invariant under a canonicaltransforma-
tion, this would imply that∧ξk( f ) = 0,∧ηk( f ) = 0, k = 1, . . . , n.

Now suppose that the canonical transformation above:xk = ϕk(ξ,
η, t), yk = ψk(ξ, η, t), is such thatE(ξ, η, t) ≡ 0; then the Hamiltonian
differential equations take the trivial forṁξk = 0, η̇k = 0, which has a
trivial solutionξk = constant,ηk = constant,k = 1, . . .n.

We have constructed a canonical transformation starting from a
‘generating function’, i.e. a twice continuously differentiable function
W = W(x, η, t) of the 2n + 1 variables (x, ξ, t) with |Wxkξ1 | , 0. Then
we have seen thatW satisfies the relationE(ξ, η, t) = E(x, y, t) + Wt.
Hence, in order thatE(ξ, η, t) ≡ 0 it is necessary and sufficient that
E(x, y, t)+Wt = 0. We obtained the canonical transformation by defining26

yk =Wxk. Then this condition becomes

E(x,Wx, t) +Wt = 0, (1.2.15)

and this is theHamilton-Jacobi partial differential equationsatisfied by
W. Thus, if the canonical transformation constructed from a generating
function W transforms the Hamiltonian differential equations into the
trivial form ξ̇k = 0, η̇k = 0, k = 1, . . . , n, thenW satisfies the Hamilton-
Jacobi partial differential equation.

Conversely, suppose thatW satisfies the Hamilton-Jacobi partial dif-
ferential equation; then we obtain a canonical transformation in the fol-
lowing way. Defineηk = −Wξk, yk = Wxk. Since|Wξkxl | = |Wxkξ1| , 0,
we can solve the equationηk = −Wξk locally and expressxk as a func-
tion ϕk(ξ, η, t) which, on substitution inyk = Wxk, givesyk = ψk(ξ, η, t).
Moreover, since under this transformationE(ξ, η, t) = E(x, y, t) +Wt =

E(x,Wx, t) + Wt = 0, it follows that the transformation thus obtained
reduces the Hamiltonian system of differential equations into the trivial
form ξ̇k = 0, η̇k = 0.
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3 Cauchy’s theorem on the existence of solutions of
a system of ordinary differential equations

Suppose that we are givenm real-valued functionsfk = fk(x1, . . . , xm),
k = 1, . . . ,m, of m independent real variables (x1, . . . , xm) andm real
numbersξ1, . . . , ξm. Let nowxk = xk(t) bem real-valued functions of a

real variablet in some interval; denote by ˙xk the derivative
d
dt

xk(t). We 27

shall consider the system of ordinary differential equations

ẋk = fk(x1, . . . , xm), k = 1, . . . ,m,

in themunknown functionsxk(t) taking the initial valuesξk at the point
t = τ : xk(τ) = ξk. It is well known that if fk are, for instance,
Hölder continuous in a real neighbourhood of the point (ξ1, . . . , ξm) in
m-dimensional Euclidean space, then there exists a solutionxk of the
system of differential equations in a real neighbourhood ofτ, satisfying
the initial conditionxk(τ) = ξk. We shall consider the system of dif-
ferential equations in the complex domain and seek complex solutions
xk. More precisely, letξ1, . . . , ξm bemgiven complex numbers. We shall
assume that thefk are complex valued regular analytic functions ofm in-
dependent complex variables (x1, . . . , xm) in a complex neighbourhood
of (ξ1, . . . , ξm):
|xk − ξk| < rk, rk > 0, k = 1, . . . ,m. To simplify the notation we

shall assume that thefk are regular analytic functions in the region|xk −
ξk| < r = min(r1, . . . , rm). Let us suppose further that there is a positive
constantC such that| f (x1, . . . , xm)| ≤ C for x in the region|xk − ξk| < r.
We shall prove the following existence theorem due to Cauchy.

Theorem . If fk are regular analytic functions of m complex variables
(x1, . . . , xm) in a complex neighbourhood|xk − ξk| < r of the point
(ξ1, . . . , ξm) and | fk| ≤ C in this region, then the system of differential
equations

ẋk = fk(x1, . . . , xm), k = 1, . . . ,m, (1.3.1)

has a solution xk = xk(t) in the complex neighbourhood 28

|t − τ| < r/(m+ 1)C (1.3.2)
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of the pointτ, such that the xk(t) are regular analytic functions of the
variable t in this region with xk(τ) = ξk and

|xk(t) − ξk| < r, k = 1, . . . ,m

in the region (1.3.2).

Proof. The idea used by Cauchy is the following. One writes thexk as
power-series with undertermined coefficients, inserts these into the dif-
ferential equations (1.3.1) and equates the coefficients on both sides; the
coefficients of the power-series forxk are now determined and one then
proves the convergence of the resulting power-series by themethod of
majorization. We shall first of all simplify the notation in the following
way. Define new variablesx∗1, . . . , x

∗
m and t∗ by means of the substitu-

tions

x∗k = (xk − ξk)/r, k = 1, . . . ,m; t∗ =
c
r
(t − τ),

i.e. xk = rx∗k + ξk, and t =
r
C

t∗ + τ.

Then |x∗k| < 1 and|t∗| < 1/(m+ 1) for (x1, . . . , xm, t) in the region
|xk − ξk| < r and |t − τ| < r/(m+ 1)C. Now the system of differential
equations (1.3.1) becomes

c
dx∗k
dt∗
= fk(rx

∗
1 + ξ1 . . . , rx

∗
m + ξm).

Setting f ∗k (x∗1, . . . , x
∗
m) =

1
C

fk(rx∗1+ξ1, . . . , rx∗m+ξm), this takes the form29

dx∗k
dt∗
= f ∗k (x∗1, . . . , x

∗
m), k = 1, . . . ,m, (1.3.3)

where f ∗k are regular analytic functions of the new complex variables
(x∗1, . . . , x

∗
m) in the region|x∗k| < 1 and further,| f ∗k | ≤ 1 in this region.

This is again of the form (1.3.1). Now the statement of the theorem reads
as follows: there exists a complex regular analytic solution x∗k = x∗k(t

∗)
in the complex region|t∗| < 1/(m+ 1) of the system (1.3.3) with the
initial condition x∗k(0) = 0 and with|x∗k(t

∗)| < 1 for |t∗| < 1/(m+ 1). It
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is clear that every solutionx∗k(t
∗) of this problem gives a solution of the

original problem (1.3.1) and vice versa. Hence it is enough to consider
the system (1.3.1) in the situation in whichξk = 0, τ = 0, fk regular
analytic in the complex region|xk| < 1, and| fk| ≤ 1.

We shall, first of all, construct a formal solution of the system (1.3.1)
with the initial condition xk(0) = 0. Since we seek regular analytic
solutionsxk = xk(t) with xk(0) = 0, we shall consider the formal power-
series

xk = xk(t) =
∞
∑

n=1

αk,ntn, (1.3.4)

where the coefficientsαk,n are complex numbers, to be determined. We
introduce the following notation in order to simplify the writing. If

ϕ =
∞
∑

l=0
cl tl is a formal power-series in one variable with complex co-30

efficients, for each integern ≥ 0 we shall denote the partial sum
n
∑

l=0
cl tl

by ϕn, and the coefficient oftn by (ϕ)n. It is clear that (ϕn)n = (ϕ)n. Fur-
ther, ifψ is another formal power series, then we have (ϕ±ψ)n = ϕn±ψn

and (ϕψ)n = (ϕnψn)n. Since eachfk is a complex regular analytic func-
tion of the variables (x1, . . . , xm), is has a power-series expansion with
complex coefficients:

fk =
∞
∑

l1,...,lm=0

ak,l1...lmxl1
1 . . . x

lm
m . (1.3.5)

For the moment we shall not be interested in the convergnece of this

series. Substituting (1.3.4) forxk(t) and
∞
∑

n=0
(n+1)αk,n+1tn for ẋk(t) in the

differential equations ˙xk = fk(x1, . . . , xm) and comparing the coefficients
of tn on the two sides, we obtain, using (1.3.5),

(n+ 1)αk,n+1 =

∞
∑

l1...lm=0

ak,l1...lm(xl1
1 . . . x

lm
m)n. (1.3.6)

We observe that the power-series forxk(t) contains no constant term and
consequently, there is no contribution to the termtn on the right side in
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(1.3.6) if l1 + . . . + lm > n; hence, for eachn, the right side of (1.3.6)
contains only finitely many terms. Then, with the notation introduced
earlier, (1.3.6) becomes

(n+ 1)αk,n+1 =

∞
∑

l1...lm=0

ak,l1...lm((x1n)l1 . . . (xmn)
lm)n (1.3.7)

This is a recurrence formula for determining the coefficientsαk,n, k =31

1, . . . ,m; n = 1, 2, . . .. We show now by induction onn that theαk,n are
polynomials inar,l1...lm with non-negative rational coefficients. In fact,
we haveαk,1 = ak,0...0 for k = 1, . . . ,m, so that we can start the induction.
Suppose thatαk,1, . . . , αk,n, k = 1, . . . ,m, have already been determined
as polynomials inar,l1...lm with non-negative rational coefficients. Since

eachxk,n =
n
∑

q=1
αk,qtq, and l1, . . . , lm are non-negative integers, it fol-

lows that ((x1n)l1 . . . (xmn)lm)n is a polynomial inar,p1,...,pm and hence, by
(1.3.7), so isαk,n+1. Thus the coefficientsαk,n in the formal power-series
expansion (1.3.4) forxk are determined.

Next we shall prove the convergence of the formal power-series
(1.3.4) for xk = xk(t). For this we make use of the method of majo-
rants and this idea is due to Cauchy. Suppose that

f =
∞
∑

l1...lm=0

al1...lmxl1
1 . . . x

lm
m , g =

∞
∑

l1...lm=0

bl1...lmxl1
1 . . . x

lm
m

are two formal power-series inm variables with the coefficientsal1...lm
complex andbl1...lm non-negative real numbers. We shall say thatf is
majorized by g(or g is amajorantof f ) if

|al1...lm| ≤ bl1...lm, l1, . . . , lm = 0, 1, . . .

and we denote this byf ≺ g or g ≻ f . If fk andgk are formal power-
series withfk ≺ gk, then the system of differential equations32

ẏk = gk(y1, . . . , ym), k = 1, . . . ,m,

wheregk =
∞
∑

l1...lm=0
bk,l1...lmyl1

1 . . . y
lm
m , is called amajorant system. This

system of differential equations with the initial conditionyk(0) = 0,
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k = 1, . . . ,m, can be solved as above and one obtains a formal solution
yk(t) in a formal power-series in one variablet:

yk(t) =
∞
∑

n=1

βk,ntn, k = 1, . . . ,m.

Once again the coefficientsβk,n are determined by means of the recur-
rence formula

(n+ 1)βk,n+1 =

∞
∑

l1...lm=0

bk,l1...lm((y1n)l1 . . . (ymn)
lm)n. (1.3.8)

As before one can show by induction that theβk,n are polynomials in
br,l1...lm with non-negative rational coefficients. Sincebr,l1...lm are them-
selves non-negative, we see that theβk,n are non-negative.

Now we shall show that ifyk = yk(t) is a solution of a majorant
system

ẏk = gk(y1, . . . , ym), k = 1, . . . ,m, (1.3.9)

of the system (1.3.1), with initial conditionsyk(0) = 0, thenxk ≺ yk,
k = 1, . . . ,m, as power-series in the variablet. In other words, we show
that

|αk,n| ≤ βk,n, k = 1, . . . ,m; n = 1, 2, . . . (1.3.10)

This is done by induction onn. Since forn = 1 we have 33

|αk,1| = |ak,0...0| ≤ bk,0...0 = βk,1,

we can start the induction. Suppose that (1.3.10) has been proved for
n = 1, . . . , q; then by the recurrence formulas (1.3.7) and (1.3.8) we
have

(q+ 1)|αk,q+1| = |
∞
∑

l1...lm=0

ak,l1...lm((x1q)l1 . . . (xmq)
lm)q|

≤
∞
∑

l1...lm=0

|ak,l1...lm| |((x1q)l1 . . . (xmq)
lm)q|
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≤
∞
∑

l1...lm=0

bk,l1...lm((y1q)l1 . . . (ymq)
lm)q

= (q+ 1)βk,q+1.

This proves the assertion thatxk ≺ yk, k = 1, . . .m.
Thus, in order to prove that thexk(t) are regular analytic functions

of the variablet, it is enough to determine a suitable majorant system of
differential equations (1.3.9) and solve it foryk(t), with initial condition
yk(0) = 0, as a power-series convergent in some region. This is done in
the following way. If fk are regular analytic functions of the complex
variablesx1, . . . , xm in a complex region|xk| < rk, k = 1, . . . ,m, then by
Cauchy’s integral formula we have

ak,l1...lm =
1

(2πi)m

∫

C1

. . .

∫

Cm

fk(x1, . . . , xm)

xl1+1
1 . . . xlm+1

m

dx1 . . . dxm,

whereCk denotes the circle|xk| = ρk < rk, k = 1, . . . ,m. If | fk(x1, . . . ,34

xm)| ≤ M, then it follows that

|ak,l1...lm| ≤ M/ρl1
1 . . . ρ

lm
m , l1, . . . , lm = 0, 1, 2, . . .

Since in our caseM = 1 and r = 1, we have|ak,l1...lm| ≤ 1 for all
l1, . . . , lm = 0, 1, 2, . . .. Hence we choosebk,l1...lm = 1 for k = 1, . . . ,m
and all l1, . . . , lm = 0, 1, 2 . . .. Thus for eachgk, k = 1, . . . ,m, we take
the power-series

∞
∑

l1,...,lm=0

yl1
1 . . . y

lm
m ,

which is the product ofm geometric series with sum

1
(1− y1) · · · (1− ym)

.

This is independent ofk and hence a majorant system for (1.3.1) is given
by

ẏk =
1

(1− y1) . . . (1− ym)
, k = 1, . . . ,m,
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with the initial conditionyk(0) = 0. A solution of this system is given by
the solutiony1 = . . . = ym = y = y(t) of the single differential equation

ẏ(t) = 1/(1− y)m,

with the initial conditiony(0) = 0; integrating this we get 35

y(t) = 1− (1− (m+ 1)t)
1

m+1 .

Expanding the right side as a binomial series we get

y(t) =
∞
∑

n=1

( 1
m+1
n

)

(−1)n−1(m+ 1)ntn.

The coefficients in this expansion are all positive and the power-series
converges for|t| < 1/(m+ 1). Sinceyk ≻ xk, this proves that the power-
seris (1.3.4) forxk(t) converges for|t| < 1/(m+ 1), so that thexk(t) are
regular analytic functions in this region of the complext-plane.

It now remains only to show that|xk(t)| < 1 in the region|t| < 1/(m+
1). This is an immediate consequence of the fact that for|t| < 1/(m+ 1),
we have

|xk(t)| ≤ y(|t|) = 1− (1− (m+ 1)|t|)
1

m+1 < 1.

This completes the proof of the theorem.
We have so far assumed that thefk do not contain the variablet

explicitly. However, the case in which thefk are regular analytic func-
tions of them+1 complex variables (x1, . . . , xm, t) in the neighbourhood
|xk − ξk| < r, |t − τ| < r of the point (ξ1, . . . , ξm, t) can be covered as
follows. We takexm+1 = t and consider the system ofm+ 1 differential
equations

ẋk = fk(x1, . . . , xm, xm+1), k = 1, . . . ,m,

ẋm+1 = 1,

with initial conditionsxk(τ) = ξk, k = 1, . . . ,m, andxm+1(τ) = τ. Thus 36

we obtain Cauchy’s theorem in this more general case also.
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For our applications to Celestial Mechanics we need consider only
a real variablet. Let us suppose thatτ, ξ1, . . . , ξm arem+1 real numbers
and that thefk are real:

fk =
∞
∑

l1...lm=0

ak,l1...lmxl1
1 . . . x

lm
m ,

with the coefficientsak,l1...lm real; then by the recurrence formula (1.3.7),

the coefficientsαk,n in the power-series expansionxk(t) =
∞
∑

n=0
αk,n(t−τ)n

of the solution of the system of equations (1.3.1) with initial condition
xk(τ) = ξk, being polynomials inar,l1...lm with non-negative coefficients,
are themselves real.

Consider the half-open intervalt1 ≤ t < t2 and suppose thatxk =

xk(t) are real-valued regular analytic functions of the variable t in this
interval. We have therefore a regular analytic curve inm-dimensional
Euclidean space. Assume thatfk = fk(x1, . . . , xm) are regular analytic
functions in a bounded closed point setD of m-dimensional Euclidean
space containing this curvex(t), t1 ≤ t < t2 and suppose that the func-
tions xk = xk(t) satisfy the differential equations ˙xk = fk(x1, . . . , xm) in
the intervalt1 ≤ t < t2. Then we claim that the solutionsxk(t) of the37

system (1.3.1) which are regular analytic in the intervalt1 ≤ t < t2 can
be continued analytically as anlytic functions regular also att = t2. This
can be proved in the following way. �

For every point (ξ1, . . . , ξm) of D there exists a complex neighbour-
hood|xk−ξk| < rk, k = 1, . . . ,m, in which fk is a regular analytic function
of the m complex variables (x1, . . . , xm). As (ξ1, . . . , ξm) runs through
the point setD such neighbourhoods coverD. The union of all these
neighbourhoods is an open point setF. Then by the idea of the proof
of the Heine-Borel theorem we can choose a sufficiently small positive
numberr such that a finite unionG of the neighbourhoods|xk − ξk| ≤ r,
k = 1, . . . ,m containsD and is contained inF. SinceG is closed and
bounded and them functions fk are regular analytic everywhere onG,
it follows that eachfk is bounded onG. Therefore we can assume that
| fk| ≤ C in the region|xk − ξk| ≤ r, k = 1, . . . ,m, whereC is a positive
constant independent of the pointξ in D.
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Now take any real numberτ in the interval t1 ≤ t < t2. Then
by Cauchy’s existence theorem there exists a regular analytic solution
x∗(t) = (x∗1(t), . . . , x∗m(t)) in the complex region|t − τ| < r/(m+ 1)C,
taking the initial valuesx∗k(τ) = ξk. If we now takeτ in t1 ≤ t < t2 such
that |t2− τ| < r/(m+1)C andξk = xk(τ), then it follows that the solution
x∗k(t) is regular analytic att = t2, k = 1, . . . ,m. Sincexk(t) and x∗k(t)
are regular analytic functions of the variablet in the (connected) region38

|t − τ| < r/(m+ 1)C, τ ≤ t < t2, andxk(τ) = ξk = x∗k(τ), we conclude
that xk(t) = x∗k(t) for all t in this region. This shows thatxk(t) can be
continued analytically on the real intervalτ ≤ t ≤ t2 so as to be regular
at t = t2.

In the following we shall be interested in applying the Cauchy exis-
tence theorem to a Hamiltonian system of differential equations. We ob-
serve that in this case the functionsfk in the system ˙xk = fk(x1, . . . , xm),
k = 1, . . . ,m, are obtained starting from a single functionE = E(x, y, t)
which is twice ontinuously differentiable in all its variables (x, y, t). (We
have used the obvious notationm = 2n andx1, . . . , xm stand for the 2n
independent variablesx, y). In fact, the functionsfk are the derivatives
Eyk and -Exk, and so in order to apply the Cauchy existence theorem we
need estimates for -Exk andEyk. If the functionE is a regular analytic
function of its variables (x, y, t) in some complex region and is bounded
by a constantM there, then one can obtain a boundedC for Exk andEyk

in terms ofM by using the Cauchy integral formula. Since the domain
of existence of the solution depends on this constantC, it follows that
this domain can be determined in terms ofM itself in our case.

In order to make this more precise we begin with the followingre-
mark. Let f (x) be a regular analytic function of are complex variable in
the disc|x| < r and let| f (x)| ≤ C in |x| < r. If ξ is any point in the disc,
then by the Cauchy integral formula we have

f ′(ξ) =
1

2πi

∫

Γ

f (x)

(x− ξ)2
dx,

whereΓ is a simple closed curve aroundξ and contained in the disc39

|x| < r. We however assume now thatf is regular analytic in a larger
disc |x| < 2r and restrict ourselves to pointsξ in the closed disc|ξ| ≤ r.



30 1. The differential equations of mechanics

We take for the curveΓ the circle|x− ξ| = ρ where 0< ρ < r. Then we
get, from the formula above, the estimate| f ′(ξ)| ≤ C/r.

Now we takem = 2n and the 2n variables (x, y) = (x1, . . . , xn, y1,

. . . , yn). Let ξk, ηk, k = 1, . . . , n, be 2n given complex constants. Sup-
pose thatE = E(x, y) is a regular analytic function of the 2n complex
variables (x, y) in the region|xk − ξk| < 2r, |yk − ηk| < 2r, k = 1, . . . , n,
and is independent of the variablet. Then, by the remarks made above,
consideringE as a function of the variablesxk and yk in turn, it fol-
lows immediately that for all points (x, y) in the region|xk − ξk| ≤
r, |yk − ηk| ≤ r, k = 1, . . . , n, we have the estimates|Eyk(x, y)| ≤ C/r,
| − Exk(x, y)| ≤ C/r. Consequently, by the existence theorem we see
that if τ is a given complex number, then there exists a regular ana-
lytic solution xk = xk(t), yk = yk(t) of the Hamiltonian system of equa-
tions ẋk = Eyk, ẏk = −Exk, k = 1, . . . , n, in the complex neighbourhood
|t− τ| < r2/(m+1)C and that the initial conditionsxk(τ) = ξk, yk(τ) = ηk

are satisfied and|xk(t) − ξk| < r, |yk(t) − ηk| < r, k = 1, . . . , n.
We remark that the case in whichE is a regular analytic function of40

all the 2n + 1 variables (x, y, t) can be considered exactly in the same
way by takingt to be the (2n + 1)th variablez and the system of 2n + 1
differential equations

ẋk = Eyk , ẏk = −Exk , k = 1, . . . , n, ż= 1,

with the initial conditionsxk(τ) = ξk, yk(τ) = ηk andz(τ) = τ. The
remark on the continuation of the solution to the right-handend-point
of a realt-interval we made earlier is valid in this case also.



Chapter 2

The three-body problem :
simple collisions

1 Then-body problem

We shall intorduce the problem ofn bodies in three-dimensional Eu-41

clidean space and study its singularities in the casen = 3.
Let n be an integer≥ 2. (The casen = 1 will be seen to be triv-

ial). Suppose thatP1, . . . ,Pn aren point-masses in three-dimensional
Euclidean space, with the rectangular cartesian coordinates of Pk de-
noted by (xk, yk, zk), k = 1, . . . , n. For simplicity we writeqk for any
one of the three coordinatesxk, yk, zk, k = 1, . . . , n, andq for any one of
the 3n coordinatesqk. The distancerkl between the pointsPk andPl is
given by

r2
kl = (xk − x1)2

+ (yk − y1)2
+ (zk − z1)2. (2.1.1)

We shall suppose thatPk has a massmk > 0, k = 1, . . . , n, and thatrkl >

0, k , l. Suppose that then point-masses attract each other according to
Newton’s law of gravitation. Then we can write down the equations of
motion of the system ofn point-masses. For this we set

U =
∑

1≤k<l≤n

mkm1

rkl
(2.1.2)

31
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with defines the Newtonian gravitational potential of the system ofn
point-massesPk. The sum on the right in (2.1.2) containsn(n − 1)/242

terms. We have assumed that the gravitation constant is 1 andthis can
always be done by choosing the unit of mass properly. Then thedif-
ferential equations of motion of the system ofn point-masses have the
form

mkq̈k = Uq̈k, k = 1, . . . , n, (2.1.3)

whereqk are considered as functions of the real (time) variablet and

q̈k denotes the second derivative
d2

dt2
qk(t), while Uqk denotes the partial

derivative
∂

∂qk
U(x1, . . . , zn). This is a system of 3n ordinary differential

equations of the second order in the 3n unknown functionsq = q(t) of
the variablet; we can write them symbolically in the form

mq̈ = Uq, (2.1.4)

wherem denotes the mass associated withq. We can also write this
as a system of 6n ordinary differential equations of the first order by

introducing the velocity componentsvk = q̇k =
d
dt

qk(t):

q̇ = v, mv̇ = Uq. (2.1.5)

These are 6n ordinary differential equations in 6n unknown functions
qk(t), vk(t) of the variablet. We shall start from the initial timet = τ, a
real number, and we prescribe the initial valuesqk(τ) ≡ qkτ for q(t) at
t = τ in such a way thatρkl = rklτ > 0; the initial velocitiesvk(τ) ≡ vkτ43

may be 3n arbitrary real numbers.
Sinceρkl > 0 and the distance functionsrkl are continuous functions

of the 3n coordinatesq, rkl , 0 in a complex neighbourhood of the point
q = qτ and henceU is a regular analytic function of the 3n variables
qk in this neighbourhood. Consequently,Uqk are also regular analytic
functions of theqk andmk > 0, so that we can apply Cauchy’s existence
theorem to the system of equations (2.1.5), provided that the bounded-
ness assumptions are verified; it would then follow that there is a regular
analytic solutionq = q(t), v = v(t) of the system in a neighbourhood of



1. Then-body problem 33

the pointt = τ, taking the initial valuesq(τ) = qτ andv(τ) = vτ. The
problem is to study the behaviour of the solutions for increasing time
t ≥ τ. (We could also consider the past and study the solutions forde-
creasing timet ≤ τ, but this would not make any difference, since the
differential equations (2.1.3) remain invariant whent is replaced by−t).
We shall study, in particular, the possible singularities of the solutions.

Starting from the differential equations we first obtain some ‘inte-
grals’. From (2.1.2) we have, on differentiation,

Uqk =

∑

l,k

mkm1(q1 − qk)

r3
kl

,

which, on summation overk from 1 ton, gives
n
∑

k=1
Uqk = 0. The system

of equations (2.1.3) can then be written as

n
∑

k=1

mkq̈k =

n
∑

k=1

mkv̇k = 0, vk = q̇k, k = 1, . . . , n.

Integration with respect tot, with qk = xk, then yields 44

n
∑

k=1

mkẋk =

n
∑

k=1

mkvk = α, (2.1.6)

whereα is a constant of integration; and similarly,

n
∑

k=1

mkẏk = β,

n
∑

k=1

mkżk = γ, (2.1.7)

with constants of integrationβ andγ. Integrating both sides of (2.1.6)
and (2.1.7) once again with respect tot, we obtain, with new constants
of integrationα′, β′, γ′,

n
∑

k=1

mkxk = αt + α′,
n

∑

k=1

mkyk = βt + β′,
n

∑

k=1

mkzk = γt + γ′. (2.1.8)
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This means that the centre of gravity of then point-masses moves in a
straight line in three-dimensional Euclidean space with constant veloc-
ity. We can eliminate the constantsα, β, γ between (2.1.6), (2.1.7) and
(2.1.8) and obtain

n
∑

k=1

mk(xk − tẋk) = α
′,

n
∑

k=1

mk(yk − tẏk) = β
′,

n
∑

k=1

mk(zk − tżk) = γ
′.m (2.1.9)

Next, if pk is a coordinate of the ponitPk different formqk, k =
1, . . . , n, then we get from (2.1.2),

pkUqk − qkUpk =

∑

l,k

mkml(ql − qk)pk

r3
kl

−
∑

l,k

mkml(p1 − pk)qk

r3
kl

=

∑

l,k

mkml

r3
kl

(q1pk − plqk),

and this gives, on summation overk from 1 ton,45

n
∑

k=1

(pkUqk − qkUpk) = 0.

In this taking the coordinatexk for pk andyk for qk, we get, on using the
equation (2.1.3),

n
∑

k=1

mk(xkÿk − ykẍk) = 0.

Integration with respect tot yields, with a constant of integrationλ,

n
∑

k=1

mk(xkẏk − ykẋk) = λ. (2.1.10)

Similarly, taking (yk, zk) and (zk, xk) in turn for (pk, qk), we obtain

n
∑

k=1

mk(ykżk − zkẏk) = µ,
n

∑

k=1

mk(zk ẋk − xkżk) = ν, (2.1.11)
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whereµ andν are constants of integration. These integrals are called
the ‘integrals of angular momentum’. Finally we obtain the ‘energy
integral’: multiplying the system of equations (2.1.3) byvk = q̇k and
adding up, we have

n
∑

k=1

(mkvkq̈k − Uqkvk) = 0,

i.e.
n

∑

k=1

(mkvkv̇k − Uqkq̇k) = 0.

This gives, on integration with respect tot, 46

1
2

n
∑

k=1

mkv
2
k − U = h, (2.1.12)

h being a constant of integration. We define the ‘kinetic energy’ T of

the system ofn point-massesPk by T =
1
2

n
∑

k=1
mkv2

k; −U is the ‘potential

energy’ of the system and we have the total energy= T − U = h, a
constant. Thus we have obtained 10 integrals and 10 constants of inte-
gration given by (2.1.6), (2.1.7), (2.1.8), (2.1.10), (2.1.11) and (2.1.12),
starting from the equations of motion (2.1.5) of the system.We can then
eliminate 10 of the coordinatesq, v by means of these 10 integrals from
the equations of motion and thus reduce the system to one of 6n − 10
ordinary differential equations.

We introduce the following definition. Given a system ofmordinary
differential equations of the first order : ˙xk = fk(x1, . . . , xm, t), in m
unknown functionsxk = xk(t), a continuously differentiable function
g = g(x1, . . . , xm, t) of m+ 1 independent variables (x1, . . . , xm, t) is said
to be anintegral of the system if for every solutionxk(t) of the system,
g(x1(t), . . . , xm(t), t) is a constant (depending on the solution). This is
equivalent to saying that

d
dt

g(x1(t), . . . , xm(t), t) = gx1 ẋ1 + . . . + gxm ẋm+ gt = 0
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which means thatg satisfies the partial differential equation of the first
order inm+ 1 variables (x, t);

gx1 f1 + . . . + gxm fm = 0.

47

If g1, . . . , gr are integrals of the system of differential equations ˙xk =

fk(x1, . . . , xm, t), k = 1, . . . ,m, then they are said to beindependentif
their Jacobian matrix

((

∂gk

∂xl

)

,

(

∂gk

∂t

))

has maximal rank= r.
It is easy to verify that the integrals given by (2.1.6) - (2.1.8), (2.1.10)

- (2.1.12) are independent integrals of the system (2.1.5) in this sense.
Moreover, these integrals are algebraic functions of the 3n+ 1 variables
qk and t. (They are not necessarily rational functions since the coor-
dinates appear as squareroots inrkl). Now there is a theorm of Bruns
which states that these are the only independent integrals of the system
of differential equations (2.1.5) of then-body problem which are alge-
braic functions of (q, t) and any other algebraic integral can be expressed
as an algebraic function of these 10 integrals. The proof of this theorem
of Bruns is interesting in itself but very long, and since this does not
have much bearing on the problem we shall be interested in, weshall
not give it here.

In order to apply the Cauchy existence theorem to the system of
equations (2.1.5), it is necessary first of all to determine the constantsr
andC (see Ch. 1,§ 3). For this we make use of the remarks made at the48

end of Chapter 1,§ 3 and use Cauchy’s theorem in the form given there.
We shall suppose thatτ is a real number and thatqτ, vτ are the initial

values ofq, v at v = τ and thatρkl = rklτ > 0. Denote byUτ the initial
value of the potential functionU at t = τ:

Uτ =

∑

1≤k<l≤n

mkml

ρkl
.

Sinceρkl > 0 there exists a positive constantA such thatUτ ≤ A. We
shall express the constantsC and r in Cauchy’s existence theorem in
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terms ofA. Let mo = min
1≤k≤n

mk and ρ = min
1≤k<l≤n

ρkl. Then it follows

that m2
o/ρkl ≤ Uτ ≤ A and hencem2

o/ρ ≤ A, or ρ ≥ m2
o/A. Denoting

the initial values ofqk andvk by qkτ andvkτ respectively, we consider
complex numbersq, v arbitrarily near toqτ andvτ. More precisely, we
chooseq andv as follows. Fork , 1, denote (qk − qkτ) − (q1 − qlτ) for
q = x, y, zbyϕ, ψ andχ respectively. Then we getxk−x1 = ϕ+(xkτ−xlτ),
yk − yl = ψ + (ykτ − ylτ) andzk − z1 = χ + (zkτ − zlτ), so that

r2
kl = (xk − xl)

2
+ (yk − y1)2

+ (zk − zl)
2

= ρ2
kl + (ϕ2

+ ψ2
+ χ2) + 2((xkτ − xlτ)ϕ + (ykτ − ylτ)ψ + (zkτ − zlτ)χ).

By the Schwarz inequality the last term on the right is majorized by
2ρkl(|ϕ2| + |ψ|2 + |χ|2)1/2 and hence we have

|rkl |2 ≥ ρ2
kl − (|ϕ|2 + |ψ|2 + |χ|2) − 2ρkl(|ϕ|2 + |ψ|2 + |χ|2)

1
2 (2.1.13)

Now we assume that|qk − qkτ | < ρ/14. Then we see that|ϕ|, |ψ|, |χ| are 49

each< ρ/7 and consequently,

|ϕ|2 + |ψ|2 + |χ|2 < 3ρ2/49< 2/16, (|ϕ|2 + |ψ|2 + |χ|2)
1
2 < ρ/4.

Then we get from (2.1.13)

|rkl |2 > ρ2
kl − ρ

2/16− 2ρkl · ρ/4 > ρ2
kl/4, |rkl | > ρkl/2.

Thus the denominators in the system of differential equations (2.1.5) do
not vanish and hence the right hand sides are regular functions ofqk. If
we assume that|qk − qkτ | < m2

o/14A ≡ r, say, then sinceρ ≥ m2
o/A, we

have|qk − qkτ | < r ≤ ρ/4 and therefore we still have|rkl | > 1
2ρkl. To get

an estimate for the derivativesUqk, it is enough to estimate|qk − q1|r−3
kl ,

k , 1. For this, since|ϕ|, |ψ| and |χ| areρ/7 and|qkτ − qlτ | ≤ ρkl, we
observe that

|qk − ql |r−3
kl ≥ (2/ρkl)

3 · 8/7 · ρkl =
64
7
ρ−2

kl ≤
67
7

A2/m4
o, k , 1,

and so,
∣

∣

∣

∣

∣

1
mk

Uqk

∣

∣

∣

∣

∣

≤
∑

l,k

ml

|rkl |3
|q1 − qk| < C1A2,



38 2. The three-body problem : simple collisions

whereC1 is a positive constant which depends only on the massessmk,
and this estimate holds in the region|qk − qkτ | < m2

o/14A = r. We take
the complex neighbourhood of the velocity vector|vk − vkτ | < r; then50

|vk| < r + |vkτ |. Sincevkτ = q̇kτ, we have an estimate for the kinetic

energy att = τ : Tτ =
1
2

∑

q
mv2

τ = Uτ + h, given by

1
2

mkv
2
kτ ≤ Tτ = Uτ + h ≤ A+ h,

and hence
|vkτ | ≤ C2(A+ h)

1
2 ≤ C2

√
A+C3,

whereC2 andC3 are positive constants depending only on the masses
mk and the energy constanth; consequently

|vk| < r + |vkτ | < Co/A+C2

√
A+C3,

whereCo = m2
o/14. If we putC = Co/A+C1A2

+C2
√

Q+C3, then we
have the estimates

|v| ≤ C, |
1
m

Uq| ≤ C,

in the region|q− qτ| < m2
o/14A, |v− vτ| < m2

o/14A.
Now applying Cauchy’s theorem in the original form to the system

of 6n ordinary differential equations of the first order:

q̇k = vk, v̇k =
1

mk
Uqk , k = 1, . . . , n,

we see that there exists a regular analytic solutionqk(t), vk(t) = q̇k(t) in
the complex variablet in the region|t − τ| < r/(6n + 1)C, with initial
conditionsqk(τ) = qkτ, vk(τ) = vkτ and with|qk(t)−qkτ | < r, |vk(t)−vkτ | <
r in this region.

We are interested in the case of a real variablet. If δ = r/(6n+ 1)C,51

thenτ ≤ t < τ + δ is a region of existence and regularity of the solution.
In this initerval all the point-masses remain distinct and there are no
‘collisions’. For, norkl can be zero; if it were, thenU would be infinite
and sinceU − T is constant,T would also be infinite. Then some ˙q
would be infinite, and this is impossible sinceq is analytic.
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Now we may start a fresh with another initial pointτ1 in the interval
τ ≤ t < τ + δ and seek to continue the solution. Then there are two
possibilities. Either all the coordinates are regular for all t ≥ τ, which
means there are no singularities, or there exists a least number t1 >

τ such that all the coordinates are regular fort < t1 and at least one
coordinate ceases to be regular ast → t1 through an increasing sequence
of real values. We should like to investigate the nature of the singularity
at t = t1.

We shall study in particular the casen = 3. Forn = 2 the theory
already goes back to Kepler and Newton. Forn > 3 the nature of the
singularity has still not been discussed completely.

2 Collisions

We have seen in§ 1 that ifA is an upper bound for the initial value of the
potential functionU(t) at t = τ, Uτ ≤ A, andh is the energy constant,
then there is a positive numberδ = δ(A,m, h) such thatq(t) andv(t) are
regular analytic functions oft in the complex neighbourhood|t − τ| < δ

of τ. In particular, all theq(t) andv(t) are regular analytic functions for52

real t in the intervalτ ≤ t < τ + δ, and further all therkl(t) > 0, k , l, in
this interval. Starting from a new initial time in the interval τ ≤ t < τ+δ
we wish to continueq(t) analytically along the real axis.

Let us suppose thatt1 is the least upper bound of all real numberst ≥
τ such that all coordinatesq(t) admit analytic continuations as regular
analytic functions oft in the initervalτ ≤ t < t1, but at least one of the
coordinatesq(t) has a singularity att = t1. Then we have the following
theorem.

Theorem 2.2.1.The potential function U(t) is finite in the intervalτ ≤
t < t1 and U(t)→ ∞ as t→ t1 through values of t inτ ≤ t < t1.

Proof. Since all the coordinatesq(t) are regular analytic functions in
τ ≤ t < t1, so are the derivatives ˙q(t) and consequnetly the kinetic

energyT(t) =
1
2

∑

mq̇2 is finite for τ ≤ t < t1. But the energy constant

h is determined by the initial values :h = Tτ − Uτ, so thatU(t) =
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T(t) − h is also finite forτ ≤ t < t1; this proves the first assertion. Next,
suppose thatU(t) does not tend to infinity ast → t1; then we can find
a sufficiently large numberA and an increasing sequenceτs of points
in the interval [τ, t1) with τr → t1 as r → ∞, such thatU(τr ) ≤ A,
r = 1, 2, 3, . . .. Sinceh is determined by the initial values,δ = δ(A,m, h)
is independent ofτr and we choose aτr so neart1 that t1 − τr < δ/2.
Then, by the remark made on the analytic continuation of solutions in53

Chapter 1,§ 3, all the coordinatesq are regular analytic functions in the
neighbourhood|t − τr | < δ and hence, in particular, att = t1, which is a
contradiction to the assumption thatt1 is a singularity for at least oneq.
HenceU(t)−∞ ast− t1 and this completes the proof of the theorem.�

By the definition of the potential function we see thatU(t) → ∞ as
t → t1 implies that the smallest of the distancesrkl(t) → 0 ast → t1
and hence there is a “collision”. In order to analyse the nature of the
collision we proceed as follows. First of all, we may assume that the
centre of gravity of the point-massesPk remains fixed for allt at the
origin. In fact, it has been shown in§ 1 that the centre of gravity moves
in a straight line with constant velocity. Thus the coordinates of the
centre of gravity are linear functions oft and are proportional to

n
∑

k=1

mkxk = αt + α′,
n

∑

k=1

mkyk = βt + β′,
n

∑

k=1

mkzk = γt + γ′,

whereα, α′, β, β′, γ, γ′ are constants. The transformation of coordinates
defined by

x∗k = xk −
αt + α′
∑

mk
, y∗k = yk −

βt + β′
∑

mk
, z∗k = zk −

γt + γ′
∑

mk

takes the centre of gravity at timet to the origin. Moreover, under this
transformation of coordinates the equations of motion continue to be

mq̈ = Uq, (2.2.1)

becauseUq depends only on the differenceqk − ql of the corresponding54

coordinates ofPk andPl . Thus we may assume that
n
∑

k=1
mkqk = 0, qk =

xk, yk, zk.
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Let ρk(t) denote the distance ofPk from the origin (which is the
centre of gravity) at timet : ρ2

k = x2
k + y2

k + z2
k, k = 1, . . . , n. We define

the “moment of inertia” of the system ofn point-masses:

σ ≡ σ(t) ≡
n

∑

k=1

mkρ
2
k =

∑

q

mq2. (2.2.2)

Thenσ(t) ≥ 0 and we have, from the equations of motion (2.2.1),

1
2
σ̇ =

∑

q

mqq̇,

1
2
σ̈ =

∑

q

m(q̇2
+ qq̇) = 2T +

∑

q

qUq. (2.2.3)

But U is by definition a homogeneous function of degree−1 in all
the coordinatesqk(t) and therefore, by Euler’s theorem, it follows that
∑

q
qUq = −U, so that we get

1
2
σ̈ = 2T − U.

Since the total energy at any timet is constant,T(t) − U(t) = h, we
obtain the “Lagrange formula”:

1
2
σ̈ = T + h = U + 2h. (2.2.4)

Now if t1 is the first singularity of at least one of the coordinates, by55

Theorem 2.1.1U(t) → ∞ as t → t1 through values inτ ≤ t < t1 and
there is a collision att = t1. HenceU + 2h→∞ and then there is a real
numberto with τ ≤ to < t1 such thatU(t) + 2h > 0 for all to ≤ t < t1;
in other words, ¨σ(t) > 0 for to ≤ t < t1. Moreover,σ being regular in
[τ, t1), σ̇ andσ̈ are regular in the interval [tot1). Thenσ̇(t) is a monotone
increasing function oft in [to, t1). Sincet1 is the first singularity for
some coordinateq(t), there is no collision in the intervalto ≤ t < t1 and
so at least one distanceρk(t) > 0, i.e. σ(t) > 0 in to ≤ t < t1. There
are now two possibilities. Either ˙σ(t) is always negative, or it remains
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positive in some intervalt′ ≤ t < t1 where t′ ≥ to. Without loss of
generality we may taket′ = to. Hence, eitherσ is monotone increasing,
or it is monotone decreasing everywhere in the intervalto ≤ t < t1
according as ˙σ(t) > 0 or σ̇(t) < 0. In the case in whichσ(t) is monotone
increasing it follows, in view of the fact that there is no collision in the
interval τ ≤ t < t1 and in particular att = to so thatσ(to) > 0, that
σ(t) ≥ σ(to) > 0 everywhere into ≤ t < t1.

On the other hand, ifσ is monotone decreasing, thenσ(t) ≥ 0 ev-
erywhere into ≤ t < t1. In either caseσ(t) admits a limitσ1 ast → t1;
this limitsσ1 is positive, possibly inifinite, ifσ is increasing, while it is
finite and non-negative ifσ is decreasing. We consider the caseσ1 = 0;56

this is the case in which all then point-masses collide at timet = t1 and
this situation can arise only whenσ is decreasing. In this case we have
the following theorem due to Sundman. (The result had already been
stated by Weierstrass but he did not give a proof).

Theorem 2.2.2(Sundman). If σ1 = 0, i.e. if all the n pointmasses
Pk collide at the origin at t= t1, then all three constants of angular
momenta,λ, µ, ν vanish.

Proof. We shall use the following simple algebraic identity due to La-
grange. Ifξ1, . . . , ξp andη1, . . . , ηp are 2p real numbers then

(
p

∑

k=1

ξ2
k) (

p
∑

k=1

η2
k) = (

p
∑

k=1

ξkηk)
2
+

∑

1≤k<l≤p

(ξkη1 − ξ1ηk)
2.

Takingξk = q
√

m andηk = q̇
√

m in the sum
1
2
σ̇ =

∑

q
mq q̇, we obtain,

with p = 3n,

(
∑

q

mq2) (
∑

q

mq̇2) = σ̇2/4+
∑

1≤k<l≤p

(ξkη1 − ξ1ηk)
2,

and so, sinceT =
1
2

∑

q
mq̇2,

2Tσ = σ̇2/4+
∑

1≤k<l≤p

(ξkη1 − ξ1ηk)
2
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It we take in the second term on the right only those terms in which ξk, η1

correspond to the coordinates (xk, yk), (yk, zk), (zk, xk) of the some point
in turn, we can write

2Tσ ≥ σ̇2/4+
n

∑

k=1

m2
k

{

(xkẏk − ykẋk)
2(ykżk − zkẏk)

2
+ (zkẋk − xkżk)

2
}

.

From the equations (2.1.10) and (2.1.11) defining the constants of an- 57

gular momentumλ, µ, ν, we have, by the Schwarz inequlity,

λ2 ≤ n
n

∑

k=1

m2
k(xkẏk − ykẋk)

2, µ2 ≤ n
n

∑

k=1

m2
k(ykżk − zkẏk)

2,

ν2 ≤ n
n

∑

k=1

m2
k(zkẋk − xkżk)

2.

(Recall that the constantsλ, µ, ν depend only on the initial valuesqτ, vτ
of q andv respectively). So, settingη = (λ2

+ µ2
+ ν2)/n, we obtain

2Tσ ≥ σ̇2/4+
1
n

(λ2
+ µ2

+ ν2) = σ̇2/4+ η.

Since σ̇2 ≥ 0, 2Tσ ≥ η, and substitution in the Lagrange formula
(2.2.4): 2T = σ̈ − 2h, yields the differential inequality

σ(σ̈ − 2h) ≥ η, or σ̈ ≥ η

σ
+ 2h, in to ≤ t < t1.

Sinceσ1 = 0,σ is monotone decreasing and ˙σ < 0, and on multiplying
both sides of the preceding inequality by the positive quantity −σ̇, we
get

−σ̇σ̈ ≥ −(ησ̇/σ + 2hσ̇), in to ≤ t < t1.

Integrating both sides fromto to t and denoting the values of and ˙σ at
t = to byσo andσ̇o respectively, we have the inequality

1
2

(σ̇2
o − σ̇2) ≥ log

(

σo

σ

)

+ 2h(σo − σ), in to ≤ t < t1.

Sinceσ ≥ 0 andσ̇ < 0, this implies that 58
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η logσo/σ ≤
1
2
σ̇2

o + 2|h|σo.

Hence

σ ≥ σo exp















−
1
2σ̇

2
o + 2|h|σo

η















. (2.2.5)

This gives a positive lower bound forσ if η is positive and henceσ1 > 0
if η > 0. Then ifσ1 = 0 we necessarily haveη = 0, that isλ = µ = ν =
0. This completes the proof. �

If σ1 = 0,
∑

q
mq2

= 0 at t = t1. In this case all the points (with

limiting coordinatesq(t1) at t = t1) collide at the centre of gravity which
is the origin. As a consequence we have the following

Corollary. If not all of λ, µ, ν are zero, then there cannot be a collision
of all the n masses Pk.

We make a further remark. Let us denote byR= R(t) the maximum
of the distance functionsrkl(t) at timet : R= max

k,l
rkl. If λ2

+µ2
+ν2 > 0,

thenR(t) is bounded below by a positive constant inτ ≤ t < t1. In fact,

since the centre of gravity remains fixed at the origin for allt,
n
∑

k=1
mkqk =

0 and so
n
∑

k=1
mk(ql − qk) = Mql, whereM is the total mass

n
∑

k=1
mk. By the

Schwarz inequality applied to this relationMql =
n
∑

k=1

√
mk·
√

mk(ql−qk),

we have

Mq2
l ≤

n
∑

k=1

mk(ql − qk)
2.

Multiplying both sides byml and summing over alll, we get59

Mσ ≤
n

∑

k,l=1

mkml(q1 − qk)
2 ≤ M2R2,

so thatR2 ≥ σ/M, and this proves the assertion.
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3 Simple collisions in the casen = 3

From now one we shall consider the case of only three point-masses
P1,P2,P3(n = 3). In this case we shall prove the following theo-
rem which corresponds to the situation in whichσ1 > 0. Let r(t) =
min(r12(t), r23(t), r31(t)).

Theorem 2.3.1. If σ1 > 0, then exactly one of the three distance func-
tions r12(t), r23(t), r31(t), tends to zero as t→ t1 and the other two
remain above a positive lower bound.

Proof. Sinceσ1 > 0 andR(t) = max(r12(t), r23(t), r31(t)) is bounded
below by (σ/M)

1
2 as t → t1, there is a positive numberǫ such that

R(t) > ǫ > 0 ast → t1. Since by assumption there is a collision, we
can find a numberto such thatr(t) ≤ ǫ/2 for to ≤ t < t1; this is possible
sincer(t) is a continuous function oft in τ ≤ t < t1. Furthermore, let
R(t) > ǫ in to ≤ t < t1. Suppose for the moment thatr(t) = r13(t)(≤ ǫ/2)
for somet. Then necessarilyr12 > ǫ/2 andr23 > ǫ/2. For, otherwise,
if one of these, sayr23, is not greater thanǫ/2, then we have by the
triangle equalityR(t) = r12(t) ≤ r23 + r13 ≤ ǫ, which contradicts the
fact thatR(t) > ǫ for to ≤ t < t1. It follows from the continuity of the 60

three distances thatr(t) = r13(t) for to ≤ t < t1, and this proves the
assertion. �

If all the point masses collide, we say there is ageneral collisionand
if only two of them collide we say there is asimple collision.

Suppose that there is a simple collision att = t1, the massesP1

andP3 colliding. Then we shall prove that the collision takes place at a
definite point.

Theorem 2.3.2.If σ1 > 0, the coordinate functions qk of Pk, k = 1, 2, 3,
tend to finite limits as t→ t1. Moreover, the velocity componentsq̇2 of
P2 tend to finite limits as t→ t1.

Proof. ConsiderP2. From the equations of motionm2q̈2 = Uq2 we get

q̈2 =
m1(q1 − q2)

r3
12

+
m3(q3 − q2)

r3
23

,
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whereq2 = x2, y2, z2 in turn. Since|q1−q2| ≤ r12 and|q3−q2| ≤ r23, we
get from this|q̈2| ≤ m1r−2

12 +m3r−2
23 . By Theorem 2.3.1,r12(t) andr23(t)

are bounded below by a positive number forτ ≤ t < t1 : r12(t) > ρ,
r23(t) > ρ, τ ≤ t < t1 whereρ is a positive number, sufficiently small.
Thusq̈2 is a bounded (bounded, for instance, byMρ−2) regular analytic
function oft in τ ≤ t < t1. Integrating fromτ to t < t1 we get

q̇2(t) − q̇2(τ) =

t
∫

τ

q̈2(t) dt, (2.3.1)

and hence ˙q2(t) is also a bounded regular analytic functions oft in to ≤

t < t1. Since
t1
∫

τ

q̈2(t)dt converges, it follows that ˙q2(t) tends to a finite61

limit as t → t1. Integrating once more, since
t1
∫

τ

q̇2(d)dt converges, we

see thatq2(t) also tends to a finite limits ast → t1.
We next show thatP1 andP3 collide at a definite point, i.e.q1(t)

tend to the same finite limit ast → t1. We observe that since the centre
of gravity remains fixed at the origin,m1q1 +m2q2 +m3q3 = 0 and this
may be rewritten as (m1 + m3)q1 +m2q2 +m2(q3 − q1) = 0. But m2q2

tends to a finite limit ast → t1 and sinceP1 andP3 collide at t = t1,
q3 − q1 tends to zero, so thatq1(t) tends to a limit, denotedq1(t1):

q1(t1) = − m2

m1 +m3
q2(t1) = q3(t1),

which is the assertion. This completes the proof of the theorem. �

In the caseσ1 > 0 when there is a simple collision between the
massesP1 and P3 at time t1, r(t) = r13(t) → 0 as t → t1 while
R(t) = max(r12(t), r23(t), r31(t)) is bounded away from zero so thatP2

stays away from the colliding masses. We know that all the coordinates
qk(t), k = 1, 2, 3, tend to finite limits, as also the velocity components
q̇2(t) of P2. We shall now examine the behaviour of the velocity compo-
nents of the colliding massesP1 andP3 near the singularityt = t1. We
observe, first of all, that the velocities ofP1 andP3 become infinite as
t → t1. For, letVk denote the norm of the velocity ofPk, k = 1, 2, 3;62
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V2
k = ẋ2

k + ẏ2
k + ż2

k (2.3.2)

By Theorem 2.2.1,U(t) → ∞ ast → t1 and sinceT − U = h, (m1V2
1 +

m2V2
2 + m3V2

3) = 2T = 2(U + h) also tends to infinity ast → t1. But
by Theorem 2.3.2,V2 has a finite limit ast → t1 and soV2 is bounded
in every neighbourhood oft = t1. It follow that m1V2

1 +m3V2
3 → ∞ as

t → t1. We obtain the following more precise estimates forV1 andV3.

Theorem 2.3.3. If σ1 > 0, then as t→ t1,

r(t)V1(t)2→
2m2

3

m1 +m3
, r(t)V3(t)2→

2m2

m1 +m+ 3
.

Proof. Sincer13 ≡ r(t) → 0 andr12(t) and r23(t) are bounded away
from zero ast → t1, we have, from the definition ofU,

r(t)U(t) = r(t)

(

m1m2

r12
+

m2m3

r23

)

+m1m3→ m1m3.

SinceT − U = h, we have

r
2

(m1V2
1 +m2V2

2 +m3V2
3) = rT = r(U + h)→ m1m3

as t → t1. But V2 is bounded by Theorem 2.3.2 andr(t) → 0, hence
rm2V2

2 → 0 ast → t1. This implies that ast → t1,

r
2

(m1V2
1 +m3V2

3)→ m1m3,

and, in particular,rV2
1 andrV2

3 are bounded ast → t1 andrV3 → 0. On 63

the other hand, since the centre of gravity remains fixed at the origin,
m1q1+m2q2+m3q3 = 0 and it follows thatm1q̇1 = −m2q̇2−m3q̇3. Taking
the sums of the squares asqk runs throuh the coordinatesxk, yk, zk, we
get

m2
1V2

1 = m2
2V2

2 +m2
3V2

3 + 2m2m3(ẋ2ẋ3 + ẏ2ẏ3 + ż2ż3).

The Schwarz inequality applied to the last term gives

|ẋ2ẋ3 + ẏ2ẏ3 + ż2ż3| ≤ V2V3.
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Multiplying both sides of this inequality byr(t) and using the facts that
r(t) → 0, V2 is bounded andrV3 → 0, we see that, ast → t1, r(m2

1V2
1 −

m2
3V2

3)→ 0. Hence we can write, fort neart1,

rm2
3V2

3 = rm2
1V2

1 + ǫ(t),

whereǫ(t) → 0 ast → t1; consequently, fort neart1,

1
2

r(m1V2
1 +m3V2

3) =
1
2

r(m1V2
1 +m2

3V2
3/m3)

=
1
2

r(m1V2
1 +m2

1V2
1/m3) +

1
2
ǫ(t)/m3

=
1
2

rm2
1V2

1

(

1
m1
+

1
m3

)

+
1
2
ǫ(t)/m3.

Now passing to the limit ast → t1,

1
2

m2
1

(

1
m1
+

1
m3

)

rV2
1 → m1m3, or rV2

1 →
2m2

3

m1 +m3
,

and thereforerV2
3 →

2m2
1

m1 +m3
. This proves the theorem. The theorem64

states thatV1 andV3 are 0(r−
1
2 ) ast → t1. �

Since in a simple collisionP2 stays away from the colliding masses
P1 andP3, one might conjecture that the nature of the collision could
be studied more closely by supposing that the system behavesnear the
singularity t = t1 almost in the same way as ifP2 were not present.
Hence, neart = t1 the problem may be considered as a two-body prob-
lem. In this case, according to Kepler’s law,P1 andP3 describe conic
sections around the centre of gravity which remains fixed at the origin.
If the two masses collide at timet = t1, the conic sections degenerate
into straight lines through the origin. In this one-dimensional case we
can easily write down the differential equations of motion and find out
the (single) coordinate ofP1 andP3 andx1(t) andx3(t) can be explicitly
studied ast → t1. It is known in this case that the singularities of the
coordinatesq = q(t) of P1 andP3 at t = t1 are simple in nature; they
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are algebraic singularities and in factq(t) can be expanded in fractional
powers of (t − t1):

q(t) = c1(t1 − t)2/3
+ . . . , c1 > 0.

On differentiating this it is seen that the velocity behaves like (t− t1)−1/3

neart = t1.
In the case of the three-body problem we have been that all theco-

ordinatesq(t) have finite limits ast → t1: hence the singularityt = t1 65

is not a pole. However,t = t1 is not a point of regularity of the coordi-
nate functionsq(t) because, otherwise, ˙q1 and q̇3, and henceV1(t) and
V3(t) would be bounded neart = t1, which is not the case since we have
shown thatV1(t), V3(t)→ ∞ ast → t1. One might conjecture that in this
case alsot = t1 is an algebraic branch-point for the coordinatesq1(t) and
q3(t). Suppose thatt = t1 is an algebraic branch-point of orderµ − 1 for
all the coordinates; then we can developq1(t), q3(t) as power-series in
the fractional power (t − t1)1/µ and we can conjecture thatµ = 3. Weier-
strass claimed to have proved this result in a letter to Mittag-Leffler, but
gave no indication of his proof. The result was proved explicitly for the
first time by Sundman.

We have already seen thatr(t)→ 0 ast → t1. In the one-dimensional

caser(t) behaves near a collision like (t1 − t)2/3 and so the integral
t1
∫

τ

dt
r

exists. In our case we have the following

Theorem 2.3.4(Sundman). If σ1 > 0, then the integral

s=

t
∫

τ

dt
r

(2.3.3)

converges, as t→ t1, to a finite limit s1 =
t1
∫

τ

dt
r

.

Proof. Since, by definition,U(t) = m1m2r−1
12 +m2m3r−1

23 +m1m3r−1
13 , and

the first two terms are bounded ast → t1, it is enough to prove that

the integral
t1
∫

τ

U(t)dt converges. For this we use the Lagrange formula66
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1
2
σ̈ = U +2h. Sinceh is a constant determined by the initial conditions,

it is enough to prove that

σ̇(t) =

t
∫

τ

σ̈(t)dt + σ̇(τ)

has a finite limit ast → t1. We have

1
2
σ̇(t) =

∑

q

mqq̇ =
3

∑

k=1

mk(xkẋk + ykẏk + zkżk),

and since the centre of gravity remains fixed at the origin,

m3ẋ3 = −m1ẋ1 −m2ẋ2,m3ẏ3 = −m1ẏ1 −m2ẏ2,m3ż3 = −m1ż1 −m2ż2.

Multiplying these byx3, y3, z3 respectively and substituting into the ex-
pression above for ˙σ(t), we get

1
2
σ̇ = m1(ẋ1(x1 − x3) + ẏ1(y1 − y3) + ż1(z1 − z3))+

+m2(ẋ2(x2 − x3) + ẏ2(y2 − y3) + ż2(z2 − z3)).

By Theorem 2.3.2, ˙x2, ẏ2, ż2 have finite limits ast → t1 and so have
x2 − x3, y2 − y3, z2 − z3, so that the second term on the right has a finite
limit as t → t1. By the Schwarz inequality the first term is majorized by
m1rV1. But by Theorem 2.3.3,rV2

1 is bounded ast → t1, whileV1→ ∞,

and sorV1 = rV2
1 .

1
V1
→ 0 ast → t1. This proves that

1
2
σ̇ has a finite

limit as t → t1 and the theorem is proved. �

Using this theorem we shall try to construct a local uniformising
variable at the branch-point. First of all, assuming thatt = t1 is an67

algebraic branch-point of the same orderµ − 1 for all the coordinates
q1 and q3 of the pointsP1 and P3, we shall determineµ. Suppose,
for instance, thatq1(t) andq3(t) can be expanded into power-series in
fractional powers oft − t1 in a neighbourhood oft = t1. Sincet1 − t > 0
it would be more convenient to expand in powers oft1 − t:

qk = qk(t) = qk(t1) + ck1(t1 − t)p
+ . . . , k = 1, 3,
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whereck1, evidently depending on the choice of the coordinatexk, yk, zk

for qk, is the first non-vanishing coefficient. Thenp is of the formp =
n/µ. Differentiating with respect tot we have

q̇k(t) = ck1p(t1 − t)p−1
+ . . . , k = 1, 3,

so that
V2

k = ck2(t1 − t)2(p−1)
+ . . . , k = 1, 3.

SinceP1 and P3 collide, q1(t) and q3(t) have the same limit ast →
t1 : q1(t1) = q3(t1). Hence, if we form the differenceq1(t) − q3(t),
its fractional power-series expansion contains no constant term and we
have

r =
{

(x1(t) − x3(t))2
+ (y1(t) − y3(t))2

+ (z1(t) − z3(t))2
} 1

2

= c3(t1 − t)p
+ . . .

Suppose thatc11, c3 , 0. Then we get

rV2
1 = c12c3(t1 − t)3p−2

+ . . . , c12c3 , 0.

SincerV2
1 has a finite limit ast → t1, we see that necessarily 3p−2 = 0, 68

which givesp = 2/3. Thus we see that if there are fractional power-
series expansions forq1(t) andq3(t), then perhaps we can take (t1− t)1/3

as a local uniformising variable. To obtain a uniformising variable we

proceed as follows. We have shown that
t1
∫

τ

dt
r
< ∞. Then

s1 − s=

t1
∫

t

dt
r
=

t1
∫

t

1

(c3(t1 − t)2/3 + . . .)
dt,

which gives a fractional power-series expansion fors1 − sof the form

s1 − s= co(t1 − t)1/3
+ . . .

Thus we see that the coordinates ofP1 andP3 have power-series expan-
sions in the uniformising variabless1 − s; that is,q1 andq3 are regular
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analytic functions ofs1 − s in a neighbourhood ofs = s1. Now one
might further conjecture that the coordinatesq2(t) of P2 are also reg-
ular analytic functions of the variables1 − s in some neighbourhood
of s = s1. These results were proved by Sundman and we proceed to
describe these.

For this purpose we shall introduce new independent variables in
place ofq and we take the variables in place oft. Then we transform the
differential equations of motion into a system of differential equations69

in the new variablesq and s. We remark that even ifq is regular in
s, it is not necessarily true that ˙q is regular. So we have to introduce,
instead of ˙q, new variables in such a way that there will be no additional
singularities. The introduction of the parametersalready appears in the
two-body problem; it is the ‘eccentric anomaly’ of Kepler.

4 Reduction of the differential equations of motion

We consider now the problem of uniformising the solution of the three-
body problem in a neighbourhood of the singularityt = t1 in the case
σ1 > 0, that is, the case of a simple collision. For this purpose wetry to
find a suitable transformation of the variables such that after the trans-
formation the solution can be uniformised by means of the variables in-
troduced earlier. We shall first write down the equations of motion in the
Hamiltonian form and then carry out a canonical transformation. Let us
denote the coordinates of the three mass-pointsPk by (q3k−2, q3k−1, q3k),
k = 1, 2, 3, and associate with eachqk a massµk, k = 1, . . . , q, such that
µ3k−3 = µ3k−2 = µ3k, k = 1, 2, 3. If we introduce now the ‘components
of momenta’pk defined bypk = µkq̇k, k = 1, . . . , 9, then the equations of
motion can be written as a system of 18 ordinary differential equations
of the first order:

q̇k =
1
µk

pk, ṗk = Uqk, k = 1, . . . , 9 (2.4.1)

The total energyE = T − U is given by70

E(p, q) = T − U =
1
2

∑

q

mq̇2 − U =
1
2

∑

p

1
µ

p2 − U.
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The right side does not containt explicitly andE is thus a function of
18 independent variablesq, p. The equations (2.4.1) then take the form

q̇k = Epk , ṗk = −Eqk , k = 1, . . . , 9. (2.4.2)

We thus have a Hamiltonian system of 18 differential equations with
9 degrees of freedom. We now seek a canonical transformationof the
variables (q, p) into new variables (x, y) so that the coordinate functions
(xk, yk), considered as functions ofs, become regular analytic in some
neighbourhood ofs= s1. We recall from Chapter 1,§ 2, that a canonical
transformations of (q, p) to (x, y) can be obtained by means of a gener-
ating functionsW =W(q, y, t). We setWqk = pk, Wyk = xk, k = 1, . . . , 9,
and if |Wykql | = |Wqkyl | , 0, we can solve the second equation locally for
qk as a functionϕk(x, y, t), which, on substitution in the first equation,
expressespk as a functionψk(x, y, t). We have the following

Theorem 2.4.1.Suppose that the centre of gravity of the system remains
fixed at the origin. Then there exists a canonical transformation of the
variables(q, p) to (x, y) which reduces the Hamiltonian system (2.4.2)
to one with six degrees of freedom in the new variables(x, y).

Proof. We shall denote the relative coordinates ofP1 andP2 with re- 71

spect toP3 by (x1, x2, x3), (x4, x5, x6) respectively, and the coordinates
of P3 itself by (x7, x8, x9). Hence,

xk = qk − qk+6, xk+3 = qk+3 − qk+6, xk+6 = qk+6, k = 1, 2, 3. (2.4.3)

This can be extended into a canonical transformation in the following
way. Consider the functionW =W(q, y) defined by

W =
3

∑

k=1

((qk − qk+6)yk + (qk+3 − qk+6)yk+3 + qk+6yk+6).

This is twice continuously differentiable in (q, y) and it is clear that
Wyk = xk, k = 1, . . . , 9, because of (2.4.3), and that|Wqkyl | , 0. (In
fact,Wqkyk = 1 andWqkyl = 0 if l > k, so that|Wqkyl | = 1). HenceW is a
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generating function and determines a canonical transformation if we set
pk = Wqk, k = 1, . . . , 9. Then it follows immediately that

pk = yk, pk+3 = yk+3, pk+6 = −yk − yk+3 + yk+6, k = 1, 2, 3.

Adding these we getyk+6 = pk + pk+3 + pk+6 and so we obtain the
canonical transformation

xk = qk − qk+6, xk+3 = qk+3 − qk+6, xk+6 = qk+6;

yk = pk, yk+3 = pk+3, yk+6 = pk + pk+3 + pk+6, k = 1, 2, 3. (2.4.4)

Under this transformation the Hamiltonian system takes theform

ẋk = Eyk , ẏk = −Exk , k = 1, . . . , 9, (2.4.5)

whereE(x, y) is the total energyT − U expressed in the new variables72

(x, y). To obtain the expression forE in terms of the new variables, we
observe that, first of all,

T =
1
2

q
∑

k=1

1
µk

p2
k =

1
2

3
∑

k=1

(
1
µk

y2
k +

1
µk+3

y2
k+3 +

1
µk+6

(yk+6 − yk − yk+3)2),

and this is a homogeneous function of degree 2 in the variables yk. On
the other hand,

U =
m1m2

r12
+

m2m3

r23
+

m1m3

r13
,

where r2
12 = (x1 − x4)2

+ (x2 − x5)2
+ (x3 − x6)2, r2

23 = x2
4 + x2

5 +

x2
6 and r2

13 = x2
1 + x2

2 + x2
3. ThusU is independent ofx7, x8, x9 and

thereforeE(x, y) = T − U is also independent ofx7, x8, x9. Then from
the Hamiltonian system (2.4.5) we see that

ẏk = −Exk = 0, k = 7, 8, 9,

and hencey7, y8, y9 are constants. Now if we solve the system (2.4.5) for
k = 1, . . . , 6, then we can substitutex1, . . . , x6; y1, . . . , y6 and arbitrary
constantsy7, y8, y9 in the expression forE and solve ˙xk = Eyk, k =
7, 8, 9, to obtain the solution of the problem. We shall now use the
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assumption that the centre of gravity remains fixed at the origin. Then
pk + pk+3 + pk+6 = 0 for k = 1, 2, 3 and, in particular,yk+6 = 0 for
k = 1, 2, 3. ThusE is independent ofx7, x8, x9 andy7, y8, y9. Hence it73

is sufficient to consider the Hamiltonian system (2.4.5) with six degrees
of freedom, and this completes of proof. �

Our assumption is thatσ1 > 0 and that the massesP1 andP3 collide
at time t = t1. Denote the distancer13 by x, x = (x2

1 + x2
2 + x2

3)
1
2 . By

Theorem 2.3.4 the integrals=
t
∫

τ

dt
x

converges to a finite limit ast → t1,

so thats1 =

t1
∫

τ

dt
x
< ∞. The functionx = x(t) , 0 in τ ≤ t < t1 and is

regular analytic there. Consequently
1
x

is a regular analytic function of

t in τ ≤ t < t1 and s = s(t), being its integral, is also regular analytic

function of t in τ ≤ t < t1. Moreover,
ds
dt
=

1
x
> 0 implies thats is

monotone increasing inτ ≤ t < t1, so that we have 0≤ s(t) < s1. By the
inverse function theorem, we can solve the equations= s(t) locally and
obtain the inverse functiont = ϕ(s), which is a regular analytic function
of s in some neighbourhood of each point of the interval 0≤ s < s1.
We see therefore thatt is a regular analytic function ofs in 0 ≤ s < s1.

Again, since
dt
ds
= x > 0, t is also a monotone increasing function ofs

in 0 ≤ s< s1.
We shall denote the derivative with respect tos of a function f =

f (s) by f ′. Since
dt
ds
= x, we get from (2.4.5)

x′k = ẋk
dt
ds
= xEyk , y

′
k = ẏk

dt
ds
= −xExk , k = 1, . . . , 6. (2.4.6)

This system of equations is no longer in the Hamiltonian form. How-
ever, it can be transformed into a Hamiltonian system in the following 74

way. We recall that along each orbit, i.e. a solution of the system (2.4.5),
the total energy remains constant, equal toh, and therefore the system
(2.4.5) remains unchanged ifE is replaced byE − h. Now consider the
functionF = x(E − h). Then for the particular solution of (2.4.5) under
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considerationE = h andF = 0 and we see that

x′k = xEyk = Fyk , y
′
k = −xExk = −Fxk + (E − h)

dx
ds
= −Fxk .

Conversely, suppose that (xk, yk) satisfy the system of equations

x′k = Fyk , y
′
k = −Fxk , k = 1, . . . , 6. (2.4.7)

Then the total derivative

dF
ds
=

6
∑

k=1

(Fxk x′k + Fyky
′
k) = 0,

which implies thatF is a constant. IfF = 0, we have eitherx = 0 or
E = h. Since up to the collision, i.e. forτ ≤ t < t1, or, equivalently,
0 ≤ s < s1, we havex , 0, we see thatE = h. It is now easy to check,

by differentiatingE = h+
1
x

F, that the system (2.4.6), and hence (2.4.5),

is satisfied byxk, yk, k = 1, . . . , 6 if F = 0. However, whenF , 0, the
solutions of (2.4.7) may not have any direct relation to the solutions of
the original system (2.4.5).

We know that the potential functionU → ∞ as t → t1, that is, as
s → s1. Also the velocity components, and therefore the components75

of momentay1, y2, y3, become infinite. The kinetic energyT, being a
homogeneous function of positive degree inyk, is also unbounded near
t = t1. But sinceσ1 > 0, it follows from Theorem 2.3.1 thatr12(t) and
r23(t) remain bounded away from zero, whilex→ 0, ast → t1. Hence,
ast → t1,

x U =

(

m1m2

r12
+

m2m3

r23

)

x+m1m3→ m1m3.

Also, by Theorem 2.3.3,xV2
1 andxV2

3 have finite limits ast → t1, and so
have the velocity components ofP2. Thus the advantage of introducing
the functionF is that it is bounded in the whole intervalτ ≤ t < t1.
Moreover, all the derivativesFyk are bounded sinceT is a homogeneous
function of degree 2 inyk and xyk → 0. On the other hand, we see
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that the derivativeFxk , k = 1, 2, 3, contain
1
x

as a factor which becomes

unbounded ast → t1. In order to apply Cauchy’s theorem on the analytic
continuation of solutions we need the right-hand sides of the differential
equations to be bounded in a closed bounded point set containing the
curve (x(t), y(t)), τ ≤ t < t1. Hence the introduction of the function
F is not quite enough to apply Cauchy’s theorem. We shall show that
by yet another canonical transformation we can reduce our system of
differential equations to one with bounded right-hand sides.

In his proof of the uniformisation of the solutions near the singular-
ity t = t1, Sundman did not write the equation of motion in the canonical
form, but found a transformation which made the right-hand sides of the
system of ordinary differential equations

q̇k =
1
µk

pk, ṗk = Uqk , k = 1, . . . , 6,

regular analytic functions of the new variables. It was proved later by 76

Levi-Civita that one can find the transformations of Sundmanby writing
the equations in the canonical form and by using canonical transforma-
tions. This simplifies the more complicated proof given by Sundman.

5 Approximate solution of the Hamilton-Jacobi
equation

We shall make use of the theory of the Hamilton-Jacobi partial differen-
tial equation. We wish to find a twice continuously differentiable func-
tion W =W(x, ξ, s) of the independent variablesx, ξ, s, with |Wxkξ1| , 0,
satisfying the Hamilton-Jacobi partial differential equation (Chapter 1,
§ 2)

F(x,Wx) +Ws = 0. (2.5.1)

If we find such a functionW, then we set

Wxk = yk, Wξk = −ηk, k = 1, . . . 6,

solve the second set of equations locally, using the fact that |Wξkxl | =
|Wxkξl | , 0, and findxk as a functionϕk(ξ, η, s). We substitute this
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for xk in Wxk = yk and getyk as a functionψk(ξ, η, s) and thus obtain
the canonical transformation. Moreover, sinceW satisfies (2.5.1), the
Hamiltonian system (2.4.7) will be transformed into the trivial system
ξ′k = 0, η′k = 0, k = 1, . . . , 6. Henceξk = constant,ηk = constant, will77

give, on substitution inxk = ϕk(ξ, η, s), yk = ψk(ξ, η, s), the solution of
our problem.

However, we cannot hope to obtain a complete solution of the prob-
lem of finding aW with |Wxkξl | , 0 satisfying (2.5.1) since, if we could,
a solution of this would solve the three-body problem explicitly. But as
we are interested in the analysis of the solution neart = t1, equivalently,
s= s1, we shall find an approximate solution. For this purpose we shall
use the fact that all the coordinates and velocity components of P2 have
finite limits ast → t1 and thatP2 remains at a distance bounded below
by a positive number from the colliding masses. Hence, fort neart1,
we ignore the pressence ofP2 so that the coordinatesx4, x5, x6 and the
components of momentay4, y5, y6 do not enter into the discussion. (This
amounts to supposing that the mass ofP2 is zero). Thus we are led to
consider the two-body problem. In this case we have

U =
m1m3

x
and T =

1
2

∑ 1
µk

y2
k =

(

1
m1
+

1
m3

)

(y2
1 + y2

2 + y2
3),

so that

F = x(T − U − h) =
1
2

(

1
m1
+

1
m3

)

xy2 − hx−m1m3,

wherey2
= y2

1 + y2
2 + y2

3. Since the differential equations involve only
the derivativesFxk , Fyk, we may drop the constantm1m3 in the expres-
sion for F. By suitably choosing the unit of mass we can also take78
1
2

(

1
m1
+

1
m3

)

= 1. We shall also assume thath = 0 and thenF has the

form
F = xy2, y2

= y2
1 + y2

2 + y2
3. (2.5.2)

Then we want to find a twice continuously differentiable function with
real values,W =W(x1, x2, x3, ξ1, ξ2, ξ3, s), with |Wxkξl | , 0 such that

(x2
1 + x2

2 + x2
3)

1
2 (W2

x1
+W2

x2
+W2

x3
) +Ws = 0. (2.5.3)
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It would be simpler if we could takeW to be independent ofs. But this
is not possible, sinceWs = 0 would imply thatx(W2

x1
+W2

x2
+W2

x3
) = 0.

Sincex , 0 for 0 ≤ s < s1 thenW2
x1
+W2

x2
+W2

x3
= 0. And W is real

so thatWx1 = Wx2 = Wx3 = 0 and hence|Wxkξl | = 0. ConsequentlyW
does not determine a canonical transformation. So the simplest possible
choice we can make forW is thatW is linear inS. Hence we take

W(x, ξ, s) = v(x, ξ) − λ(ξ)s. (2.5.4)

Then Ws = −λ(ξ1, ξ2, ξ3). We need only a particular solution of the
equation (2.5.3) whereξ1, ξ2, ξ3 are arbitrary constants with the only
condition|Wxkξl | , 0.

It is known that the orbits of the mass-points in the two-bodyprob-
lem are conic sections. Hence the two-body problem is a problem in the
plane. This plane problem can be solved in the following way using the 79

theory of complex analytic functions.
We shall find the functionv in (2.5.4) by using (2.5.3). Letx1, x2 de-

note the coordinates in the plane of the orbit. We introduce the complex
variablez= x1+ ix2, z= (x2

1+ x2
2)

1
2 . Let f = u+ iv be a regular analytic

function of z in some region of the complex plane. Sincef is regular
analytic, we have the Cauchy-Riemann equationsux1 = vx2, ux2 = −vx1,
so that

∣

∣

∣

∣

∣

d f
dz

∣

∣

∣

∣

∣

2

= u2
x1
+ u2

x2
= v2

x1
+ v2

x2
.

If we take the functionv in (2.5.4) forW, we see thatWx1 = vx1, Wx2 =

vx2 and hence
∣

∣

∣

∣

∣

d f
dz

∣

∣

∣

∣

∣

2

= W2
x1
+W2

x2
. Thus the Hamilton-Jacobi equation

(2.5.3) takes the form

|z|
∣

∣

∣

∣

∣

d f
dz

∣

∣

∣

∣

∣

2

= λ.

Thus the absolute value of the regular analytic functionz

(

d f
dz

)2

is a

constantλ. It follows from the open-mapping theorem thatz

(

d f
dz

)2

is a

constant, sayz

(

d f
dz

)2

= ζ̄, with ζ = ξ1 + iξ2, |ζ | = λ. Integrating the
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equation
d f
dz
=

(

ζ

z

)

1
2

, we get f (z) = 2(ζ̄z)
1
2 . Hence we havev(x1, x2) =

Im f (z) = i−1(ζ̄z− ζz̄) · ξ1 andξ2 are two parameters such thatf (z) =
2((ξ1 − iξ2)z)

1
2 . Inserting thisv and the two parametersξ1, ξ2 in (2.5.4)

we get

W =
1
i

{

((ξ1 − iξ2)(x1 + ix2))
1
2 − ((ξ1 + iξ2) (x1 − ix2))

1
2

}

. − s
√

ξ2
1 + ξ

2
2.

Moreover, we haveWxkξl = vxkξl and it can be easily verified that80

|Wxkξl | =
1

4|ζz|
We wish to extend this argument to the case of the three-body prob-

lem. But in this case we cannot use the theory of complex analytic
functions. A possible solution of the Hamilton-Jacobi equation in three-

dimensional space is suggested by the function
√

ζz −
√

ζz defining
v = v(x, ξ) in two-dimensional space. In the following we show that a
suitable generalization of this function to three-dimensional space does
indeed satisfy the Hamilton-Jacobi equation and the condition |vxkξ1| ,
0. Hence this provides a canonical transformation. We shallalso see
that this canonical transformation is the one found by Sundman, namely
the inversion with respect to the unit sphere in three-dimensional space.

In the two-dimensional case we hadW(x, ξ, s) = v(x, ξ) − λ(ξ)s
where

iv =
√

ζ̄z−
√

ζz̄, z= x1 + ix2, ζ = ξ1 + iξ2, |ζ | = λ.

Squaring both sides we get−v2
= ζ̄z+ ζz̄− 2|ζz|, that is

1
2

v2
= (x2

1 + x2
2)

1
2 (ξ2

1 + ξ
2
2)

1
2 − (x1ξ1 + x2ξ2).

We try to generalize this to three-dimensional space and take

1
2

v2
= (x2

1 + x2
2 + x2

3)
1
2 (ξ2

1 + ξ
2
2 + ξ

2
3)

1
2 − (x1ξ1 + x2ξ2 + x3ξ3) (2.5.5)

In order to ensure thatW = W(x, ξ, s) = v(x, ξ) − λ(ξ)s satisfies the
Hamilton-Jacobi equation, it is enough to findξ1, ξ2, ξ3 such thatv given81
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by (2.5.5) with theseξ1, ξ2, ξ3 satisfies the partial differential equations

(x2
1 + x2

2 + x2
3)

1
2 (v2

x1
+ v2

x2
+ v2

x3
) = λ, λ = λ(ξ) (2.5.6)

If we find ξ1, ξ2, ξ3 satisfying this condition together with the condition
|vxkξl | , 0, then we obtain a canonical transformation by settingvxk = yk,
vξk = −ηk, k = 1, 2, 3. The latter set of equations can be solved locally
to givexk as functionsϕk(ξ, η) which, on substitution invxk = yk, giveyk

on a functionψk(ξ, η). Thus we obtain the canonical transformationxk =

ϕk(ξ, η), yk = ψk(ξ, η), k = 1, 2, 3. Since the functionv is independent of
the variables, the functionsϕk, ψk do not containsexplicitly. Hence the
Hamiltonian equations are unaltered and we haveξ′k = Fηk, η

′
k = −Fξk,

k = 1, 2, 3, whereF(ξ, η) = F(x, y) = F(ϕ(ξ, η), ψ(ξ, η)).
We proceed then to verify thatv defined by (2.5.5) satisfies (2.5.6)

and the condition|vxkξl | , 0 for a suitable choice ofξ1, ξ2, ξ3. Denoting

(ξ2
1 + ξ

2
2 + ξ

2
3)

1
2 by ξ, we can write (2.5.5) in the form

1
2

v2
= xξ −

3
∑

k=1

xkξk. (2.5.7)

Differentiating this with respect toxk andξk respectively, we obtain

v vxk =
xk

x
ξ − ξk, v vξk = x

ξk

ξ
− xk, k = 1, 2, 3. (2.5.8)

Multiplying the first of these byx, squaring and summing overk =
1, 2, 3, we get, on using (2.5.7), 82

x2v2(v2
x1
+ v2

x2
+ v2

x3
) =

3
∑

k=1

(xkξ − ξkx)2

= 2ξ2x2 − 2ξx
3

∑

k=1

xkξk = 2ξx(ξx−
3

∑

k=1

xkξk) = ξxv2.

If x , 0, v , 0, then dividing throughout byxvwe have

x(v2
x1
+ v2

x2
+ v2

x3
) = ξ,
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which means that if we chooseλ(ξ) = ξ, thenv(x, ξ) defined by (2.5.5)
satisfies (2.5.6). Moreover, the condition that|vxkξl | , 0 is also satisfied.

In fact, it is easy to check by direct computation that|vxkξl | = −
1

4xξv
.

We now use the fact thatx , 0, ξ , 0, v , 0. (Actuallyv = 0 if and only
if the two vectors (x1, x2, x3) and (ξ1, ξ2, ξ3) are in the same direction,
that is, are linearly dependent. Since we assume thatv , 0 andx , 0,
we may suppose thatξ , 0). We have then found a generating function
v = v(x, ξ). The canonical transformation defined by means ofv is
explicitly determined as follows. Let us set

vxk = yk, vξk = −ηk, k = 1, 2, 3. (2.5.9)

Multiplying these byxvand−ξv respectively and using the expressions
(2.5.8) we find that

xvyk = xvvxk = ξxk − xξk = −ξvvξk = ξvηk (2.5.10)

Sincev , 0, we can divide byv and obtain83

xyk = ξηk, k = 1, 2, 3. (2.5.11)

Let y = (y2
1 + y2

2 + y2
3)1/2 andη = (η2

1 + η
2
2 + η

2
3)1/2. Squaring both sides

of the relationxvyk = ξxk− xξk and summing overk = 1, 2, 3, we obtain

x2v2y2
=

3
∑

k=1

(ξxk − xξk)
2
= 2ξ2x2 − 2xξ

3
∑

k=1

xkξk

= 2xξ(xξ −
3

∑

k=1

xkξk) = xξv2.

Once again, sincex , 0 andv , 0, dividing byxv2 we get

xy2
= ξ (2.5.12)

Similarly from the relationξvηk = ξxk − xξk we obtain

ξη2
= x (2.5.13)



5. Approximate solution of the Hamilton-Jacobi... 63

Sincex , 0 andξ , 0, it follows from (2.5.12) and (2.5.13) thaty , 0
andη , 0. Substituting (2.5.12) in (2.5.11) we have

xyk = xy2ηk,

so that ηk =
yk

y2
, k = 1, 2, 3;

this implies thatη2
=

1
y2

and henceyk = y2ηk =
ηk

η2
, k = 1, 2, 3. Multi-

plying both sides of the relations

xvyk = ξxk − xξk, ξvηk = ξxk − xξk

by xk andξk respectively and summing overk = 1, 2, 3, we see that 84

xv−
3

∑

k=1

xkyk = ξx2 − x
3

∑

k=1

xkξk =
1
2

xv2,

ξv−
3

∑

k=1

ξkηk = ξ

3
∑

k=1

xkξk − xξ2
= −1

2
ξv2,

from which we get, sincex , 0, ξ , 0, andv , 0,

3
∑

k=1

xkyk =
1
2

v,
3

∑

k=1

ξkηk = −
1
2

v. (2.5.14)

We can solveξvηk = ξxk − xξk and expressxk as a function ofξ, η and
obtain

xk = vηk + x
ξk

ξ
,

which, under the substitutionx = ξη2, v = −2
2
∑

l=1
ξlηl gives

xk = η
2ξk − 2ηk

3
∑

l=1

ξlηl , k = 1, 2, 3. (2.5.15)

Similarly we can show that

ξk = y2xk − 2yk

3
∑

l=1

xlyl , k = 1, 2, 3. (2.5.16)
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Thus we have obtained the canonical transformation from (x, y) to (ξ, η);
it is given by

xk = η
2ξk − 2ηk

3
∑

l=1

ξlηl , yk =
ηk

η2
, k = 1, 2, 3. (2.5.17)

and the inverse transformation is given by85

ξk = y2xk − 2yk

3
∑

l=1

xlyl , ηk =
yk

y2
, k = 1, 2, 3. (2.5.18)

It follows from (2.5.17) and (2.5.18) that the canonical transformation
from (x, y) to (ξ, η) is involutory and, moreover, that it is a birational
transformation. The second equation in (2.5.17) defines an inversion
with respect to the unit sphere in three-dimensionaly-space and is actu-
ally the transformation used by Sundman.

It is clear that the equationsyk =
ηk

η2
, ηk =

yk

y2
, k = 1, 2, 3, will

be valid wheneverη , 0 andy , 0. We shall now show that we can
obtain the transformations (2.5.17) directly from (2.5.18) with the only
assumption thatη , 0 and that it is no longer necessary to assume that
the vectors (x1, x2, x3), (ξ1, ξ2, ξ3) are linearly independent. We have the
following

Theorem 2.5.1. If η , 0, then the relations (2.5.18) define a canonical
transformation of the variables(xk, yk) to (ξk, ηk), k = 1, 2, 3, with the
inverse (2.5.17).

Proof. First we definey1, y2, y3 by settingyk =
ηk

η2
, k = 1, 2, 3. Then

η , 0 is equivalent toy , 0. From (2.5.16) we get

3
∑

k=1

ξkyk = y2
3

∑

k=1

xkyk − 2
3

∑

k=1

y2
k

3
∑

l=1

xlyl = −y2
3

∑

k=1

xkyk.

Dividing throughout byy2(y , 0) and usingηk =
yk

y2
, we get

3
∑

k=1

ξkηk = −
3

∑

k=1

xkyk,
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which, on substitution in the expression (2.5.16) forξk, gives 86

ξk =
1
η2

xk +
2ηk

η2

3
∑

l=1

ξlηl ,

that is,

xk = η
2ξk − 2ηk

3
∑

l=1

ξlηl , k = 1, 2, 3.

This proves that we can solve the set of equations (2.5.18) toobtain
(2.5.17) and the same method can be employed to obtain (2.5.18) from
(2.5.17) on making use of the fact thaty , 0. Thus (2.5.17) is an invo-
lutory transformation of the variables (xk, yk) to (ξk, ηk). It now remains
only to prove that the transformation thus obtained is canonical. For
this purpose we recall that a transformationxk = ϕk(ξ, η), yk = ψk(ξ, η)
is canonical if and only if the Jacobian matrix of the transformation is
symplectic. We shall show that the Jacobian matrix in our case is sym-
plectic. On differentiating (2.5.17) we have, fork, l = 1, 2, 3,

xkξl = η
2δkl − 2ηkηl , ykξl = 0,

xkηl = 2ηlξk − 2δkl − 2δkl

3
∑

r=1

ξrηr − 2ηkξl , ykηl =
δkl

η3
−

2ηkηl

η4
.

Hence the elements of the Jacobian matrix are rational functions of
ξk, ηk with non-vanishing denominators, and so continuous (regular)
functions ofξk, ηk. On the other hand, we know that when the vectors
(x1, x2, x3) and (ξ1, ξ2, ξ3) are linearly independent, the transformation87

defined by (2.5.17) is canonical and so the Jacobian matrix issymplec-
tic. In the general case (x1, x2, x3) and (ξ1, ξ2, ξ3) can be considered as
limits of linearly independent vectors (x1n, x2n, x3n) and (ξ1n, ξ2n, ξ3n) as
n→ ∞. If (xkn), (ξkn) satisfy (2.5.17), then the limit vectors also satisfy
(2.5.17). In other words, in the general case, the canonicaltransfor-
mations corresponding to the linearly independent vectors(x1n, x2n, x3n)
and (ξ1n, ξ2n, ξ3n) tend to a transformation defined by (2.5.17). Since the
elements of the Jacobian matrix are continuous functions ofthe vari-
ablesξk, ηk, the Jacobian matrix of the transformation corresponding to
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(x1n, x2n, x3n) and (ξ1n, ξ2n, ξ3n) tends to that corresponding to (x1, x2, x3)
and (ξ1, ξ2, ξ3) in the topology of the group of all six-rowed invertible
matrices. Since the symplectic matrices form a closed subgroup of this
group, it follows that the Jacobian matrix of the transformation defined
by (x1, x2, x3) and (ξ1, ξ2, ξ3) is symplectic, so that the transformation
(2.5.17) is again canonical. This completes the proof. �

6 Regularisation of the solution of the three-body
problem near a simple collision

We use the canonical transformation obtained in the previous section to
uniformize the solution of three-body problem in the neigh bourhood of
the singularityt = t1 at which there is a simple collision. We recall that
(x1, x2, x3) and (x4, x5, x6) are the relative coordinates ofP1 andP2 with
respect toP3. We assume that the centre of gravity remains fixed at the
origin. (y1, y2, y3) and (y4, y5, y6) denote the components of momenta88

of P1 andP2 respectively. We have seen thatxk, yk, k = 1, . . . , 6, are
obtained from the absolute coordinatesqk and the corresponding com-
ponents of momentspk by means of a canonical transformation. We
now prove

Theorem 2.6.1.The canonical transformation of the variables(xk, yk)
to (ξk, ηk), k = 1, 2, 3, defined by

xk = η
2ξk − 2ηk

3
∑

l=1

ξlηl , yk =
ηk

η2
, k = 1, 2, 3, (2.6.1)

whereη2
= η2

1+η
2
2+η

2
3 , 0, can be extended to a canonical transforma-

tion of the twelve independent variables(xk, yk) to (ξk, ηk), k = 1, . . . , 6.

Proof. By Theorem 2.5.1, (2.6.1) is a canonical transformation in the
six variablesxk, yk, k = 1, 2, 3. Let

A = (xkξl ), B = (xkηl ),C = (ykξl ),D = (ykηl ).
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Then,M =

(

A B
C D

)

, the Jacobian matrix of the transformation (2.6.1) is

symplectic. We extend the transformation (2.6.1) to a transformation of
(xk, yk) to (ξk, ηk), k = 1, . . . , 6, by defining

xk = ξk, yk = ηk, k = 4, 5, 6. (2.6.2)

Then the Jacobian matrix of the extended transformation is

M1 =































A 0 B 0
0 E3 0 0
0 0 D 0
0 0 0 E3































whereE3 is the three-rowed unit matrix. Denoting byJ the twelve-

rowed square matrixJ =

(

0 E6

−E6 0

)

whereE6 =

(

E3 0
0 E3

)

, it is easy to 89

verify thatM′1JM1 = J, using the fact thatM is symplectic. This proves
the fact that (2.6.1) and (2.6.2) together define a canonicaltransforma-
tion which extends (2.6.1).

Now we recall thats =
t
∫

τ

dt
x

converges, ast → t1, to a finite limit

s1 =

t1
∫

τ

dt
x

. We consider the variablesξk, ηk as functions of the real

variables in the interval 0≤ s < s1. We know thatxk, yk are regular
analytic functions oft in τ ≤ t < t1 and hence,ξk, ηk, defined by (2.6.1)
and (2.6.2), are regular analytic functions ofs in 0 ≤ s < s1. Then we
have the following �

Theorem 2.6.2.The functionsξk = ξk(s) andηk = ηk(s), k = 1, . . . , 6,
can be continued analytically as regular analytic functions of s to a
neighbourhood of s= s1.

Proof. Since the canonical transformation defined by (2.6.1) and (2.6.2)
is independent of the variables, the Hamiltonian equations keep their
form and therefore the Hamiltonian systemx′k = Fyk, y′k = −Fxk, k =
1, . . . 6, where

F = x(T − U − h) (2.6.3)
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goes over into the system

ξ′k = Fηk, η
′
k = −Fξk, k = 1, . . . , 6, (2.6.4)

whereF(ξ, η) = F(x, y) = x(T − U − h). In order to prove the the-
orem it is sufficient to prove thatFηk, Fξk are bounded regular analytic90

functions of the twelve variables (ξ, η) in some bounded closed region of
12-dimensional (ξ, η)-space. For this purpose we expressF as a function
of the variables (ξk, ηk). From the definition, we have

T =
1
2

(

1
m1
+

1
m3

)

y2
+

1
2

(

1
m2
+

1
m3

)

(

y2
4 + y2

5 + y2
6

)

+
1

m3
(y1y4 + y2y5 + y3y6) ,

U =
m1m2

r12
+

m2m3

r23
+

m1m3

x
,

wherex2
= x2

1 + x2
2 + x2

3, y2
= y2

1 + y2
2 + y2

3, r2
23 = x2

4 + x2
5 + x2

6 and
r2
12 = (x1−x4)2

+(x2−x5)2
+(x3−x6)2. On the other hand, we have from

§ 5 y2
=

1
η2

, x = ξη2, xy2
= ξ with ξ2

= ξ2
1 + ξ

2
2 + ξ

2
3, η2

= η2
1 + η

2
2 + η

2
3.

Then we can write, by (2.6.1),

r2
12 =

3
∑

k=1

(xk − ξk+3)2, r2
23 =

3
∑

k−1

ξ2
k+3 where xk = η

2ξk − 2ηk

3
∑

l=1

ξlηl .

Denoting byb the positive constant
1
2

(1/m1 + 1/m3), we have

F = bξ +
1
2

(

1
m2
+

1
m3

)

(

η2
4 + η

2
5 + η

2
6

)

ξη2
+

ξ

m3
(η1η4 + η2η5 + η4η6)

−hξη2 −
(

m1m2

r12
+

m2m3

r23

)

ξη2 −m1m3. (2.6.5)

In order to apply Cauchy’s theorem on analytic continuationwe need
to prove thatFξk, Fηk are bounded regular functions of the twelve in-91

dependent variables (ξk, ηk), k = 1, . . . , 6. We have proved in§ 5 that
xy2→ 2(m1m3)2(m1 +m3)−1

= c > 0. In other words,

ξ → c > 0 as s→ s1. (2.6.6)
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Also ηk = yky−2 → 0 ast → t1, i.e. ass→ s1. Sincey→ ∞ ast → t1,
it follows that in a sufficiently small neighbourhood oft = t1 we have
y , 0. Let so be a number in 0≤ s < s1 such thaty = y(s) , 0 in
so ≤ s< s1.

We know already thatξk, ηk, k = 1, . . . , 6, are regular analytic func-
tions ofs in 0 ≤ s< s1. By Theorem 2.3.2, we know thatP2 stays away
from the colliding pointsP1,P3 and that its velocity components have fi-
nite limits ast → t1 and hence ass→ s1. Then it follows thatη4, η5 and
η6 have finite limits ass→ s1. Moreover, all the absolute coordinates
qk tend to finite limits ast → t1, and henceξk+3 = xk+3 = qk+3 − qk+6,
k = 1, 2, 3, tend to finite limits ass → s1. By (2.6.6),ξ → c > 0 as
s→ s1, and it will appear later thatξ1, ξ2, ξ3 themselves tend to finite
limits.

We choose the numberso in the interval 0≤ s < s1 so close to
s1 that for s in the intervalso ≤ s < s1, ξ = ξ(s) lies in the interval
c/2 ≤ ξ(s) ≤ 2c. We have also seen thatr12 and r23 remain bounded
below by positive constants inso ≤ s< s1.

We now considerξk, ηk, k = 1, . . . , 6, as twelve independent vari-92

ables. LetD be a bounded closed region in the 12 dimensional (ξ, η)-
space defined as follows. Let (ξ1, ξ2, ξ3) be restricted to the annular
regionD1 : c/2 ≤ ξ ≤ 2c in 3 - dimensionalξ-space. Sinceξ4, ξ5, ξ6,
η4, η5, η6 have finite limits ass→ s1, andη1, η2, η3 → 0 ass→ s1, we
can enclose the points (ξ4, ξ5, ξ6, η1, . . . , η6), for s sufficiently close to
s1, in a bounded closed regionD2 in 9-dimensional space such thatD2

contains all the limit values ofξ4, ξ5, ξ6, η1, . . . , η6 in its interior. More-
over we can chooseD2 so small thatr−1

12 andr−1
23 are bounded. Then we

takeD = D1 × D2.

Consider the functionF in the regionD. F containsr12 and r23 in
the denominator. On differentiation we observe thatFξk is a function of
(ξk, ηk) with ξ, r12, r23 occuring in the denominator. Sinceξ is bounded
away from zero for (ξ1, ξ2, ξ3) ∈ D1 andr−1

12 , r
−1
23 are bounded, it follows

that theFξk are regular analytic functions ofξk, ηk, k = 1, . . . , 6, in D.
For the same reason theFηk are regular analytic inD. Consider the orbit
(ξk(s), ηk(s)), so ≤ s< s1 · (ξk(s), ηk(s)) is a curve in twelve-dimensional
Euclidean space. Ifso is so chosen that the interval [so, s1] is sufficiently
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small, then this curve lies completely in the regionD. Thus the hypothe-
ses ensuring the existence of analytic continuation of solutions (Chapter
1, § 3) are satisfied for the system of differential equations

ξ′k = Fηk, η
′
k = −Fζk, k = 1, . . . 6.

It follows that the solutionξk = ξk(s), ηk = ηk(s) can be continued ana-93

lytically on regular analytic functions ofs in a neighbourhood ofs= s1.
(Acutally it is possible to continue analytically even to a complex neigh-
bourhood ofs = s1). This neighbourhood can be determined explicitly
by obtaining estimates for the derivativesFξk andFηk; it is quite straight-
forward to compute these estimates and we shall not do this. Thus it
follows, in particular, thatξk tend to finite limitsξkl ass→ s1 and the
theηk are regular analytic ats = s1 with ηk → 0 ass→ s1, k = 1, 2, 3.
This completes the proof of the theorem. �

Theorem 2.6.2 implies that we can expandξk, ηk as power-series in
s − s1 in a neighbourhood ofs = s1. Substituting the expansions in
the differential equations we obtain the coefficients of the power-series

for ξk(s) andηk(s). We consider firstηk, k = 1, 2, 3. Sinceξξk =
ξk
ξ

,

k = 1, 2, 3, we find on differentiatingF with respect toξ, that

η′k = −Fk =
bξk

ξ
+ terms vanishing fors= s1.

Sinceξ → c andξk → ξk1 as s → s1, we can expand
ξk

ξ
as a power

series ins− s1 in a neighbourhood ofs= s1 and obtain

η′k = −
b
c
ξk1 + terms of degree≥ 1 in s− s1, k = 1, 2, 3.

Integrating froms to s1, for s in a neighbourhood ofs1, and using the94

fact thatηk → 0 ass→ s1, i.e. ηk(s1) = 0, we see that

ηk = −
b
c
ξkl(s− s1)+ terms of degree≥ 2 in s− s1, k = 1, 2, 3. (2.6.7)
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But

(

ξ(s1)
c

)2

=

(

ξ11

c

)2

+

(

ξ21

c

)2

+

(

ξ31

c

)2

= 1. Squaring both sides of

(2.6.7) and adding up fork = 1, 2, 3, we have

η2
= b2(s− s1)2

+ terms of higher order,b , 0 (2.6.8)

which gives the following expansions foryk, k = 1, 2, 3:

yk =
ηk

η2
= − 1

bc
ξk1(s− s1)−1

+ terms of degree≥ 0 in s− s1. (2.6.9)

This shows that at least one of the velocity components ofP1 and P3

has a simple pole ats = s1 and hence becomes inifinite of the order of
(s− s1)−1 ass→ s1. On the other hand, we have

ξk(x) = ξk1 + terms of degree≥ 1 in s− s1, k = 1, 2, 3, (2.6.10)

so that

ξ(s) = c+ terms of degree≥ 1 in s− s1, (2.6.11)

wherec2
= ξ2

11 + ξ
2
21 + ξ

2
31. Substituting (2.6.7), (2.6.8) and (2.6.10) in

(2.6.11) we obtain

xk = η
2ξk − 2ηk

3
∑

l=1

ξlηl

= b2ξk1(s− s1)2
+ . . . − 2(−b

c
ξk1(s− s1) + . . .) (−bc(s− s1) + . . .)

or 95

xk = −b2ξk1(s− s1)2
+ terms of degree≥ 3 in (s− s1), k = 1, 2, 3.

(2.6.12)
Squaring and summing overk = 1, 2, 3, we get

x = b2c(s− s1)2
+ terms of degree≥ 3 in s− s1. (2.6.13)

By the definition ofs we havet′ =
dt
ds
= x. Integrating this over a

sufficiently small interval (s, s1) we get

t − t1 =
b2c
3

(s− s1)3
+ terms of degree> 3 in (s− s1). (2.6.14)



72 2. The three-body problem : simple collisions

Sinceb , 0, c , 0, we can invert this power-series in a neigh bourhood
of s= s1 and obtain

s1 − s=

(

3
b2c

(t1 − t)

)1/3

+ terms of higher order in (t1 − t)
1
3 . (2.6.15)

As a consequence of (2.6.15) and the expansions (2.6.7) and (2.6.10) for
ξk, ηk, it follows thatξk, ηk have power-series expansions in (t − t1)1/3 in
some neighbourhood oft = t1. Similarly the expansion (2.6.12) for
xk shows thatxk also has a power-series expansion in (t − t1)1/3 in a
neighbourhood oft = t1, k = 1, 2, 3. But from (2.6.9) we see that

yk =
ηk

η2
= −

1
bc
ξk1(s− s1)−1

+ . . .

=
1
bc
ξk1(

3

b2c
(t − t1))−

1
3 + . . . , k = 1, 2, 3,

contains also negative powers of (t − t1)1/3. This proves our conjecture96

that t = t1 is an algebraic branch-point for some coordinate function
xk, k = 1, 2, 3, and that there are three sheets at the branch-pointt = t1.

As we mentioned earlier, Weierstrass had already asserted the ex-
istence of power-series expansions for the solution of the three-body
problem in cube-roots oft − t1. However, a proof was given explicitly
for the first time by Sundman. Sundman’s method was different from
the one we have described. He did not use canonical transformations.
They were first used by Levi-Civita. Sundman also showed thatif we
introduce the variables, then we can get analytic continuations of the so-
lutions even beyonds= s1. As we pass the singularitys= s1, it follows
from (2.6.14), since the power-series starts with an odd power of s− s1,
that we can go beyondt = t1 through real values. Because of (2.6.12),
the collision thus means only a reflection of the colliding masses. The
same system of differeential equations continues to be satisfied after the
collision and so we are led back to the old problem. We can therefore
continue the orbit and there are only two possibilities. Either no further
collision occurs, or there is a next singularityt2 at which there is a colli-
sion which cannot be a general collision ifλ2

+µ2
+ν2 > 0. This second

collision may, however, not be between the same two masses asbefore.
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And this process may continue. Suppose thatt1, t2, . . . are the times of
the successive simple collisions. Then, either this sequence is finite, in
which case all the coordinates are regular analytic functions beyond the 97

last singularity, or there is an infinite sequence of simple collisions. In
the latter case Sundman proved thattn→ ∞ necessarily asn→ ∞. This
is done in the following way. Suppose, if possible, thattn has a finite
limit point t∞ asn→ ∞. We know that the potential functionU(t)→ ∞
as t → tn for eachn = 1, 2, . . . , and thatU(t) is finite between any
two successive collision timestn−1, tn, n = 2, 3, . . .. We now assert that
U(t) → ∞ ast → t∞. For, if not, letU(t) < A for t arbitrarily neart∞.
Then by the Cauchy existence theorem the coordinate functionsq(t) are
regular analytic functions in a neighbourhood|t−to| < B of to whereB is
a constant depending onA, the masses and the energy constant. Hence
the q(t) are regular att = t∞ and soU = T − h is regular att = t∞.
However, this is not possible since in any neighbourhood oft∞ there
exists atn at whichU becomes infinite. ThusU(t) → ∞ as t → t∞.
Consequently,r(t) = min(r12, r23, r13) tends to zero ast → t∞. Now, by
the Lagrange formula, ¨σ > 0 in a sufficiently small intervalto ≤ t < t∞.
However,σ̈ is infinite at eacht = tn, n = 1, 2, . . .. We have seen that
σ̇ is continuous from the left att = t1 and we see similarly this is so
at eacht = tn, and we conclude from our earlier discussion that it is
also continuous on the right at eacht = tn. Thusσ̇ is continuous and
monotone increasing into ≤ t < t∞. From this it follows as before that
σ has a positive lower bound into ≤ t < t∞ if λ2

+µ2
+ ν2 > 0. And now

repeating our earlier argument we see that ast → t∞, exactly one side of 98

the triangleP1,P2,P3, sayr(t) = r13, tends to zero, and the other sides
remain bounded away from zero. By the continuity of the distance func-
tions we see that the collision is always between the same pair of points
P1,P3 for all largen and hence we can taker(t) = r13 for all largen. By
our earlier arguments we can uniformize the coordinate functions q(t)
neart = tn for eachn = 1, 2, . . . by means of the uniformising variable

sn =

tn
∫

to

dt
r(t)

,

the integral converging for eachn. Repeating our earlier argument we
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see that ˙σ is bounded ast → t∞ and the integral

s∞ =

t∞
∫

to

dt
r(t)

converges and sosn tends to a finite limits∞ as t → t∞. We can then
prove that the coordinate functionsq(t) are regular analytic functions of
s in a neighbourhood ofs= s∞. Moreover,sandt are regular functions

of each other and
dt
ds
= r(t). Thereforer(t) = r(t(s)) is regular in a

neighbourhood ofs = s∞. But r(t) = 0 for eachtn, so that the analytic
function r(t) has an infinity of zeros in a neighbourhood ofs = s∞.
Thusr(t) ≡ 0 in a neighbourhood ofs= s∞ and this is impossible. This
proves the assertion that the times of successive simple collisions tn do99

not have a finite limit point.
Hereafter we shall deal with the general collision att = t1, in which

case the singularity terms out, in general, to be an essential singularity.



Chapter 3

The three-body problem:
general collision

1 Asymptotic estimates

In this chapter we shall be concerned with the problem of determining 100

the nature of the first singularity of the three-body problemwhen there is
a general collision, that is when all the mass-points collide att = t1. We
shall show that in this case,t = t1 is in general an essential singularity
for at least one of the coordinate functions of the masses.

Let us denote as before the coordinates of the three mass-points Pk

by (xk, yk, zk), k = 1, 2, 3, and their masses bymk. Also let q denote
any one of the nice coordinate functionsx1, . . . , z3. We recall that ifU
denotes the potential function

U =
m1m2

r12
+

m2m3

r23
+

m1m3

r13
, (3.1.1)

then the equations of motion are given by

mq̇ = Uq. (3.1.2)

We have the ten algebraic integrals associated with the system namely,
the six integrals of the centre of gravity, the three integrals of angular

75
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momenta and the energy integral these are given by

3
∑

k=1

mkxk = αt + α′,
3

∑

k=1

mkyk = βt + β′,
3

∑

k=1

mkzk = γt + γ′;

3
∑

k=1

mk(xkẏk − ykẋk) = λ,
3

∑

k=1

mk(ykżk − zkẏk) = µ,

101

3
∑

k=1

mk(zk ẋk − xkżk) = ν; (3.1.3)

T − U = h. (3.1.4)

We may assume, by changing the coordinates by linear functions of the
variablet, that the centre of gravity remains fixed at the origin through-
out the motion, so that

3
∑

k=1

mkxk =

3
∑

k=1

mkyk =

3
∑

k=1

mkzk = 0. (3.1.5)

Let t = t1 be the first singularity. So all the coordinatesq(t) are regular
analytic functions in the intervalto ≤ t < t1, and at least one coordinates
ceases to be regular att1. Letρk denote the distance of the pointPk from
the centre of gravity 0:

ρ2
k = x2

k + y2
k + z2

k, k = 1, 2, 3. (3.1.6)

We introduced in Chapter 2 the moment of inertie

σ ≡
∑

q

mq2
=

3
∑

k=1

mkρ
2
k. (3.1.7)

Differentiating this twice in succession with respect to we have

1
2
σ̇ =

∑

q

mqq̇,
1
2
σ̈ =

q
∑

mq̇2
+

∑

q

mqq̈. (3.1.8)
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Then we obtain the Lagrange formula102

1
2
σ̈ = 2T − U, (3.1.9)

which can be written, by means of (3.1.4), also as

1
2
σ̈ = T + h = U + 2h (3.1.10)

By Theorem 2.2.1 we know thatU(t) → ∞ as t → t1, so that fort
sufficiently close tot1, U +2h > 0 and so ¨σ > 0 and henceσ is a convex
function of t and has a limit (non-negative) ast → t1. We may assume
thatσ is convex in the intervalτ ≤ t < t1 itself. We observe thatσ = 0
if and only if all the coordinatesq vanish, that is,P1,P2, ,P3 are all at 0.
Since by assumptiont1 is the first singularity, there is no collision in the
intervalτ ≤ t < t1 and soσ(t) > 0 in τ ≤ t < t1. Furtherσ(t) is a regular
analytic function in this interval. We have seen in Chapter 2thatσ(t)
has a limitσ1 ast → t1 · σ1 > 0 or≥ 0 according asσ is monotone in
monotone increasing or monotone decreasing in a small interval to the
left of t1, that is, according as ˙σ(t) > 0 or σ̇(t) < 0 in this interval. If
σ1 > 0 there is only a simple collision att = t1. We have studied this
cased in Chapter 2. So we shall consider only the caseσ1 = 0 (which
can happen only when ˙σ(t) < 0) and study the nature of the singularity
more closely in this case.

We shall now change our notation and introduce the variablet1 − 103

t instead oft. It is clear that the equations of motion (3.1.2) remain
invariant under this change of variable. Then ast varies in the interval
τ ≤ t < t1, the variabelt1 − t varies in the interval 0< t1 − t ≤ t1 − τ and
t1 − t tends to 0 through decreasing values ast → t1 through increasing
values. From now on we shall writet in place of the variablet1− t andτ
in place oft1 − τ. Thus in the new notation 0< t ≤ τ andt → 0 through
decreasing real values. We consider the coordinatesq as functions of the
new variablet and write againq = q(t). Now U(t) → ∞ ast → 0 and
hence in a sufficiently small interval 0< t ≤ to with 0 < to ≤ τ, we have
U(t) + 2h > 0 so thatσ̈(t) > 0 in 0 < t < to. Thereforeσ(t) is again a
convex function oft in 0 < t ≤ to. Moreover,σ̈(t) > 0 implies thatσ̇(t)
is monotone increasing ast decreases to 0 and is positive in 0< t ≤ to.
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We shall now study the asymototic behaviour ofσ(t) and σ̇(t) as
t → 0. First of all we have the following inequality:

Theorem 3.1.1.σ̇2 ≤ 8σT for 0 < t ≤ to.

Proof. By the definition ofσ and T we have 2σT =
∑

q
mq2 ∑

q mq̇2.

For arbitrary real numbersαk, βk, k = 1, . . . , r, we have the following
identity of Lagrange (see Chapter 2,§ 2):

r
∑

k=1

α2
k

r
∑

k=1

β2
k =

















r
∑

k=1

αkβk

















2

+

∑

1≤k<l≤r

(αkβ1 − α1βk)
2 .

Takingr = 9 andαk = qk
√

mk, βk = q̇k
√

mk, we obtain

2σT =

(

1
2
σ̇

)2

+

∑

1≤k<l≤9

mkml(qkq̇l − ql q̇k)
2 (3.1.11)

But104
∑

1≤k<l≤9

mkml(qkq̇l − ql q̇k)
2 ≥ 0.

Hence from (3.1.11) we get 2σT ≥ (
1
2
σ̇)2, i.e. σ̇2 ≤ 8σT, which

completes the proof. �

Theorem 3.1.2.There is a positive constantκ such that

σ(t) ∼ κt4/3 as t→ 0; (3.1.12)

σ̇(t) ∼ 4
3
κt1/3 as t→ 0. (3.1.13)

Proof. By Theorem 3.1.1, 8σT − σ̇2 ≥ 0. By the Lagrange formula
(3.1.10),σ̈ = 2T + 2h and this can be written

σ̈ =
1
4

(8σT − σ̇2
+ σ̇2)σ−1

+ 2h,

and hence,

σ̈ − 1
4
σ̇2σ−1

=
1
4

(8σT − σ̇2)σ−1
+ 2h. (3.1.14)
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Multiplying both sides byσ−1/4 we find that

(

σ̇σ−1/4
)

= σ̈σ−1/4 −
1
4
σ̇2σ−5/4

=
1
4

(8σT − σ̇2)σ−5/4
+ 2hσ−1/4.

If we denote byσo, σ̇o the values ofσ(t) andσ̇(t), at t = to, we obtain,
on integration fromt to to,

σ̇oσ
−1/4
o − σ̇σ−1/4

=
1
4

to
∫

t

(8σT− σ̇2)σ−5/4dt+2h

to
∫

t

σ−1/4dt. (3.1.15)

Hereσ(t) andσ̇(t) are positive and hence ˙σσ−1/4 ≥ 0 ast → 0, so it 105

can only become+∞ if it has no finite limit ast → 0. Consequently
the left side can at worst become−∞ as t → 0. On the right side,

(8σT−σ̇2)σ−5/4 ≥ 0 by Theorem 3.1.1 and so
to
∫

t
(8σT−σ̇2)σ−5/4dt ≥ 0.

This has either a finite positive limit ast → 0, or it tends to+∞ ast → 0.
We shall, however, show that this integral converges and that σ̇σ−1/4

tends to a finite limit. For this it is sufficient to prove that the integral
to
∫

t
σ−1/4dt converges ast → 0.

We shall get a lower estimate forσ. In the following µ1, µ2, . . .

denote positive constants which depend only on the massesm1,m2,m3.
Let µ = min

k=1,2,3
mk, so thatσ ≥ µ(ρ2

1 + ρ
2
2 + ρ

2
3) and by the Schwarz

inequality this givesσ ≥ µ

9
(ρ1+ρ2+ρ3)2. By the triangle inequality we

haver12 ≤ ρ1 + ρ2 and hence

σ̇ ≥ µ

9
r2
12, or

1
r12

> µ1σ
−1/2. (3.1.16)

This gives a lower estimate for the potential function:U(t) > µ2σ
−1/2.

Moreover,
1
2
σ̈ = U + 2h so that, fort sufficiently near 0,

σ̈(t) > µ3σ
−1/2, (3.1.17)
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and on multiplication throughout by 2 ˙σ, (σ̇2)
•

≤ 4µ3(σ1/2)
•

. Integrating
this from 0 tot we have

σ̇2 − σ̇(0)2 ≥ µ4(σ1/2 − σ(0)1/2).

Sinceσ → 0 as t → 0, σ(0) = 0 and further, ˙σ(0)2 ≥ 0, so that106

σ̇2 ≥ µ4σ
1/2, and hence

σ̇ ≥ µ5σ
1/4. (3.1.18)

Then (σ3/4)
•

=
3
4
σ̇σ−1/4 ≥

3
4
µ5, which on integration from 0 tot, with

σ(0) = 0, givesσ3/4 ≥ µ6t, or

σ(t) ≥ µ7t4/3, 0 < t ≤ to. (3.1.19)

Thus we obtain an upper estimate for the integral
to
∫

t
σ−1/4dt:

to
∫

t

σ−1/4dt ≤ µ8

to
∫

t

t−1/3dt,

and the last integral converging ast → 0, the convergence of
to
∫

t
σ−1/4dt

follows.
Now we shall show thatσ(t) actually behaves liket4/3 asymptoti-

cally ast → 0. Consider the indentity (3.1.15). Since the second inte-
gral on the right converges, it follows that ˙σσ−1/4 tends to a finite limit

a ≥ 0 ast → 0. So (σ3/4). =
3
4
σ̇σ−1/4 →

3
4

a ast → 0. In other words.

(σ3/4). =
3
4

a+ o(1) ast → 0. Integrating this from 0 tot we see that

σ3/4
=

3
4

at + o(t),

which implies that, ast → 0,107

σ(t) ∼ (
3
4

a)4/3t4/3. (3.1.20)
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The constanta is necessarily positive asa = 0 would imply thatσ(t)→
0 more rapidly thant4/3 as t → 0, which is not possible because of

(3.1.19). Soa > 0; let κ = (
3
4

a)4/3. Then we haveσ ∼ κt4/3 ast → 0,

which proves the first assertion. Further, from
3
4
σ̇σ−1/4

=
3
4

a + o(1),

we have

σ̇ = aσ1/4
+ o(σ1/4) ∼ 4

3
κ3/4κ1/4t1/3,

that is,σ̇ ∼
4
3
κt1/3 ast → 0. This completes the proof of the theorem.

�

We remark that the asymptotic estimate for ˙σ proved directly in The-
orem 3.1.2 is an improvement over the asymptotic estimateσ ∼ κt4/3, in
the following sense. If we could “differentiate” the asymptotic relation
(3.1.12) forσ with respect tot, we would have obtained the asymp-
totic relation (3.1.13) for ˙σ. But in general such a differentiation is not
permissible and so the direct proof above is an improvement.

We conjecture that we can again “differentiate” the relation (3.1.13)
formally and obtain an asymptotic estimate for ¨σ in the form

σ̈ =
4
9
κt−2/3 as t → 0. (3.1.21)

We shall see later that (3.1.21) in fact holds. For proving this we shall 108

again use the Lagrange formula
1
2
σ̈ = U + 2h. So we proceed first to

determine the asymptotic behaviour ofU(t) itself ast → 0.
Consider the function

g(t) = (8σT − σ̇2)t−2/3. (3.1.22)

In the course of the proof of Theorem 3.1.2 we have shown that the
integral

to
∫

t

(8σT − σ̇2)σ−5/4dt
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converges ast → 0. This means that the integral
to
∫

t
g(t)t2/3σ−5/4dt con-

verges ast → 0. But we have proved above thatσ ∼ κt4/5 and so
σ−5/4 ∼ κ−5/4t−5/3. Hence

to
∫

t

g(t)t2/3σ−5/4dt =

to
∫

t

g(t)(κ−5/4t−1
+ o(t−1))dt

converges ast → 0. In particular, the integral

to
∫

t

g(t)
dt
t

(3.1.23)

converges ast → 0. But by Theorem 3.1.1,g(t) ≥ 0 and therefore it
follows that

lim
t→0

g(t) = 0,

for lim
t→0

g(t) > 0 would imply that the integral
to
∫

t
g(t)

dt
t

diverges. We109

shall next prove that
lim
t→0

g(t) = 0.

Suppose if possible thatlim
t→0

g(t) > 3ǫ, 0 < ǫ < 1. We shall prove that

this leads to a contradiction. By the continuity ofg(t) in the interval
0 < t ≤ τ, we can find a decreasing sequence of numbersτ ≥ t1 > t2 >
. . . > 0 such that

ǫ ≤ g(t) ≤ 3ǫ, t2k ≤ t ≤ t2k−1, (3.1.24)

g(t2k) = ǫ, g(t2k−1) = 3ǫ. (3.1.25)

By Theorem 3.1.2 we know that there exists a positive numberκ depend-

ing only on the three masses such thatσ(t) ∼ κt4/3 andσ̇(t) ∼
4
3
κt1/3 as

t → 0. Hence

σ(t) = κt4/3(1+ δo(t)), σ̇(t) =
4
3
κt1/3(1+ δ1(t)), (3.1.26)
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whereδo(t), δ1(t) → 0 ast → 0. If an asymptotic estimate forT were
known we could then get an estimate for 8σTt−2/3 and hence also for
g(t). But we do not have such an estimate forT as yet. However, we can
get an upper estimate forT as follows. From the definition ofg we have

T =
1
8

(g(t)t2/3 + σ̇2)σ−1.

By (3.1.24),g(t) ≤ 3ǫ, t2k ≤ t ≤ t2k−1. On the other hand, by (3.1.26), 110

σ−1
= κ−1t−4/3(1+ δo(t))−1, σ̇2

= (
4
3
κ)2t2/3(1+ δ1(t))2.

Hence we obtain

T ≤
1
8

(3ǫt2/3 + (
4
3
κ)2t2/3(1+ δ1(t))2)κ−1t−4/3(1+ δo(t))−1.

It follows thatT ≤ constant.t−2/3, that is

T = 0(t−2/3)t2k ≤ t ≤ t2k−1, k→ ∞. (3.1.27)

SinceT =
1
2

∑

q
mq̇2, (3.1.27) implies, in particular, that ˙q2

= 0(t−2/3)

as t → 0, t2k ≤ t ≤ t2k−1, so that we have an estimate for the velocity
components ofP1, P2, P3:

q̇ = 0(t−1/3) ast → 0. (3.1.28)

In view of the energy integralT − U = h then we have

U = T − h = 0(t−2/3) ast → 0. (3.1.29)

By the definition ofU, (3.1.29) implies that

r−1
kl = 0(t−2/3) ast → 0. (3.1.30)

From these estimate we can get upper estimates for the derivatives U̇
andṪ in the following way. We have

U̇ = −
∑

1≤k<l≤3

mkml

r3
kl

(xk − xl)(ẋk − ẋl).
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But
|xk − xl |

rkl
≤ 1 and so we have 111

|U̇ | ≤
∑

1≤k<l≤3

mkml

r2
kl

(|ẋk| + |ẋl |).

Then the estimates (3.1.28) and (3.1.30) show that

U̇ = 0(t−5/3) ast → 0. (3.1.31)

Once again, by the energy integral,Ṫ = U̇, so that

Ṫ = 0(t−5/3) ast → 0. (3.1.32)

The asymptotic formula (3.1.26) together with the estimate(3.1.27) and
(3.1.32) enables us to calculate the total variation ofg(t) in the interval
t2k ≤ t ≤ t2k−1. In fact, on differentiation with respect tot we have

(Tσt−2/3). = Ṫσt−2/3
+ Tσ̇t−2/3 − 2

3
Tσt−5/3

= 0(t−1), ast → 0

and t2k ≤ t ≤ t2k−1.

Hence we have the inequality

8(Tσt−2/3). ≤ µt−1 ast → 0,

and on integration fromt2k to t2k−1 we have

8

t2k−1
∫

t2k

(Tσt−2/3).dt ≤ µ
t2k−1
∫

t2k

dt
t

ask→ ∞. (3.1.33)

On the other hand, using the asymptotic estimate (3.1.26) for σ̇(t), we112

find that the total variation of ˙σ2t−2/3 in the intervalt2k ≤ t ≤ t2k−1 is
o(1) ask → ∞. Thus there exists a positive integerko such that for
k ≥ ko, the variation of ˙σ2t−2/3 in the intervalt2k ≤ t ≤ t2k−1 is smaller
thanǫ and also the estimate (3.1.33) for the variation ofTσt−2/3 holds.
So the variation ofg(t) in the intervalt2k ≤ t ≤ t2k−1 is estimated by

2ǫ = g(t2k−1) − g(t2k) ≤ ǫ + µ
t2k−1
∫

t2k

dt
t
, k ≥ ko.
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Hence
t2k−1
∫

t2k

dt
t
≥ ǫ

µ
, from which it follows that fork ≥ ko

t2k−1
∫

t2k

g(t)
dt
t
≥ ǫ2

µ
.

Since corresponding tok ≥ ko there are infinitely many disjoint intervals
t2k ≤ t ≤ t2k−1, each of which gives a contribution exceedingǫ2/µ to the

integral, it follows that
τ
∫

0

g(t)
dt
t

diverges, which is a contradiction. This

means that necessarilylim
t→0

g(t) = 0. and henceg(t)→ 0 ast → 0, which

proves the required assertion.
As a consequence of (3.1.22) and the fact thatg(t) → 0 ast → 0,

we have
8σT − σ̇2

= 0(t2/3) ast → 0, (3.1.34)

and hence 113

T ∼
1
8

(
4
3
κt1/3)2(κt4/3)−1

=
2
9
κt−2/3, ast → 0. (3.1.35)

By the energy integralU = T − h it follows now that

U ∼
2
9
κt−2/3 ast → 0. (3.1.36)

We have already proved in Chapter 2 the theorem of Sundman that
if there is a general collision att = 0, then the constants of angular
momentaλ, µ, ν all vanish. This can also be proved with the help of the
estimates we have obtained, in the following way.

Theorem 3.1.3(Sundman). If there is a general collision at t= 0, then
λ = µ = ν = 0.

Proof. We denote byq1, . . . , q9 the nine coordinatesx1, . . . , z3, and by
µ1, . . . , µ9 the corresponding masses. Takingαk = qk

√
µk and βk =

q̇k
√
µk in the Lagrange identity

9
∑

k=1

α2
k

9
∑

k=1

β2
k =

















9
∑

k=1

αkβk

















2

+

∑

1≤k<l≤q

(αkβl − αlβk)
2 ,
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we obtain

8σT − σ̇2
= 4

∑

1≤k<l≤9

µkµ1(qkq̇l − ql q̇k)
2.

Since by (3.1.34), 8σT − σ̇2
= o(t2/3) ast → 0, it follows that

∑

1≤k<l≤9

µkµl(qkq̇l − ql q̇k)
2
= o(t2/3) ast → 0.

Since all the quantitiesµk, qk, q̇k are real, we see immediately that114

qkq̇l − ql q̇k = o(t1/3) ast → 0, k, l = 1, . . . , 9, k , l.

(This estimate would naturally not be valid in the complex case). If
we change our notation and denote byp, q two distinct coordinates
x1, . . . , z3, then we can write

pq̇− qṗ = o(t1/3) ast → 0. (3.1.37)

We recall that the integrals of angular momenta are given by

3
∑

k=1

mk(xkẏk − ykẋk) = λ,
3

∑

k=1

mk(ykżk − zkẏk) = µ,

3
∑

k=1

mk(zkẋk − xkżk) = ν.

If there is a general collision att = 0, thenσ(t) → 0 ast → 0 and the
estimates (3.1.27) hold. Consequently, taking forp, q the coordinates
xk, yk; yk, zk; zk, xk in turn, we see thatλ = µ = ν = 0, and this completes
the proof. �

We remark that the converse of Theorem 3.1.3 is not in generaltrue,
that is to say,λ = µ = ν = 0 does not necessarily imply that there is a
general collision at the singularityt = 0.
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2 The limiting configuration at a general collision

We shall now prove a result due to Sundman that in the case of a general
collision the three mass-points always lie in a fixed plane through the
centre of gravity (which is assumed to be fixed fixed at the origin). For115

this purpose we shall proceed as follows.
It may happen that at the initial timet = τ the three pointP1,P2,P3

lie on the same straight line. We assume for the moment that this is not
the case. Hence at timet = τ the area of the triangleP1P2P3 is different
from zero. This plane can be taken to be the (x, y)-plane, by means of an
orthogonal transformation, if necessary, applied to the plane determined
by P1,P2,P3. We verify first that the differential equations of motion
remain invariant under a fixed orthogonal transformation. Let A = (akl)
denote the three-rowed matrix of the orthogonal transformation. Then
we have

3
∑

j=1

ak jal j = δkl, k, l = 1, 2, 3, (3.2.1)

whereδkk = 1 andδkl = 0 if k , l. Let (xk, yk, zk) denote the origi-
nal coordinates of the pointPk and (Xk,Yk,Zk) its coordinates after the
orthogonal transformation. Then,

Xk = a11xk + a12yk + a13zk,

Yk = a21xk + a22yk + a23zk,Zk = a31xk + a32yk + a33zk.

DifferentiatingXk twice with respect tot and using the equations of
motionmkq̈k = Uqk, qk = xk, yk, zk, k = 1, 2, 3, we have

mkẌk = a11mkẍk + a12mkÿk + a13mkz̈k

= a11Uxk + a12Uyk + a13Uzk. (3.2.2)

On the other hand, we have, by the chain-rule,

Uxk = UXk(Xk)xk + UYk(Yk)xk + UZk(Zk)xk = a11UXk + a21UYk + a31UZk,

and we have similar relations forUyk andUzk. Therefore, using (3.2.1)116

and (3.2.2) we getmkẌk = UXk, k = 1, 2, 3, and similarly,mkŸk =



88 3. The three-body problem: general collision

UYk, mkZ̈k = UZk, k = 1, 2, 3. Thus the differential equations remain
unchanged by the orthogonal transformation. Moreover, if the integrals
of angular momentaλ, µ, ν, vanish in the original coordinate system,
they vanish also in the new coordinate system. This follows by direct
computation. For instance,

3
∑

k=1

mk(XkẎk − YkẊk) = (a11a22− a12a21)
3

∑

k=1

mk(xkẏk − ykżk)+

+ (a12a23− a13a22)
3

∑

k=1

mk(ykżk − zkẏk)+

+ (a13a21− a11a23)
3

∑

k=1

mk(zk ẋk − xkżk) = 0.

Then we have the following

Theorem 3.2.1(Sundman). If the centre of gravity remains fixed at the
origin and there is a general collision at t= 0, then the three mass-
points P1,P2,P3 remain in a fixed plane throughout the motion.

Proof. Suppose thatP1,P2,P3 are not in the same straight line att = τ.
We perform an orthogonal transformation and assume thatP1,P2,P3 lie
in the (x, y)-plane att = τ. Thenzk(τ) = 0, k = 1, 2, 3. Since the area of
the triangle formed byP1,P2,P3 at t = τ is not zero, we have

∣

∣

∣

∣

∣

∣

∣

∣

∣

x1 x2 x3

y1 y2 y3

1 1 1

∣

∣

∣

∣

∣

∣

∣

∣

∣

, 0 att = τ. (3.2.3)

Since the centre of gravity remains fixed at the origin, we have117

3
∑

k=1

mkżk = 0 at t = τ. (3.2.4)

Moreover, sincezk(τ) = 0, k = 1, 2, 3, and there is a general collision at
t = 0, we have from the integrals of angular momentum (λ = µ = ν = 0),

3
∑

k=1

mkxkżk = 0,
3

∑

k=1

mkykżk = 0, at t = τ. (3.2.5)
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Equations (3.2.4) and (3.2.5) form a system of three linear equations
satisfied by ˙zk, k = 1, 2, 3, at t = τ. Since the matrix of this system
of linear equations has, by (3.2.3), a determinant, 0, it follows that
żk(τ) = 0, k = 1, 2, 3. From the equations of motion we have

m1z̈1 = Uz1 =
m1m2

r3
12

(z2 − z1) +
m1m3

r3
13

(z3 − z1),

or z̈1 =
m2

r3
12

(z2 − z1) +
m3

r3
13

(z3 − z1),

and similarly,

z̈2 =
m1

r3
12

(z1 − z2) +
m3

r3
23

(z3 − z2), z̈3 =
m1

r3
13

(z1 − z3) +
m2

r3
23

(z2 − z3).

At the initial time t = τ, r12(τ), r23(τ), r13(τ) , 0. But sincezk(τ) = 0, 118

it follows from the equations above that ¨zk(τ) = 0, k = 1, 2, 3. Dif-
ferentiating the equations successively and using the factthat zk, żk, z̈k

vanish att = τ, we find that all the derivatives ofzk vanish att = τ,
k = 1, 2, 3. Since there is no collision in the interval 0< t ≤ τ, we know
that all the coordinate functionszk(t) are regular analytic functions in
0 < t ≤ τ. It then follows thatzk(t) ≡ 0 for 0 < t < τ, k = 1, 2, 3.
We could also prove this fact directly without making use of the ana-
lyticity of zk in 0 < t ≤ τ. In fact, consider the system of differential
equationmkq̈k = Uqk, qk = xk, yk, zk, k = 1, 2, 3. We prove as before
that żk(τ) = 0. Then we use the fact that if we fixxk(τ), yk(τ), zk(τ)
and ẋk(τ), ẏk(τ), żk(τ), then this system of differential equations has a
unique solution. If we now fixxk(t) andyk(t), the differential equations
for zk with initial conditionszk(τ) = 0 = żk(τ) is identically satisfied by
zk(t) = 0, 0 < t ≤ τ, because the differential equations contain the dif-
ferenceszk − zl in the numerator. Then by uniqueness the two solutions
coincide.

Next we consider the case in whichP1,P2,P3 lie on a straight line
at the initial timet = τ. Choose this line as thex-axis and choose as
(x, y)-plane the plane determined by this line and the direction of the
velocity vector ofP3 at the initial time, that is, ˙z3 = 0 at t = τ. Thus
we havey1(τ) = y2(τ) = y3(τ) = 0. Sinceλ = µ = ν = 0, the condition
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ż3(τ) = 0 implies thatm1ż1(τ) and m2ż2(τ) satisfy the homogeneous
linear equationsm1ż1(τ)+m2ż2(τ) = 0 andm1x1(τ)ż1(τ)+m2x2(τ)ż2(τ) =119

0. The matrix of this system of homogeneous linear equationsis
(

x1(τ) x2(τ)
1 1

)

.

Since there is no collision att = τ, it follows that x1(τ) , x2(τ) and
hence this matrix has a non-vanishing determinant. One thenobtains
żk(τ) = 0, k = 1, 2, 3. Repeating the argument used in the earlier case
one hasz1 = z2 = z3 = 0 for all t in 0 < t ≤ τ. This completes the proof
of the theorem. �

In view of Theorem 3.2.1 we may assume thatP1,P2,P3 remain in
the fixed planez= 0 throughout the motion, so thatzk(t) = 0, k = 1, 2, 3,
for all t, 0 < t ≤ τ. We wish to determine the behaviour of the six
coordinatesxk, yk, k = 1, 2, 3, neart = 0. Let q denote any of these six
coordinates. By Theorem 3.1.2 we haveσ =

∑

q
mq2 ∼ κt4/3 ast → 0,

which implies thatq = 0(t2/3) as t → 0. One would conjecture that
every one of the six coordinatesq can be expanded as a power-series in
the variablet1/3, starting with the termt2/3, in a neighbourhood oft = 0.
This was the case when there was a simple collision, as show inChapter
2. It is no longer so in the case of a general collision. However, one
can get an expansion forq in the variablet1/3, this time with irrational
exponents.

If q denotes any ofxk, yk, k = 1, 2, 3, we set

q = q∗t2/3. (3.2.6)

Sinceq = 0(t2/3), we haveq∗ = 0(1) ast → 0. Differentiating (3.2.6)120

with respect tot one obtains

q̇ = q̇∗t2/3 +
2
3

q∗t−1/3. (3.2.7)

Similarly, if p denotes a coordinate distinct fromq, let p = p∗t2/3, then
p∗ = 0(1) and

ṗ = ṗ∗t2/3 +
2
3

p∗t−1/3. (3.2.8)
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From (3.2.7) and (3.2.8) we obtain

pq̇− qṗ = (p∗q̇∗ − q∗ ṗ∗)t4/3.

By (3.1.31),pq̇− qṗ = 0(t1/3) ast → 0 and hence we have

p∗q̇∗ − q∗ ṗ∗ = o(t−1) ast → 0. (3.2.9)

We introduce the following notation. Iff is a homogeneous function
of degreem in the variablesq1, . . . , q6, let f ∗ denote the function of the
variablesq∗1, . . . , q

∗
6 defined by the relationf ∗(q∗) = f (q∗). Then f and

f ∗ are related by the equationf = f ∗t2m/3. Sinceσ is a homogeneous
function of degree 2 inq1, . . . , q6, we haveσ = σ∗t4/3. On the other
hand,σ ∼ κt4/3 and so we haveσ∗ ∼ κ ast → 0, that is

σ∗(t) = κ + o(1) ast → 0. (3.2.10)

From the relationσ = σ∗t4/3 we have, by differentiation, 121

σ̇(t) = σ̇∗t4/3 +
4
3
σ∗t1/3, (3.2.11)

Again by Theorem 3.1.2, ˙σ ∼ 4
3
κt1/3 and (3.2.10) and (3.2.11) imply

thatσ̇∗t4/3 = o(t1/3) ast → 0, or

σ̇∗(t) = o(t−1) ast → 0. (3.2.12)

Sinceq is regular analytic in 0< t ≤ τ, q∗ is also regular analytic in this
interval and on differentiatingσ∗, as we may, we have

1
2
σ̇∗ =

∑

q

mq∗q̇∗. (3.2.13)

The estimateq∗ = 0(1) together with (3.2.9) and (3.2.13) implies

1
2
σ̇∗p∗ − ṗ∗σ∗ =

∑

q

m(q∗q̇∗p∗ − ṗ∗q∗
2
)

=

∑

q

mq∗(q̇∗p∗ − ṗ∗q∗) = o(t−1) ast → 0.
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Using once againp∗ = 0(1), σ̇∗ = 0(t−1), the last formula gives ˙p∗σ∗ =
o(t−1) ast → 0, from which it follows, by (3.2.10), that

ṗ∗ = o(t−1) ast → 0.

We have seen thatq∗ = qt−2/3
= 0(1) ast → 0 and we want to

determine the exact behaviour ofq∗(t) as t → 0. For this purpose we
consider the triangle determined by the points (x∗k, y

∗
k), k = 1, 2, 3, which122

will be referred to hereafter as the “big triangle”. We observe that the
centre of gravity of the system with respect to the∗-coordinates also
remains fixed at the origin: in fact,

3
∑

k=1

mkx∗k = t−2/3
3

∑

k=1

mkxk = 0,
3

∑

k=1

mky
∗
k = t−2/3

3
∑

k=1

mkyk = 0.

All the coordinatesq∗ are bounded ast → 0 and we expect thatq∗ will
have finite limit values ast → 0, so that the big triangle has a limiting
position ast → 0. This will be proved only at the end. At present we
have the following

Theorem 3.2.2.Let the centre of gravity remain fixed at the origin and
let there be a general collision at t= 0. Then the figure of the big trian-
gle has a limiting configuration as t→ 0, and this limiting configuration
is either an equilateral triangle or a set of three collinearpoints.

Proof. We shall, first of all, write down the equations of motionmq̈ =
Uq, q = xk, yk, k = 1, 2, 3, in terms of the variablesq∗. By definition
we haveU =

∑

1≤k<l≤3
mkmlr−1

kl , and rkl being a homogeneous function

of degree 1 inqk, U is a homogeneous function of degree−1 in the
six variablesxk, yk, k = 1, 2, 3. ThenUq is a homogeneous function of
degree−2. Using the notation introduced earliear,Uq = U∗q∗(q

∗)t−4/3.

Differentiatingq = q∗t2/3 with respect tot, we obtain

q̈ = q̈∗t2/3 +
4
3

q̇∗t−1/3 −
2
9

q∗t−4/3

= (q̇t4/3).t−2/3 −
2
9

q∗t−4/3 (3.2.14)



2. The limiting configuration at a general collision 93

The equations of motion now become123

(q̇∗t4/3).t−2/3 −
2
9

q∗t−4/3
= q̈ =

1
m

Uq =
1
m

U∗q∗ t
−4/3,

or

−2
9

q∗ + (q̇∗t4/3).t2/3 =
1
m

U∗q∗ . (3.2.15)

We shall replace each term in (3.2.15) by its average over theinterval
(t, 2t), 0 < t < 2t ≤ τ. We shall first prove that

1
t

2t
∫

t

(q̇∗t4/3).t2/3dt = o(1) ast → 0. (3.2.16)

In fact, integrating the left side by parts, we obtain

1
t

2t
∫

t

(q̇∗t4/3).t2/3dt =
1
t





















[

q̇∗t4/3 · t2/3
]2t

t
−

2
3

2t
∫

t

q̇∗t4/3 · t−1/3dt





















=
1
t
(o(t−1)t2 − o(t)),

as t → 0, since ˙q∗ = o(t−1) as t → 0, and so the right side is 0(1)
as t → 0, which proves (3.2.16). Next, we consider the two terms in
(3.2.15). Ift1 andt2 are real numbers such thatt ≤ t1 < t2 ≤ 2t, then we
have

q∗(t2) − q∗(t1) =

t2
∫

t1

(q∗).dt.

Sinceq̇∗ = o(t−1) ast → 0 and 0< t2 − t1 ≤ t, it follows that the right 124

side is 0(1) and therefore we see that

q∗(t2) = q∗(t1) + o(t) as t → 0 (3.2.17)

We also have

U∗q∗(t2) − U∗q∗(t1) =

t2
∫

t1

(U∗q∗)
.dt.
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But (U∗q∗)
.
=

∑

p∗
U∗q∗p∗ ṗ

∗, wherep∗ denotes any one ofx∗k, y∗k, k = 1, 2, 3.

Once again, sinceU is homogeneous of degree−1 in q, U = U∗t−2/3.

By (3.1.36),U ∼ 2
9
κt−2/3 ast → 0 and so we have

U =
2
9
κt−2/3(1+ δ(t)), δ(t) → 0 ast → 0.

From this it follows thatU∗ =
2
9
κ(1+ δ(t)), that is,

U∗ = 0(1) ast → 0. (3.2.18)

If we denote byr∗kl(t) the sides of the big triangle, then

r∗kl(t)
2
= (x∗k − x∗l )

2
+ (y∗k − y∗l )

2,

and we deduce from (3.2.18) and the definition ofU∗ the estimate

(r∗kl)
−1
= 0(1) ast → 0. (3.2.19)

SinceU∗ =
∑

1≤k<l≤3
mkmlr∗−1

kl , on differentiation with respect top∗ and

q∗ in succession, and then using (3.2.19), we get

U∗p∗q∗ = 0(1) ast → 0.

Since (p∗). = o(t−1) ast → 0, we conclude that (U∗q∗ )
.
= o(t−1), so that125

we have as before

U∗q∗(t2) = U∗q∗(t1) =

t2
∫

t1

(U∗q∗)
.dt.

This implies that

U∗q∗(t2) = U∗q∗(t1) + o(1) ast → 0. (3.2.20)

We take the average of (3.2.15) over the interval (t, 2t), and using
(3.2.16), (3.2.17) and (3.2.20) we obtain, for every fixedt1 in t ≤ t1 ≤ 2t,

−2
9

q∗(t1) + o(1) =
1
m

U∗q∗(t1) + o(1) as t → 0.
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Hence, fort sufficiently near 0 we have

−
2
9

q∗(t) =
1
m

U∗q∗(t) + o(1) ast → 0. (3.2.21)

This is no longer a system of differential equations, but a system of
six algebraic equations satisfied asymptotically by the sixcoordinates
q∗(t) = x∗k(t), y∗k(t), k = 1, 2, 3. The system (3.2.21) can now be used to
determine the behaviour ofq∗ more closely ast → 0.

We observe that the system (3.2.21) is left invariant by an orthogo-
nal transformation of the variablesx∗y, y

∗
k, k = 1, 2, 3. As in the case of

the proof of Theorem 3.2.1 this can be verified by a direct computation
of U∗q∗ , in terms of the new variables. An orthogonal transformation
corresponds to a rotaion of the axes (in the plane of the∗-coodinates).
We apply an orthogonal transformation (depending ont) in the plane of 126

motion and assume that the newx∗-axis is parallel to the direction of the
vectorP3P1 (at timet). Let Xk = Xk(t), Yk = Yk(t) be the new coordi-
nates of the pointsPk, k = 1, 2, 3, at timet. ThenY1 = Y3 by assumption.
Writing down the equations (3.2.21) for the coordinatesY1,Y2,Y3, we
have

−
2
9

Y1 =
m2

R3
12

(Y2 − Y1) + −
m3

R3
13

(Y3 − Y1) + o(1),

−
2
9

Y2 =
m1

R3
12

(Y1 − Y2) + −
m3

R3
23

(Y3 − Y2) + o(1),

−
2
9

Y3 =
m1

R3
13

(Y1 − Y3) + −
m2

R3
23

(Y2 − Y3) + o(1),

ast → 0, whereRkl denotesr∗kl(t), which is clearly left invariant by the
orthogonal transformation. One can also write down similaralgebraic
equations forX1,X2,X3. SinceY1 = Y3 the preceding equations become

−2
9

Y1 =
m2(Y2 − Y1)

R3
12

+ o(1), −2
9

Y2 =















m1

R3
12

+
m3

R3
23















(Y1 − Y2) + o(1),

−
2
9

Y3 =
m2(Y2 − Y1)

R3
23

+ o(1), (3.2.22)
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ast → 0. It is not immediate thatY1,Y2,Y3 have limit values ast → 0.
Since|Yk − Yl |R−1

kl ≤ 1 andR−2
kl = (r∗kl)

−2
= 0(1) ast → 0 by (3.2.19),

it follows from (3.2.22) thatY1(t), Y2(t), Y3(t) are all 0(1) ast → 0.
Hence, by the Weierstrass theorem, we can find a sequence of values of
t which tends to zero such that the corresponding sequence of values of127

Yk(t) converges to a finite limit value ast → 0 through this sequence.
We shall see later on that these limit values ofYk(t) are independent
of the sequence of values oft chosen. We denote also the limit values
of the coordinatesX1(t), . . . ,Y3(t) by X1, . . . ,Y3 respectively, the limit
values ofRkl(t) by Rkl, k , l, and we can then omit the error termo(1)
in (3.2.22). Once again, sinceY1 = Y3, we get from (3.2.22),

(Y2 − Y1) (R−3
12 − R−3

23) = 0,

which means that eitherY2 − Y1 = 0 or R−3
12 − R−3

23 = 0.
Suppose for the moment thatR−3

12−R−3
23 , 0. ThenY1 = Y2 and hence

Y1 = Y2 = Y3. Since the centre of gravity remains fixed at the origin,
m1Y1+m2Y2+m3Y3 = 0 and so it follows thatY1 = Y2 = Y3 = 0, which
means that the three points represented by (Xk(t),Yk(t)), k = 1, 2, 3, tend
to points situated on a straight line, ast → 0.

Suppose on the other hand thatY1 , Y2; then necesarilyR12 = R23.
If the three points are not collinear in the limiting position, then one can
interchangeP1,P2,P3 (which means on orthogonal transformation with
matrix independent oft) and repeat this argument and getR23 = R13.

Hence, only two possibilities can occur, namely, either thethree
points represented by (Xk,Yk), k = 1, 2, 3, are collinear, or they lie at
the vertices of an equilateral triangle, ast → 0. We shall refer to these128

alternatives as thecollinear caseand theequilateral caserespectively.
This is equivalent to saying that either all the angles at thevertices tend

to
π

3
, or two of the angles tend to 0 and the third toπ, ast → 0. This

argument involves the choice of a sequence of values oft such that the
correspondingYk(t), k = 1, 2, 3, tend to finite limits. If we consider an-
other sequence of values oft tending to 0 such that the corresponding
sequences of values ofYk(t) also converge to finite limits, then it may
happen that the above alternatives get interchanged. That is to say, the
points represented by (Xk(t),Yk(t)) may tend to the vertices of an equi-
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lateral triangle ast → 0 through one sequence of values, while they way
tend to collinear points through another sequence. But, since the angles
of the triangle are determined by the sidesr∗kl(t) which are continuous
functions oft in 0 < t ≤ τ, and are bounded away from zero ast → 0, we
see that the angles are also continuous function oft in 0 < t ≤ τ. Hence
the above possibility canont happen and we conclude that thelimiting
positions of the points in the plane determined by (x∗k, y

∗
k), k = 1, 2, 3,

are either at the vertices of an equilateral triangle or in three collinear
points. This completes the proof of Theorem 3.2.2. �

Theorem 3.2.3. If the limiting configuration of the big triangle is an
equilateral triangle, then the side of the triangle is givenby the positive
cube root of

r3
=

9
2

(m1 +m2 +m3). (3.2.23)

Proof. If the sides of the big triangle areRkl(t), k , l, thenRkl(t) → 129

Rkl = r, k , l, k, l = 1, 2, 3. Once again denoting byXk the limiting
values ofXk(t) ast → 0, we have from (3.2.21) the following algebraic
equation satisfied byX1,X2,X3:

−
2
9

X1 =
m2

r3
(X2 − X1) +

m3

r3
(X3 − −X1),

−
2
9

X2 =
m1

r3
(X1 − X2) +

m3

r3
(x3 − X2),

−
2
9

X3 =
m1

r3
(X1 − X3) +

m2

r3
(X2 − X3).

Sincem1X1 +m2X2 +m3X3 = 0, we obtain from these equations

−2
9

Xk = −(m1 +m2 +m3)Xkr
−3, k = 1, 2, 3.

Similarly we have forYk,

−
2
9

Yk = −(m1 +m2 +m3)Ykr
−3, k = 1, 2, 3.

Since by (3.2.19), (Rkl(t))−1
= (r∗kl(t))

−1
= 0(1) ast → 0, it follows

that Rkl(t) is bounded away from zero. Thus at least one of theXk,Yk,
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k = 1, 2, 3, is different from zero and we obtain

r3
=

9
2

(m1 +m2 +m3),

which proves the assertion.
Theorem 3.2.3 can also be used to determine explicitly the constant

κ > 0 in the asymptotic estimates forq∗(t), q̇∗(t), . . . in the equilateral

case. SinceU ∼ 2
9
κt−2/3 ast → 0 andU∗(q∗)t−2/3

= U(q), we have

U∗(q∗) ∼
2
9
κ ast → 0. (3.2.24)

The distancesRkl(t) are invariant under orthogonal transformations an130

sinceR12 = R23 = R13 = r, it follows that ast → 0,

U∗ → m1m2 +m2m3 +m1m3

r
(3.2.25)

(3.2.24) and (3.2.25) together imply that

2
9
κ = (m1m2 +m2m3 +m1m3)r−1,

which determinesκ explicitly in terms of the masses.
Next we consider the collinear case. Then the limiting distances

R12,R23,R31 are no longer equal. Letρ = max(R12,R23,R31). Suppose
thatP1 andP3 are at the distanceρ at t = 0: ρ2

= (X3−X1)2
+ (Y3−Y1)2.

P2 lies betweenP1 and P3; let R23 = ωρ where 0< ω < 1. Then
R12 = (1− ω)ρ. So

R31 = ρ,R23 = ωρ, R12 = (1− ω)ρ. (3.2.26)

Once again we make use of the equations (3.2.21). Since the centre of
gravity remains fixed at the origin, it follows that the equations satisfied
by X1,X2,X3 are not linearly independent. We obtain as in Theorem
3.2.3,

2
9

(X1 − X3) =
2
9
ρ =

m1

ρ2
+

m2

ω2ρ2
+

m2

(1− ω)2ρ2
+

m3

ρ2
,
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2
9

(X2 − X3) =
2
9
ωρ =

m1

ρ2
−

m1

(1− ω)2ρ2
+

m2

ω2ρ2
+

m3

ω2ρ2

(3.2.27)

or



























2
9
ρ3
= m1 +m2(ω−2

+ (1− ω)2) +m3

2
9
ωρ3
= m1(1− (1− ω)−2) +m2ω

−2
+m3ω

−2.

(3.2.28)

Eliminatingρ between (3.2.27) and (3.2.28) we get 131

m1(1−ω− (1−ω)−2)+m2((1−ω)ω−2− (1−ω)−2ω)+m2(ω
−2−ω) = 0.

Henceω satisfies the equation

m1((1−ω)3−1)ω2
+m2((1−ω)3−ω3)+m2((1−ω)2−ω3(1−ω)2) = 0,

(3.2.29)
which is an algebraic equation of the fifth degree. This equation has
only one rootω in 0 < ω < 1. This can be seen as follows: we can write
(3.2.29) in the form

m1 +m2ω

m1 +m2ω−2
=

m3 +m2(1− ω)

m3 +m2(1− ω)−2
. (3.2.30)

Both sides of (3.2.30) are continuous functions ofω in 0 < ω < 1. As
ω increases from 0 to 1, the left side of (3.2.30) increases from 0 to
1, while the right side decreases from 1 to 0. Hence there exists just
one real numberω in 0 < ω < 1 satisfying (3.2.30). This unique root
is completely determined by the massesm1,m2,m3. Substituting this
value ofω in (3.2.27) we obtainρ as the positive cube root and hence we

obtain also the constantκ explicitly in the asymptotic relationU∗ ∼
2
9
κ

ast → 0, since

U∗ →
m1m2

(1− ω)ρ
+

m2m3

ωρ
+

m1m3

ρ
.

This corresponds to the case in whichP2 lies betweenP1 andP3. The 132

other two possibilities are obtained by cyclic permutationof (1,2,3).
Thus, if there is a general collision, we get as the limiting config-

uration either an equilateral triangle or three collinear points. It is a
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remarkable fact that the fifth degree equation (3.2.29) forω already ap-
pears in the work of Euler (1767). Euler considered the one-dimensional
problem in which all the points are collinear and studied theparticular
solution giving a general collision in this case. �

3 A particular solution

While we have proved that the limiting configuration of the big triangle
is either an equilateral triangle or a set of three collinearpoints, we have
not as yet proved that the triangle itself has alimiting position relative
to the old fixed coordinate system. We do not also know yet whether
the two limiting possibilities can actually be realized while remaining
in a fixed coordinate system. We shall now show that the two cases, the
equilateral case and the collinear case, do in fact occur. This will be
done by giving an explicit particular solution of the three-body problem
neart = 0, the time of a general collision.

We consider the case in which133

q(t) = q∗ · g(t), q = xk, yk, k = 1, 2, 3, (3.3.1)

where theq∗ are unknown constants, not all zero, andg(t) is an unknown
twice continuously differentiable function oft in the interval 0< t ≤ τ,
and sinceq(t) should tend to zero ast → 0, we assume thatg(t) → 0 as
t → 0. Then the differential equations of motion take the form

mq∗g̈ = U∗q∗g
−2, or, mq∗g̈g2

= U∗q∗ , (3.3.2)

whereU∗(q∗) = U(q∗), so that by the homogeneity ofU, we haveUq =

U∗q∗g
−2. Sinceq∗ are constants, not all zero, the right sides in (3.3.2) are

constants and hence

g̈g2
=

1
mq∗

U∗q∗

is a constant (we take aq∗ , 0). This constant cannot be zero as other-
wiseU∗q∗ = 0 for all coordinatesq and from the relation

∑

q∗
U∗q∗q

∗
= −U∗,

it would follow thatU∗ is the constant 0 and this is not the case, by def-
inition of U∗. In view of the considerations of the last section, we take
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this constant to be−
2
9

so that we have

g̈g2
= −

2
9
, (3.3.3)

and hence the system of equations (3.3.2) becomes

−
2
9

q∗ =
1
m

U∗q∗ ,

which is of the same form as the system of algebraic equations(3.2.21) 134

satisfied by the variablesq∗ in § 2. Since the equations of motion are
invariant under an orthogonal transformation in the plane of the motion,
we can take thex-axis to be parallel to the direction of the vector deter-
mined by the points (x∗3, y

∗
3) and (x∗1, y

∗
1) and passing through the centre

of gravity, which is assumed fixed at the origin. Hence in the new co-
ordinate systemY1 = Y3 and one can show, using the argument given
earlier, that the points defined by (x∗k, y

∗
k), k = 1, 2, 3, are either collinear

or at the vertices of an equilateral triangle. Hence in orderto prove that
the two limiting possibilities occur, we shall determine the functiong(t)
explicitly.

First of all, we observe that the functiong cannot vanish anywhere in

the interval 0< t ≤ τ by (3.3.3). Integrating the equation 2˙gg̈ = −4
9

ġg−2

we obtain

ġ2
=

4
9

(

1
g
+C

)

,

whereC is a constant of integration. From this we get

3
2

ġ
√

C + g−1
= 1, or,

3
2

ġ
√

g
√

1+Cg
= 1,

and this, on integration from 0 tog using the fact thatg(t)→ 0 ast → 0,
gives

3
2

g
∫

0

√
g

√

1+Cg
dg= t.

Once again, asg(t) → 0, it follows that 1+ Cg → 1 and hence, fort 135
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sufficiently small in 0< t ≤ τ, Cg(t) is also small. Then we can expand
(1+Cg)

1
2 as a power-series ing(t) (with parameterC) which converges

for sufficiently smallt and we have
3
2

g
∫

0

√
g (1 + power-series ing without constant term)dg = t, that

is, sinceg(t)→ 0 ast → 0,
g3/2 (1 + power-series ing without constant term)= t. Hence by

inversion we have

g = t2/3 + power-series int2/3 with term of degree≥ 2, (3.3.4)

and the power-series converges fort sufficiently small. The integration
above could also be carried out by using trigonometric or hyperbolic
functions (according asC is negative or positive) and we could obtain
g(t).

The simplest solution forg(t) is the one corresponding toC = 0. In

this case
3
2
√

gġ = 1 and on integration,g(t) = t2/3 and hence we have

q = q∗t2/3. This proves that both the alternatives can occur in this special
case. We have already mentioned that the one-dimensional problem in
which the three points situated on a straight line have a general collision
on the line was treated by Euler in 1767.

We now proceed to determine the constantsq∗ of (3.3.1) in some
cases. We have assumed throughout that the centre of gravityremains

fixed at the origin and so
3
∑

k=1
mkx∗k = 0 =

3
∑

k=1
mky∗k. We apply an or-136

thogonal transformation in the plane of motion and choose the X-axis to
be parallel to the direction of the vector defined by (x∗3, y

∗
3) and (x∗1, y

∗
1)

and passing through the centre of gravity. Hence in the new coordinates
X,Y, we haveY1 = Y3 andX1 ≥ X3, where (Xk,Yk) are the new coordi-
nate of the points (x∗k, y

∗
k), k = 1, 2, 3. First consider the equilateral case.

Then we have proved that the side of the equilateral triangleis given by
2
9

r3
= m1+m2+m3. Let m= m1+m2+m3. Since the centre of gravity

is at the origin,
3

∑

k=1

mkXk = 0,
3

∑

k=1

mkYk = 0. (3.3.5)
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Since the triangle is equilateral, we have

X1 − X3 = r, X2 − X3 =
1
2

r, Y1 − Y3 = 0, Y2 − Y3 =
r
2

√
3. (3.3.6)

Using (3.3.5) we get

3
∑

k=1

mkXk = m1(X1 − X3) +m2(X2 − X3) +mX3 = m1r +
1
2

m2r +mX3 = 0,

3
∑

k=1

mkYk = mY1 − (m2 +m3)Y1 +m2Y2 +m3Y3 = mY1 +
1
2

m2r
√

3 = 0.

From these and (3.3.6) we obtain

X3 = −
m1 +

1
2m2

m
r, X1 =

1
2m2 +m3

m1
r, X2 =

1
2

m3 −m1

m
r, (3.3.7)

Y1 = Y3 = −
1
2

m2

m
r
√

3, Y2 =
1
2

m1 +m3

m
r
√

3. (3.3.8)

Thus, ifg(t) = t2/3, the original coordinates are given by 137

Xkt
2/3, Ykt

2/3, k = 1, 2, 3. (3.3.9)

Differentiating with respect tot we get

(X2t2/3). =
1
3

m3 −m1

m
rt−1/3, (Y2t2/3). =

1
√

3

m1 +m3

3
rt−1/3. (3.3.10)

In the collinear case, we haveY1 = Y2 = Y3 and since
3
∑

k=1
mkXk = 0

andX1 − X3 = ρ, X2 − X3 = ωρ, we getm1ρ +m2ωρ +mX3 = 0, so that

X3 = −
m1 +m2ω

m
ρ, X1 =

m2(1− ω) +m3

m
ρ, X2 =

m3ω −m1(1− ω)
m

ρ.

(3.3.11)
The originale coordinates in this case are

Xkt
2/3, Ykt

2/3
= 0, k = 1, 2, 3.
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4 Reduction to a rotating coordinate system

We shall now go back to the general problem of collision. We have al-
ready exhibited particular solutions which involve one parameter (name-
ly, the constantC) to show that both the alternatives can be realized for
the limiting configuration of the big triangle. The solutions

q = q∗g = q∗t2/3 + . . . , q∗ = Xk,Yk,K = 1, 2, 3,

suggests that in the general case we may expect to get forq = q(t)
power-series in the variablet1/3 starting with the termt2/3. However,138

this is not true; the general solution involves many more parameters.
The difficulty of the problem consists in the fact that we cannot yet prove
(this will be proved only at the end) that the big triangle referred to a
fixed coordinate system has a limiting position ast → 0; all that we
have proved so far is the existence of a limiting configuration relative
to a rotating coordinate system. The triangle itself may go on rotating
above its centre of gravity, assumed fixed at the origin, because in our
proof we have made use of an orthogonal transformation in theplane of
motion dependeing on the time variablet. We cannot yet determine the
limiting position of the big triangle. In order to study thisproblem more
closely we proceed as follows.

We use a fixed coordinate system relative to theinitial position of
the big triangle. We shall first reduce the system of differential equations
of motion to one containing a smaller number of equations. The idea is
to introduce relative coordinates ofP1 andP2 with respect toP3 as we
did in the case of simple collisions in Chapter 2 and to make use of the
general theory of transformations.

Let (xk, yk), k = 1, 2, 3, be the coordinates ofPk at time t with re-
spect to the fixed coordinate system through the origin. Let the relative
coordinates ofP1 andP2 with respect toP3 be (ξ1, ξ2) and (ξ3, ξ4) re-
spectively; that is,

ξ1 = x1 − x3, ξ2 = y1 − y3, ξ3 = x2 − x3, ξ4 = y2 − y3. (3.4.1)

Since the centre of gravity remains fixed at the origin, we have m1ξ1 +139
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m2ξ3+mX3 = 0, m1ξ2+m2ξ4+mY3 = 0 wherem= m1+m2+m3. Then
we have

x3 = −
m1

m
ξ1 −

m2

m
ξ3,

y3 = −
m1

m
ξ2 −

m2

m
ξ4,

x1 = ξ1 + x3 =
m2 +m3

m
ξ1 −

m2

m
ξ3,

x2 = ξ3 + x3 = −
m1

m
ξ1 +

m1 +m3

m
ξ3,

y1 = ξ2 + y3 =
m2 +m3

m
ξ2 −

m2

m
ξ4,

y2 = ξ4 + y3 = −
m1

m
ξ2 +

m1 +m3

m
ξ4. (3.4.2)

If we set

η1 = m1ẋ1, η2 = m1ẏ1, η3 = m2ẋ2, η4 = m2ẏ2, (3.4.3)

then, since the centre of gravity remains fixed at the origin,

m3ẋ3 = −m1ẋ1 −m2ẋ2 = −(η1 + η3),

m3ẏ3 = −m1ẏ1 −m2ẏ2 = −(η2 + η4). (3.4.4)

Sincer2
13 = ξ

2
1+ ξ

2
2, r2

23 = ξ
2
3+ ξ

2
4, r2

12 = (ξ1− ξ3)2
+ (ξ2− ξ4)2, it follows

that the potential functionU is now a function of the variablesξ1, . . . , ξ4

alone. On the other hand,

T =
1
2

3
∑

k=1

mk(ẋ
2
k + ẏ2

k)

=
1
2

(

1
m1
+

1
m3

)

(

η2
1 + η

2
2

)

+
1
2

(

1
m2
+

1
m3

)

(

η2
3 + η

2
4

)

+
1

m3
(η1η3 + η2 + η4) .

If E denotes the total energyT −U, then the equations of motion can be140

written as a Hamiltonian system of eight equations:

ξ̇k = Eηk, η̇k = −Eξk , k = 1, . . . , 4. (3.4.5)
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We observe thatE does not depend on the variablet explicitly. If there
is a general collision att = 0, we have already seen thatxk, yk = 0(t2/3)
and ẋk, ẏk = 0(t−1/3), k = 1, . . . , 4, ast → 0. Since theξk are linear
functions ofxk andyk, and theηk linear functions of ˙xk andẏk, it follows
that, ast → 0,

ξk = 0(t2/3), ηk = 0(t−1/3), k = 1, . . . , 4. (3.4.6)

If we setxk = x∗kt
2/3, yk = y∗kt

2/3, ξk = ξ
∗
kt2/3, ηk = η

∗
kt
−1/3, then we see

that x∗k, y
∗
k, ξ
∗
k, η
∗
k are 0(1) ast → 0.

Now we introduce a rotating coordinate system with origin atP3

andx-axis along the direction of the vectorP3P1, i.e. at any instantt we
translate the origin toP3 with the direction of thex, y-axes in the plane
of the triangle preserved. We want to consider the limitingpositionof
the big triangle with respect to the fixed coordinate system.For this pur-
pose, suppose that at timet, 0 < t ≤ τ, the vectorP3P1 makes an angle
p4 = p4(t) (positively oriented) with the direction of thex-axis in the old
fixed coordinate system. The main difficulty is to obtain the behaviour
of p4 ast → 0. The introduction of the new rotating coordinate system
means a transformation of the variables (ξ, η) into new variables which
can be described as follows. Let us set

c = cosp4, s= sinp4, (3.4.7)

and let (p1, 0), (p2, p3) denote the coordinates ofP1,P2 respectively in141

the new coordinate system;P3 is (0, 0). Herepk = pk(t), k = 1, 2, 3.
Then the relative coordinates (ξ1, ξ2) and (ξ3, ξ4) of P1 andP2 in the old
system are given by

ξ1 = p1c−o· s, ξ2 = p1s+oc, ξ3 = p2c− p3s, ξ4 = p2s+ p3c. (3.4.8)

The equations (3.4.8) define a transformation of the variablesξ1, . . . , ξ4

to p1, . . . , p4, and we claim that this can be extended to a canonical
transformation of the eight independent variablesξ1, . . . , ξ4, η1, . . . , η4.
The extension can be done by means of the generating function

W = η1p1c+ η2p1s+ η3(p2c− p3s) + η4(p2s+ p3c). (3.4.9)
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It is clear thatW is linear inηk and |Wpkηl | = p1 , 0. By our general
theory (Chapter 1,§ 2), the full transformation is obtained by setting
Wηk = ξk, Wpk = qk, k = 1, . . . , 4. It is clear from the definition of
W that the first set of conditions is satisfied and hence the canonical
transformation thus obtained extends (3.4.8). Then we have

q1 = η1c+ η2s, q2 = η3c+ η4s, q3 = −η3s+ η4c,

q4 = p1(−η1s+ η2c) + p2(−η2s+ η4c) − p3(η3c+ η4s). (3.4.10)

We shall introduce an auxiliary variableqo defined by 142

qo = −η1s+ η2c, (3.4.11)

and then we can write

q4 = p1qo + p2q3 − p3q2. (3.4.12)

The last equation can be solved forqo sincep1 , 0, and we can write
qo = (q4 − p2q3 + p3q2)p−1

1 . We could also take this as the definition
of qo. We can expressη1, . . . , η4 in terms ofqo, . . . , q3, using (3.4.10),
(3.4.11) and (3.4.12):

η1 = q1c−qos, η2 = q1s+qoc, η3 = q2c−q3s, η4 = q2s+q3c. (3.4.13)

Then we haver13 = (ξ2
1 + ξ

2
2)1/2

= p1, r23 = (ξ2
3 + ξ

2
4)1/2

= (p2
2 + p2

3)1/2,
andr12 = ((ξ1 − ξ3)2

+ (ξ2 − ξ4)2)1/2
= ((p1 − p2)2

+ p2
3)1/2. So we can

expressU as a function ofp1, p2, p3 alone. Also

T =
1
2

(

1
m1
+

1
m3

)

(

q2
0 + q2

1

)

+
1
2

(

1
m2
+

1
m3

)

(

q2
2 + q2

3

)

+
1

m3
(q1q2 + qoq3) .

This shows that the total energyT − U expressed in terms of the new
variables (p, q) does not containp4. We already know the asymptotic
behaviour ofp1, p2, p3; alsoqo, . . . , q3 behave nicely. We do not know
the behaviour ofp4, but this bad coordinate disappears from the function
E.

SinceW does not contain the variablet explicitly, we haveE(ξ, η) =
E(p, q) and we denoteE(p, q) by E(p, q) itself.
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The Hamiltonian system (3.3.5) now becomes 143

ṗk = Eqk , q̇k = −Epk, k = 1, 2, 3, ṗ4 = Eq4, q̇4 = 0. (3.4.14)

Henceq4 is a constant. We shall now prove that when there is a general
collision, this constant has necessarily to be zero.

Theorem 3.4.1. If there is a general collision at t= 0, then q4(t) ≡ 0.

Proof. By Sundman’s theorem (Theorem 2.2.2), the constants of angu-

lar momentaλ, µ, ν, all vanish. In particular,λ =
3
∑

k=1
mk(xkẏk−ykẋk) = 0.

q4 is given by (3.4.12). But from (3.4.8), and (3.4.13)ξ1η2 − ξ2η1 =

p1qo, ξ3η4 − ξ4η3 = p2q3 − p3q2, so that we can write

q4 = (ξ1η2 − ξ2η1) + (ξ3η4 − ξ4η3).

Moreover, from the definitions (3.4.1) and (3.4.3) ofξk, ηk, we have

ξ1η2 − ξ2η1 = m1(x1 − x3)ẏ1 −m1(y1 − y3)ẋ1

= m1(x1ẏ1 − y1ẋ1) −m1(x3ẏ1 − y3ẋ1),

ξ3η4 − ξ4η3 = m2(x2 − x3)ẏ2 −m2(y2 − y3)ẋ2

= m2(x2ẏ2 − y2ẋ2) −m2(x3ẏ2 − y3ẋ2).

Hence we have

q4 =

2
∑

k=1

mk(xkẏk − ykẋk) − (m1ẏ1 +m2ẏ2)x3 + (m1ẋ1 +m2ẋ2)y3.

Since the centre of gravity remains fixed at the origin of the coordinate144

system (x, y), we havem1ẋ1+m2ẋ2 = −m3ẋ3, m1ẏ1+m2ẏ2 = −m3ẏ3 and
so,

q4 =

3
∑

k=1

mk(xkẏk − ykẋk) = λ,

and we know thatλ = 0. This completes the proof of the theorem.
Thus the hamiltonian system (3.4.14) takes the form

ṗk = (Eqk)q4=0, q̇k = −(Epk)q4=0, k = 1, 2, 3, ṗ4 = (Eq4)q4=0. (3.4.15)
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We shall now introduce the variablesp∗k by setting

pk = p∗kt
2/3, k = 1, 2, 3. (3.4.16)

Since we know by (3.4.1) and (3.4.8) that

p1 = ξ1c+ ξ2s= (x1 − x3)c+ (y1 − y3)s,

p2 = ξ3c+ ξ4s= (x2 − x3)c+ (y2 − y3)s,

p3 = −ξ3s+ ξ4c = −(x2 − x3)s+ (y2 − y3)c,

and (x∗k, y
∗
k), k = 1, 2, 3, are the vertices of the big triangle with respect

to the original system of coordinates with origin at the centre of gravity,
we can take the coordinates of these vertices in the new coordinate sys-
tem with origin atP3 andx-axis parallel toP3P1, to be (p∗1, 0), (p∗2, p

∗
3),

(0, 0). We know by Theorem 3.2.2, that the big triangle has a limit- 145

ing configuration which is either an equilateral triangle ora set of three
collinear points. (In the latter case, of course, there are three possibili-
ties, but we restrict ourselves to one of them, namely the case in which
P2 is betweenP1 and P3; the two other cases are similar). In other
words, we have proved that relative to the rotating coordinate system,
p∗k, k = 1, 2, 3, tends to a finite limit ast → 0. We shall denote these
limits by p̄1, p̄2 and p̄3. We have also determined the limiting mutual
distances, in fact, in the equilateral case we have

p̄1 = r, p̄2 =
1
2

r, p̄3 =
1
2

√
3r, (3.4.17)

and in the collinear case,

p̄1 = ρ, p̄2 = ωρ, p̄3 = 0. (3.4.18)

Herer, ρ, ω are given by (3.2.23), (3.2.27) and (3.2.30); they are unique-
ly determined by the masses. On the other hand, we know that since
ẋk, ẏk, (k = 1, 2, 3), are 0(t−1/3) as t → 0, alsoη̇k = 0(t−1/3) as t → 0,
k = 1, 2, 3, 4. Henceqk, k = 0, . . . , 3, given by (3.4.10), being linear
in η1, . . . , η4, are also 0(t−1/3) as t → 0, and moreoverq4 ≡ 0. If we
introduce the new variablesq∗k, k = 0, . . . , 3, by setting

qk = q∗kt
−1/3, (3.4.19)
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thenq∗k = 0(1) ast → 0. We would expect thatq∗k tend to finite limits as
t → 0. We show that this is in fact the case. �

Theorem 3.4.2. If there is a genral collision at t= 0, then q∗k tend to146

finite limitsq̄k as t→ 0.

Proof. We consider the functionσ =
3
∑

k=1
mk(x2

k + y2
k) which, on differ-

entiation with respect tot, gives
1
2
σ̇ =

3
∑

k=1
mk(xkẋk + ykẏk). This gives,

in view of the fact that the centre of gravity remains fixed at the origin
and som3ẋ3 = −(m1ẋ1 +m2ẋ2) andm3ẏ3 = −(m1ẏ1 +m2ẏ2),

1
2
σ̇ =

2
∑

k=1

mk((xkẋk + ykẏk) − x3(m1ẋ1 +m2ẋ2) − y3(m1ẏ1 +m2ẏ2))

=

2
∑

k=1

mk((xk − x3)ẋk + (yk − y3)ẏk).

Using (3.4.1), (3.4.3), (3.4.8) and (3.4.13) we obtain fromthis

1
2
σ̇ = ξ1η1 + ξ2η2 + ξ3η3 + ξ4η4 = p1q1 + p2q2 + p3q3.

By Theorem 3.1.2, we have ˙σ ∼
4
3
κt1/3. If we write σ̇ in terms ofp∗k, q

∗
k,

k = 1, 2, 3, we get, ast → 0,

1
2
σ̇ = (p∗1q∗1 + p∗2q∗2 + p∗3q∗3)t1/3 ∼

2
3
κt1/3.

Hence it follows that, ast → 0,

p∗1q∗1 + p∗2q∗2 + p∗3q∗3→
2
3
κ. (3.4.20)

(The constantκ has already been explicitly determined in terms of the
masses in both the equilateral and collinear cases). Sinceq4 = 0, we
also have from (3.4.12),p1qo + p2q3 − p3q2 = q4 = 0 and hence

p∗1q∗o + p∗2q∗3 − p∗3q∗2 = 0. (3.4.21)
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147

We consider first the equilateral case. By (3.1.3), if there is a general
collision att = 0 andu, v are two distinct coordinates among thexk, yk,
k = 1, 2, 3, then ast → 0, uv̇− vu̇ = o(t1/3), and so in particular,

m1(x1ẏ1 − y1ẋ1) = o(t1/3), m2(x2ẏ2 − y2ẋ2) = o(t1/3). (3.4.22)

But

m1(x1ẏ1 − y1ẋ1) =
(m2 +m3

m
ξ1 −

m2

m
ξ3

)

η2 −
(m2 +m3

m
ξ2 −

m2

m
ξ4

)

η1

=
m2 +m3

m
(ξ1η2 − ξ2η1) − m2

m
(ξ3η2 − ξ4η1);

m2(x2ẏ2 − y2ẋ2) =
(

−
m1

m
ξ1 +

m1m3

m
ξ3

)

η4 −
(

−
m1

m
ξ2 +

m1 +m3

m
ξ4

)

η3

= −
m1

m
(ξ1η4 − ξ2η3) +

m1 +m3

m
(ξ3η4 − ξ4η3).

Now passing to the variablespk, qk using the transformation given by
(3.4.8) and (3.4.13), we find from (3.4.22) that, ast → 0,

m2 +m3

m
p1qo −

m2

m
(p2qo − p3q1) = m1(x1ẏ1 − y1ẋ1) = o(t1/3),

− m1

m
p1q3 +

m1 +m3

m
(p2q3 − p3q2) = m2(x2ẏ2 − y2ẋ2) = o(t1/3).

Hence we have the following two additional relations forp∗k, k = 1, 2, 3,
andq∗k, k = 0, . . . , 3: ast → 0,

(m2 +m3)p∗1q∗o −m2(p∗2q∗o − p∗3q∗1) = o(1), (3.4.23)

−m1p∗1q∗3 + (m1 +m3) (p∗2q∗3 − p∗3q∗2) = o(1). (3.4.24)

The four equations (3.4.20), (3.4.21), (3.4.23) and (3.4.24) remain valid 148

ast → 0; sinceq∗ = 0(1) ast → 0 we can therefore write ¯pk in place of
p∗k and obtain the equations in the unknownsq∗o, . . . , q

∗
3: ast → 0,

p̄1q∗o − p̄3q∗2 + p̄2q∗3 = 0,

p̄1q∗1 + p̄2q∗2 + p̄3q∗3 =
2
3
κ + o(1),

((m2 +m3)p̄1 −m2p̄2)q∗o +m2p̄3q∗1 = o(1),
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−(m1 +m3)p̄3q∗2 + ((m1 +m3)p̄2 −m1p̄1)q∗3 = o(1).

Instead of the above asymptotic relations forq∗ we shall consider for the
moment the associated system of linear equations inq∗ with the error
terms omitted; we write ¯q in place ofq∗ and we have

p̄1q̄o − p̄3q̄2 + p̄2q̄3 = 0,

p̄1q̄1 + p̄2q̄2 + p̄3q̄3 =
2
3
κ,

((m2 +m3)p̄1 −m2p̄2)q̄o +m2p̄3q̄1 = 0,

− (m1 +m3)p̄3q̄2 + ((m1 +m3)p̄2 −m1p̄1)q̄3 = 0. (3.4.25)

A solution of this system of linear equations provides a solution of the149

problem in the special case in whichpk = p̄kt2/3, qk = q̄kt−1/3. The
special solution is given by:

pk = p̄kt
2/3, k = 1, 2, 3; p4 = 0;ξ1 = p1, ξ2 = 0, ξ3 = p2, ξ4 = p3;

x1 =
m2 +m3

m
p1 −

m2

m
p2,

x2 = −
m1

m
p1 +

m1 +m3

m
p2,

y1 = −
m2

m
p3, y2 =

m1 +m3

m
p3;

qk = q̄kt
−1/3, k = 0, 1, 2, 3;

q1 = m1ẋ1 =
m1

m
(m2 +m3)ṗ1 −

m1m2

m
ṗ2,

qo = m1ẏ1 = −
m1m2

m
ṗ3,

q2 = m2ẋ2 = −
m1m2

m
ṗ1 +

m2

m
(m1 +m3)ṗ2,

q3 = m2ẏ2 =
m2

m
(m1 +m3)ṗ3.

The determinant of the system (3.4.25) of linear equations in q̄o, q̄1,

q̄2, q̄3 is seen to be

−p̄1p̄3(m1m3p−2
1 +m1m2(p̄1− p̄2)2

+m2m3p̄2
2+(m1+m3)m2 p̄2

3). (3.4.26)
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In the equilateral case, using the values for ¯pk, k = 1, 2, 3, given by

(3.4.17), this is seen to be−
1
2

√
3(m1m2 +m2m3 +m3m1)r4

, 0, and so

we obtain the solution of (3.4.25):

q̄o = −
m1m2√

3m
r,

q̄1 =
m1(m2 + 2m3)

3m
r,

q̄2 =
m2(m3 −m1)r

3m
,

q̄3 =
m2(m1 +m3)r
√

3m
. (3.4.27)

In the collinear case, since ¯p1 = ρ, p̄2 = ωρ, p̄3 = 0, it turns out that the 150

determinant (3.4.26) is zero. However, we may, in this case,use instead
of the asymptotic relations (3.4.22), the relationx1ẋ2 − x2ẋ1 = o(t1/3),
y1ẏ2 − y2ẏ1 = o(t1/3) leading to

m1m2(x1ẋ2 − x2ẋ1 + y1ẏ2 − y2ẏ1) = o(t1/3) ast → 0. (3.4.28)

Using the values given above forx1, . . . , ẏ2, this gives

m1
(m2 +m3)

m
p1q2 −

m1m2

m
(p2q2 + p3q3 − p1q1)

−m2
(m1 +m3)

m
(p2q1 + p3qo) = o(t1/3)

or

m2(m1 +m3)p̄3q̄o −m2(m1p̄1 − (m1 +m3)p̄2)q̄1 +m1(m2p̄2

− (m2 +m3)p̄1)q̄2 +m1m2p̄3q̄3 = o(1).

Now we consider the system (3.4.25) with the fourth equationreplaced
by this, without the error term on the right. The system is nowof rank
4, the determinant is seen to be

−ω(m2(1− ω) +m3) (m1m2(1− ω)2
+m1m3 +m2m3ω

2)ρ4
, 0,
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and we can solve the system as we did earlier and we obtain the solutions

q̄o = 0, q̄1 =
2
3

m1
m2(1− ω) +m3

m
ρ,

q̄2 =
2
3

m2
−m1(1− ω) +m3ω

m
ρ,

q̄3 = 0. (3.4.29)

We have thus proved the theorem in the special case of the particular
solutionpk = p∗kt

2/3, qk = q̄kt−4/3, wherep∗k are constants. We now take
up the general case. From the relations (3.4.20), (3.4.21),(3.4.23) and
(3.4.24) we have the asymptotic equations satisfied byq∗o, . . . , q

∗
3: as

t → 0,

p∗1q∗o + p∗2q∗3 − p∗3q∗2 = 0,

p∗1q∗1 + p∗2q∗2 + p∗3q∗3 =
2
3
κ + o(1),

((m2 +m3)p∗1 −m2p∗2)q∗o +m2p∗3q∗1 = o(1),

−m1p∗1q∗3 + (m1 +m3)(p∗2q∗3 − p∗3q∗2) = o(1). (3.4.30)

Sincep∗k(t) → p̄k, k = 1, 2, 3, ast → 0, we can write, fort sufficiently151

near 0,p∗k(t) = p̄k + ǫk(t), ǫk(t) = o(1) ast → 0. In the equilateral case,
then, recalling the values of ¯pk given by (3.4.17), we can replacep∗k in
the system (3.4.30) by

p∗1 = r + ǫ1(t), p∗2 =
1
2

r + ǫ2(t), p∗3 =
1
2

r
√

3+ ǫ3(t).

The determinant of the system of linear equations (3.4.30) is a quartic
polynomial in p∗k and hence a continuous function of the variablesp∗k,
k = 1, 2, 3. Hence, ast → 0, this determinant tends to the determinant
of the system (3.4.30) withp∗k replaced by ¯pk. We have seen that the

latter determinant is

√
3

2
(m1m2 + m2m3 + m3m1)r4

, 0. Hence, fort

sufficiently close to 0, the determinant of (3.4.30) is also different from
zero, by continuity. Lett be small enough for this condition to hold.
Then we consider the system of linear equations

p∗1q∗o − p∗3q∗2 + p∗2q∗3 = 0
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p∗1q∗1 + p∗2q∗2 + p∗3q∗3 =
2
3
κ + δ1(t),

((m2 +m3)p∗1 −m2p∗2)q∗o +m2p∗3q∗1 = δ2(t)

(−m1p∗1 + (m1 +m3)p∗2)q∗3 − (m1 +m3)p∗3q∗2 = δ3(t), (3.4.31)

whereδk(t)→ 0 ast → 0. The determinant of the system (3.4.31) is 152

−1
2

√
3(m1m2 +m2m3 +m3m1)r4

+ δ4(t) , 0, δ4(t)→ 0 ast → 0.

Hence we can solve the system (3.4.31) and obtainq∗k as rational func-
tions of p∗k, δk, with the non-vanishing determinant in the denominator.
Henceq∗k tend to finite limitsq̄k ast → 0, and these limits are the same
as the solutions of the system (3.4.31) withp∗k replaced by their limits
p̄k andδk replaced by their limit 0. We have already obtained these par-
ticular solutions. Hence, in the equilateral case, we find that ast → 0,

p1 ∼ rt2/3, p2 ∼
r
2

t2/3, p3 ∼
1
2

√
3rt2/3,

q1 ∼
m1

3m
(m2 + 2m2)rt−1/3, q2 ∼

m2

3m
(m3 −m1)rt−1/3,

q3 ∼
m2√
3m

(m1 +m3)rt−1/3, q4 = 0.

Next, in the collinear case, ¯p1 = ρ, p̄2 = ωρ, p̄3 = 0, whereω, ρ
andκ are uniquely determined by the masses. It turns out, as we have
seen earlier, that the determinant of the system (3.4.30) tends to zero as
t → 0, but we can replace the last of the equations suitably, as wedid
for the particular solution (namely, by using the relationm1m2(x1ẋ2 −
x2ẋ1 + y1ẏ2 − y2ẏ1) = o(t1/3) as t → 0), and obtain a linear system in
q∗o, . . . , q

∗
3 with determinant, 0. An argument on the same lines as in

the equilateral case applied to the new system now proves that q∗k(t) tend
to finite limits q̄k ast → 0, k = 0, . . . , 3, and we have

q̄1 =
2m1

3m
(m2(1− ω) +m3)ρ, q̄2 =

2m2

3m
(m3ω − (1− ω)m1)ρ, q̄3 = 0.

Hence we have, in the collinear case, ast → 0, 153

q1 ∼
2m1

3m
(m2(1− ω) +m3)ρt−1/3,
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q2 ∼
2m2

3m
(m3ω − (1− ω)m1)ρt−1/3, q3 = 0.

This completes the proof of the theorem. �

We have proved thatq4 ≡ 0 for a collision orbit. If we now substitute
q4 = 0 in Epk andEqk, k = 1, 2, 3, then we get a Hamiltonian system

ṗk = (Eqk)q4=0, q̇k = −(Epk)q4=0, k = 1, 2, 3,

with six degrees of freedom. If we solve this system forpk, qk, k =
1, 2, 3, and substitute in the remaining equation ˙p4 = (Eq4)q4=0, then we
get a differential equation forp4. We can integrate this to obtainp4. But
we cannot prove thatp4(t) has a limit ast → 0 until we have proved
that the integral of the function (Eq4)q4=0 converges ast → 0. Hence we
cannot determine the behaviour ofp4 as yet. However, in the case of
the particular solutionxk = x∗kt

2/3, yk = y∗kt
2/3, k = 1, 2, 3, wherex∗k, y

∗
k

are unknown constants, it is clear thatp4 is a constant. By a rotation
of the coordinate system we may then assume thatp4(t) ≡ 0. For the
particular solution with this choice of coordinates, we have ṗ4 = 0, i.e.
(Eq4)q4=0 = 0.

We had introduced the variablesp∗k, q
∗
k, k = 1, 2, 3, by settingpk =154

p∗kt
2/3, qk = q∗kt

−1/3 and we now set formallyp∗4 = p4, q∗4t1/3 = q4. With
this definition,

q∗o = (q∗4 − p∗2q∗3 + p∗3q∗2)/p∗1, qo = q∗ot−1/3.

We shall now express the total energyE in terms of the variablesp∗k, q
∗
k.

If f is a function of the variablespk, qk, we shall denote byf ∗ the func-
tion of the variablesp∗k, q

∗
k defined by f ∗(p∗, q∗) = f (p∗, q∗). Since

pk = p∗kt
2/3, qk = q∗kt

−1/3, k = 1, 2, 3, andqo = q∗ot−1/3, we see that

T(qo, . . . , q3) =
1
2

(
1

m1
+

1
m3

)(q2
1 + q2

0)

+
1
2

(
1

m2
+

1
m3

)(q2
2 + q2

3) +
1

m3
(q1q2 + qoq3)

= T∗(q∗o, . . . , q
∗
3)t−2/3;



4. Reduction to a rotating coordinate system 117

U(p1, p2, p3) =
m1m2

√

(p1 − p2)2 + p2
3

+
m2m3

√

p2
2 + p2

3

+
m1m3

p1

= U∗(p∗1, p
∗
2, p
∗
3)t−2/3.

So we have

E(p1, p2, p3, qo, . . . , q3) = E∗(p∗1, p
∗
2, p
∗
3, q
∗
o, . . . , q

∗
3)t−2/3, (3.4.32)

and the differential equations (3.4.15) can be written down in terms of
the variablesp∗k, q

∗
k:

ṗk = ṗ∗kt
2/3
+

2
3

p∗kt
−1/3
= Eqk = E∗q∗k

dq∗k
dqk

t−2/3
= E∗q∗k

t−1/3, k = 1, 2, 3;

q̇k = q̇∗kt
−1/3 − 1

3
q∗kt
−4/3

= −Epk = −E∗p∗k

dp∗k
dpt

t−2/3
= −E∗p∗k

t−4/3, k = 1, 2, 3;

ṗ4 = ṗ∗4 = E∗q∗4

dq∗4
dq4

t−2/3
= E∗q∗4

t−1,

q̇4 = q̇∗4t1/3 +
1
3

q∗4t−2/3
= −E∗p∗4

t−2/3(≡ 0).

Finally, then, the equations of motion take the form 155

t ṗ∗k = E∗q∗k
−

2
3

p∗k; tq̇∗k = −E∗p∗k
+

1
3

q∗k, k = 1, 2, 3;

t ṗ∗4 = E∗q∗4
; tq̇∗4 = −

1
3

q∗4. (3.4.33)

Thus we have a system of differential equations of the first order in
which the right sides are explicitly determined functions of p∗k, k =
1, 2, 3, andg∗k, k = 1, . . . , 4. Now we claim that the right sides of (3.4.33)
can be expanded into power-series in the seven independent variables
p∗k, q

∗
k in some neighbourhood of ¯pk, k = 1, 2, 3, and q̄k, k = 1, 2, 3, 4.

In order to see this, we observe thatT is a homogeneous polynomial of
the second degree in the variablesqk, k = 0, . . . , 3 alone and thatU is a
homogeneous function of degree−1 in pk, k = 1, 2, 3, alone. ThenT∗ is
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a homogeneous polynomial of degree 2 inq∗k andU∗ is a homogeneous
function of degree−1 in p∗k. Sincer∗12 = ((p∗1−p∗2)2

+p∗23 )1/2, r∗23 = (p∗22 +

p∗23 )1/2, r∗13 = p∗1 are the sides of the big triangle and hence do not vanish
ast → 0, the denominators inU∗ = m1m2/r∗12+m2m3/r∗23+m1m3/r∗13 do
not vanish ast → 0. Moreover,p∗k(t)→ p̄k, k = 1, 2, 3,, andq∗k(t)→ q̄k,
k = 1, . . . , 4, ast → 0. Hence we can expandU∗ as a power-series in
p∗k in a suitable neighbourhood of ¯pk, k = 1, 2, 3. ThusE∗ = T∗ − U∗,
and hence the right sides in (3.4.33) can be expanded as power-series in
all the seven variables in a neighbourhood of ¯p1, p̄2, p̄3, q̄1, . . . q̄4 which
proves our assertion.

Sincep∗k → p̄k, q∗k → q̄k, k = 1, 2, 3, andq∗4 → q̄4, we can write156

p∗k = p̄k + δk + δk, k = 1, 2, 3; q∗k = q̄k + δk+3, k = 1, . . . 4 where
δk(t)→ 0 ast → 0. Then it follows that the right sides of (3.4.33) can be
expanded as power-series in the seven independent variables δ1, . . . , δ7

for |δk| sufficiently small fork = 1, 2, 3, and for arbitraryδk+3, k =
1, . . . , 4. We may also writep∗4 = δ4, but this variable does not actually
appear on the right sides of (3.4.33).

We now assert that the power-series expansion for the right sides
in (3.4.33) in the variablesδk do not contain constant terms. This can
be proved in the following way. We observe that the particular solution
p∗k = p̄kt2/3, q∗k = q̄kt−1/3, k = 1, 2, 3, of the three-body problem satisfies
the system of differential equations ˙pk = Eqk, q̇k = −Epk, k = 1, 2, 3,
and in addition,p4 = 0 by assumption andq4 = 0 for a collision orbit.
Then p∗k, q

∗
k also satisfy the differential equations (3.4.33);p∗k, q

∗
k being

constants for the particular solution, the left sides of (3.4.33) are zero
for this solution and hence the right sides vanish. Thus

E∗q∗k
(p̄k, q̄k) −

2
3

p̄k = 0, −E∗p∗k
(p̄k, q̄k) +

1
3

q̄k = 0,

E∗q∗4
(p̄k, q̄k) = 0, −E∗p∗4

(p̄k, q̄k) −
1
3

q̄4 = 0.

But these are precisely the constant terms in the expansionsin power-
series of the right sides of (3.4.33) and so our assertion is proved.

We observe that the variablet appears explicitly on the left side in157

(3.4.33) and so we shall transform the system into one in a newvari-
able s so thats does not appear explicitly on the left side. For this we
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introduce the new variablesby means of the substitution

t = e−s, or s= log
1
t
. (3.4.34)

Thends= −
dt
t

. We shall denote the derivative of a functionf (s) with

respect tosby f ′(s). Then

ṗ∗k = p∗
′

k
ds
dt
= −

1
t

p∗
′

k , or t ṗ∗k = −p∗
′

k , andtq̇∗k = −q∗
′

k ,

so that the system (3.4.33) is transformed into the new system

p∗
′

k =
2
3

p∗k − E∗q∗k
, q∗

′

k = E∗p∗k
−

1
3

q∗k, k = 1, 2, 3;

p∗
′

4 = −E∗q∗4
, q∗

′

4 =
1
3

q∗4. (3.4.35)

Now we introduce the variables ¯pk + δk, k = 1, 2, 3, andq̄k + δk+3, k =
1, . . . , 4. We havep∗

′

k = δ′k, q∗
′

k = δ′k+3, k = 1, 2, 3, q∗
′

4 = δ′7, and the
right sides of (3.4.35) do not contain constant terms in their power-series
expansions and the variablep∗4 does not occur. So the system (3.4.35)
takes the form

δ′k =
8

∑

l=1

aklδl + ϕk(δ1, . . . , δ7), k = 1, . . . , 8, (3.4.36)

whereϕk(δ1, . . . , δ7) are power-series in the seven variablesδk, k = 1,
. . . , 7 starting with terms of degree≥ 2. For a collision orbit we know 158

that q4 = 0, and henceδ7 = 0; and p∗k → p̄k, q∗k → q̄k, k = 1, 2, 3,
as t → 0, so thatδk → 0, k = 1, . . . , 6, ast → 0 or, equivalently, as
s→ ∞. Moreover, the coefficientsakl of the linear parts of the equations
in the system (3.4.36), being functions of ¯pk, q̄k, k = 1, 2, 3, alone, are
functions determined uniquely by the three masses. Alsoak8 = 0, k =
1, . . . 8.

The nature of the solutions of the system (3.3.36) is relatedto the
solution of the associated linear system

δ′k =
8

∑

l=1

aklδl
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in view of the stability theory of solutions of ordinary differential equa-
tions and so we shall first study this simpler system. In orderto study
this system closely it is necessary to study the characterstic equation of

the 8-rowed square matrixA = (akl) of the coefficients. Sinceq∗
′

4 =
1
3

q∗4,

we haveδ′7 =
1
3
δ7. Thus

a71 = 0, l , 7;a77 =
1
3

; ak8 = 0, k = 1, . . . , 8.

So the matrixA of the coefficients of the linear part in (3.3.36) is

A =





















B ∗ 0
0 1

3 0
∗ ∗ 0





















,

whereB is the 6-rowed square matrix of the coefficientsakl, k, l = 1,
. . . , 6. If Em denotes them-rowed unit matrix, then the characterstic
polynomial ofA is given by159

|zE8 − A| = z(z− 1
3

)|zE6 − B|. (3.4.37)

In order to simplify the computation of the characterstic polynomial of

A, we make a transformationδk =
8
∑

l=1
cklǫl + . . ., with |C| = det(ckl) , 0,

so that the system (3.3.36) is transformed into the system ofdifferential
equations (in matrix form):

ǫ′ = C−1ACǫ + χ(ǫ1, . . . , ǫ8),

whereχk are again power-series starting with quadratic terms. We wish
to choose the transformation in such a way that the matrixC−1AC has a
simple form. (Let us recall that the characteristic polynomial of A is the
same as that ofC−1AC:

|zE−C−1AC| = |C−1(zE− A)C| = |zE− A|.

We shall now show that such a transformation can be obtained from
the canonical transformation of the variables (ξk, ηk) to (pk, qk), in the
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following way. Let us recall that under this transformation, the variable
p4 does not appear in the new expression forE.

We consider the inverse of the canonical transformation from the
variables (ξk, ηk) to the variables (pk, qk). This again is a canonical trans-
formation and its Jacobian matrix is symplectic and has, in particular, a
non-zero determinant. The transformation is given explicitly as follows:

ξ1 = p1c, ξ2 = p1s, ξ3 = p2c− p3s, ξ4 = p2s+ p3c;

η1 = q1c− qos, η2 = q1s+ qoc, η3 = q2c− q3s, η4 = q2s+ q3c,
(3.4.38)

whereqo = (q4 − p2q3 + p3q2)p−1
1 , c = cosp4, s= sinp4. 160

Since the system of differential equations (3.4.35) was obtained by
the substitution:pk = p∗kt

2/3, qk = q∗kt
−1/3, k = 1, 2, 3, p4 = p∗4, q4 =

q∗4t1/3, we haveqo = q∗ot−1/3. We introduce the variablesξ∗k, η
∗
k by setting

ξk = ξ
∗
kt2/3, ηk = η

∗
kt
−1/3, k = 1, . . . , 4. (3.4.39)

Under these substitutions we obtain from (3.3.38) the following trans-
formation of the variablesp∗k, q

∗
k to ξ∗k, η

∗
k:

ξ∗1 = p∗1c, ξ∗2 = p∗1s, ξ∗3 = p∗2c− p∗3s, ξ∗4 = p∗2s+ p∗3c,

η∗1 = q∗1c− q∗os, η∗2 = q∗1s+ q∗oc, η∗3 = q∗2c− q∗3s, η∗4 = q∗2s+ q∗3c.
(3.4.40)

Then the substitutionsp∗k = p̄k + δk, q∗k = q̄k + δk+3, k = 1, 2, 3, p∗4 = δ8,
q∗4 = q̄4 + δ7, imply thatξ∗k, η

∗
k are functions of the variablesδ1, . . . , δ8

andξ̄k, η̄k are obtained by settingδk = 0, k = 1, . . . , 8. So we have

ξ̄1 = p̄1, ξ̄2 = 0, ξ̄3 = p̄2, ξ̄4 = p̄3;

η̄1 = q̄1, η̄2 = q̄o, η̄3 = q̄2, η̄4 = q̄3. (3.4.41)

These values have been determined explicitly in both the equilateral and 161

the collinear cases. It is also clear thatξ∗k → ξ̄k, η∗k → η̄k, k = 1, . . . , 4,
asδ1 → 0, . . . , δ8 → 0. Since to say thatp∗k, q

∗
k satisfy the system of

differential equations (3.4.35) is equivalent to saying thatpk, qk satisfy



122 3. The three-body problem: general collision

the Hamiltonian system, it follows thatξk, ηk satisfy the Hamiltonian
system

ξ̇k = Eηk, η̇k = −Eξk, k = 1, . . . , 4.

By means of the substitution (3.4.39) andt = e−s, we obtain the follow-
ing system of differential equations forξ∗k, η

∗
k, considered as functions of

the variables:

ξ∗
′

k =
2
3
ξ∗k − E∗η∗k

, η∗
′

k = −
1
3
η∗k + E∗ξ∗k

, k = 1, . . . , 4. (3.4.42)

On differentiatingE∗ with respect toη∗k we get

E∗η∗k =































(

1
m1
+

1
m3

)

η∗k +
1

m3
η∗k+2, k = 1, 2;

(

1
m2
+

1
m3

)

η∗k +
1

m3
η∗k−2, k = 3, 4.

(3.4.43)

We take
ζ∗k = ξ

∗
k, ζ

∗
k+4 = −E∗η∗k

, k = 1, . . . , 4. (3.4.44)

Then we can solveζ∗k+4 = −E∗
η∗k

, k = 1, . . . , 4, and use (3.4.43) to express

η∗k in terms ofζ∗k+4, k = 1, . . . 4. We obtain

η∗k =























−m1

m
(m2 +m3)ζ∗k+4 +

m1m2

m
ζ∗k+6, k = 1, 2;

m1m2

m
ζ∗k+2 −

m2
m (m1 +m3)ζ∗k+4, k = 3, 4,

(3.4.45)

wherem= m1 +m2 +m3. The system (3.3.42) then becomes162

ζ∗
′

k =
2
3
ζ∗k + ζ

∗
k+4, ζ

∗′
k+4 = −

1
3
ζ∗k+4 − F∗k, k = 1, . . . , 4, (3.4.46)

where

F∗k =























m1 +m3

m1m3
E∗
ζ∗k
+

1
m3

E∗
ζ∗k+2

, k = 1, 2;

m2 +m3

m2m3
E∗
ζ∗k
+

1
m3

E∗
ζ∗k−2

, k = 3, 4.
(3.4.47)
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By the definition ofζ∗k it is clear that theζ∗k tend to finite limitsζ̄k(k =
1, . . . , 8) and we have

ζ̄1 = p̄1, ζ̄2 = 0, ζ̄3 = p̄2, ζ̄4 = p̄3, . . . (3.4.48)

where the ¯pk have already been determined. We now introduce the vari-
ablesǫk by setting

ζ∗k = ζ̄k + ǫk, k = 1, . . . , 8. (3.4.49)

Then the system of differential equations (3.4.46) forζ∗k implies that
the ǫk, considered as functions of the variables, satisfy the system of
differential equations

ǫ′k =
2
3
ǫk + ǫk+4, ǫ

′
k+4 = −

1
3
ǫk+4 −

4
∑

l=1

hklǫl + . . . , k = 1, . . . , 4, (3.4.50)

where the coefficientshkl are calcultated from (3.3.47) using the rela-163

tions E∗
ζ∗k
= −U∗

ξ∗k
, k = 1, . . . , 4, and substitutingξ∗k = ζ∗k = ζ̄k + ǫk,

k = 1, . . . , 4. Using the values of̄ζk given by (3.4.48), we find that the
matrix H = (hkl), k, l = 1, . . . , 4, is given, in the equilateral case, by

H = r−3







































m2

4
− 2(m1 +m3)

3
√

3
4

m2 0 −
3
√

3
2

m2

3
√

3
4

m2 m1 +m3 −
5
4

m2 −
3
√

3
2

m2 0

− 9
4

m1 − 3
√

3
4

m1
m1 +m2 +m3

4
3
√

3
4

(m1 −m2 −m3)

− 3
√

3
4

m1
9
4

m1
3
√

3
4

(m1 −m2 −m3) − 5
4

(m1 +m2 +m3)







































and in the collinear case, by

H = ρ−3













−2(m1 +m3) − 2m2ω
−3 0 2m2(ω−3 − (1− ω)−3) 0

0 m1 +m3 +m2ω
−3 0 m2((1− ω)−3 −ω−3)

−2m1(1−ω−3) 0 −2m−3
1 − 2(m2 +m3)(1−ω)−3 0

0 m1(1− ω−3) 0 m1ω
−3
+ (m2 +m3)(1− ω)−3













Then the matrix of the coefficients of the linear part of the system
(3.4.50) is given by

























2
3

E4 E4

−H −1
3

E4

























,
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and the characteristic polynomial of this matrix is 164

∣

∣

∣

∣

∣

∣

(

z−
2
3

) (

z+
1
3

)

E4 + H

∣

∣

∣

∣

∣

∣

,

which is also the characteristic polynomial of the matrixA. Hence we
have, recalling (3.4.37),

∣

∣

∣

∣

∣

∣

(

z−
2
3

) (

z+
1
3

)

E4 + H

∣

∣

∣

∣

∣

∣

= |zE8 − A| =
(

z−
1
3

)

|zE6 − B| .

Denoting

(

z−
2
3

) (

z+
1
3

)

by x, this gives

|xE4 + H| =
(

x+
2
9

)

|zE6 − B| .

Explicit calculation of the left side shows that, in the equilateral case,

|xE4 + H| =
(

x+
2
9

) (

x− 4
9

) (

x2 − 2
9

x− 8
81
+

1
3

a

)

,

where

a = (m1m2 +m2m3 +m1m3) (m1 +m2 +m3)−2, (3.4.51)

and in the collinear case,

|xE4 + H| =
(

x+
2
9

) (

x−
4
9

) (

x+
2
9
+

2
9

b

) (

x−
4
9
−

4
9

b

)

,

where

b =
m1(1+ (1− ω)−1

+ (1− ω)2) +m3(1+ ω−1
+ ω−2)

m1 +m2(ω−2 + (1− ω)−2) +m3
. (3.4.52)

Thus we obtain

|zE6 − B| =
(

x−
4
9

) (

x2 −
2
9

x−
8
81
+

1
3

a

)

, in the equilateral case.
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(

x−
4
9

) (

x+
2
9
+

2
9

b

) (

x−
4
9
−

4
9

b

)

, in the collinear case.

It is clear from (3.4.51) thata is positive, and since 0< ω < 1, b is165

also positive. The characteristic polynomial ofB is a cubic inx and we
shall determine all the roots. Consider first the equilateral case. Since

x = (z+
1
3

) (z−
2
3

), we have

x− 4
9
= z2 − 1

3
z− 2

3
= (z− 1)(z+

2
3

).

The roots ofx2 − 2
9

x − 8
81
+

1
3

a = 0 are x =
1
9
± 1

3

√
1− 3a, and

hence we getz2 − 1
3

z − 1
3
∓ 1

3

√
1− 3a = 0, of which the roots are

z =
1
6
±

1
6

√

13± 12
√

1− 3a. Here 0≤ 1 − 3a < 1 because we have

2(1−3a) = ((m1−m2)2
+ (m2−m3)2

+ (m3−m1)2)(m1+m2+m3)−2 ≥ 0,
and 1− 3a = 0 if and only if m1 = m2 = m3. So it follows that all the
eigen values of the matrixB are real and are given by

−ao = −
2
3
,−a1 = +

1
6
−

1
6

√

13+ 12
√

1− 3a,

−a2 =
1
6
−

1
6

√

13− 12
√

1− 3a,

a3 =
1
6
+

1
6

√

13− 12
√

1− 3a,

a4 =
1
6
+

1
6

√

13+ 12
√

1− 3a, a5 = 1. (3.4.53)

Since 0≤ 1 − 3a < 1, we have−a2 ≥ −a1 > −ao, and all these are
negative whilea5 > a4 ≥ a3 > 0. All the six roots are distinct except
when 1− 3a = 0, i.e.m1 = m2 = m3, and thena1 = a2, a3 = a4.

Next we consider the collinear case. As before we get the 3 equa-
tions

x− 4
9
= (z− 1)(z+

2
3

) = 0, x+
2
9
+

2
9

b = z2 − 1
3

z+
2
9

b = 0,
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x−
4
9
−

4
9

b = z2−
1
3

z−
2
3
−

4
9

b = 0. Hence the eigen values of the matrix166

B arez = 1, z = −
2
3

, z
1
6
±

1
6

√
1− 8b, z =

1
6
±

1
6

z =
√

25+ 16b. Here

1− 8b < 1 and 1− 8b can be negative, and in this case two of the eigen
values are complex, complex conjugates of each other. For instance, if

m1 = m3, thenω =
1
2

and 1− 80b S 0 if
m2

m1

55
4

. If 8b 1, all the eigen

values are real and distinct. If 8b = 1, all the eigen values are real and
there is a multiple root. Finally, then, the eigen values of the matrixB
in the collinear case are given by:

−b0 = −
2
3
,−b1 =

1
6
− 1

6

√
25+ 16b, b2 =

1
6
− 1

6

√
1− 8b,

b3 =
1
6
+

1
+

√
1− 8b, b4 =

1
6
+

1
6

√
25+ 16b, b5 = 1. (3.4.54)

It is clear that−bo and−b1 are two negative roots and−b1 < −bo. There
are four distinct positive roots if 8b < 1, and four positive roots, two of

them equal (b2 = b3 =
1
6

) if 8b = 1, and two positive roots and a pair of

complex conjugate roots with positive real parts if 8b > 1.
In order to see how to utilize the knowledge of the eigenvalues for

a study of the solutions of the system of equations (3.4.36),it is neces-
sary to investigate in some detail the theory of stability ofsolutions of
systems of ordinary differential equations.

5 Stability theory of solutions of differential equa-
tions

We shall now study the problem of the stability of the solutions of a167

system of ordinary differential equations of the first order. Letsbe a real
variable andx1, . . . , xm independent real variables. Iff is a continuously
differentiable function ofs, we denote the derivative off with respect
to s by f ′. We consider the system ofm ordinary differential equations
of the first order inm unknown real functionsxk = xk(s), k = 1, . . . ,m,
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of the variables:

x′k =
m

∑

l=1

aklxl + ϕk(x1, . . . , xm), k = 1, . . . ,m, (3.5.1)

where theϕk are power-series in them real variablesx1, . . . , xm with
real coefficients and starting with quadratic terms. Theakl are real con-
stants and we assume that theϕk converge for|xk| sufficiently small. Let
ξ1, . . . ξm be given real numbers. We want to consider the problem of
finding all solutionsxk = xk(s), k = 1, . . . ,m of (3.5.1), taking the ini-
tial valuesxk(0) = ξk and studying their behaviour ass → ∞. This
is nearly the same as the equilibrium problem in mechanics, which is
the following. Suppose that we have a mechanical system whose mo-
tion is governed by the system of equations (3.5.1). Since the right side
of (3.5.1) contains no constant terms,xk(s) ≡ 0 is a particular solu-
tion. The solutionxk(s) ≡ 0 is called anequilibrium solutionof (3.5.1).
If the right sides of (3.5.1) were power-series, possibly with constant
terms, thenxk(s) = ck, whereck, k = 1, . . . ,m, are constants would be168

called an equilibrium solution if theck are a set of common zeros of
the right sides. However, one sees easily that by taking the variables
Xk = xk − ck in place ofxk, one can reduce the system to one in the
new variables, which is of the same form as (3.5.1), such thatXk ≡ 0
is an equilibrium solution for the new system. The solutionxk = xk(s),
k = 1, . . . ,m, of (3.5.1) with initial valuesxk(0) = ξk defines a curve
in m-dimensional Euclidean space, starting from the point (ξ1, . . . , ξm).
The problem of equilibrium consists in finding the behaviourof the so-
lution when the initial values are varied in a sufficiently small neigh-
bourhood of (ξ1, . . . , ξm). Let so be a large positive number such that
the solutionsxk(s) of (3.5.1) have the property that|xk(s)|, k = 1, . . . ,m,
are sufficiently small fors ≥ so, so that when these values are inserted
in the power-series, the latter converge. Since the right side of (3.5.1)
does not contain the variablesexplicitly, the system remains unchanged
if s is replaced by the variables− so. We may assume thats has been
replaced bys− so and we then consider solutions in the half-lines≥ 0.

We have the following definition of stability of the solutions of
(3.5.1). If for a given neighbourhoodV of 0 in m-dimensional Euclidean
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space we can find a neighbourhoodW of 0 with W ⊂ V, such that for any
point (ξ1, . . . , ξm) in W, the solutionsxk(s) of the system (3.5.1) taking
initial valuesxk(0) = ξk, k = 1, . . . ,m, exist for all s ≥ 0 and remain in
the neighbourhoodV ass→ ∞, then the equilibrium solution of (3.5.1)
is calledstable. If the equilibrium is not stable, we would also like to169

find for what initial conditions the solutions tend to zero ass→ ∞. The
problem of stability of solutions of ordinary differential equations was
first discussed by Poincaré by the method of power-series expansions,
and independently by Liapounoff. But neither gave a method for ob-
taining all stable solutions. Bohl, and subsequently, Perron (Math. Zeit.
(1928)) considered the problem of determining all stable solutions. Bohl
studied the problem of stability also for systems of differential equations
more general than the ones we consider, in the sense that theϕk were
assumed to be functions which satisfied certain growth conditions. Per-
ron’s method was simpler. We shall, however, give a treatment different
from both these.

Consider the ball
m
∑

k=1
x2

k < ǫ, whereǫ is a sufficiently small positive

number. Instead of finding all solution of (3.5.1) which are asymptotic
to 0 ass → ∞, we consider the more general problem of finding all

solutionsxk(s) of (3.5.1) which, for alls≥ 0, belong to the ball
m
∑

k=1
x2

k <

ǫ. For this we start by simplifying the linear terms on the right side of
(3.5.1) by a suitably chosen linear substitution. LetA = (akl) denote the
m-rowed square matrix of the real coefficientsakl, k, l = 1, . . . ,m, of the
linear terms in (3.5.1) and we write (3.5.1) in the vector notation as

x′ = Ax+ ϕ(x). (3.5.2)

We now apply the linear substitution

x = Cy (3.5.3)

to x, whereC is a realm-rowed square matrix with|C| , 0. Then the170

system (3.4.2) is transformed into the system

y′ = C−1ACy+ ψ(y1, . . . , ym), (3.5.4)
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whereψ is the column vector whose componentsψk are power-series in
the m independent variablesy1, . . . , ym with real coefficients and start-
ing with quadratic terms. Under the substitution (3.5.3), which is not

necessarily orthogonal, the ball
m
∑

k=1
x2

k < ǫ is transformed into a bounded

domain inm-dimensionaly-space. Sinceǫ > 0 can be chosen suffi-
ciently small, we may assume that this transformed domain iscontained

in the y-sphere
m
∑

k=1
y2

k < ǫ. We choose the substitution (3.5.3) in such

a way that the matrixC−1AC is in the normal form. (The reduction of
a matrix to the normal form was first done by Weierstrass in 1868; it
is what has subsequently been called the Jordan canonical form). Then
the system of differential equations is reduced to a simpler form. For
the moment we consider only the special case of (3.5.2) containing only
linear terms on the right:

x′ = Ax. (3.5.5)

If all the eigenvaluesλ1, . . . , λm of the matrixA are real and distinct,
then the matrixC−1AC is a diagonal matrix

























λ1 0
. . .

0 λm

























and (3.5.5) is reduced to the simple form 171

y′k = λkyk, k = 1, . . . ,m. (3.5.6)

This can be integrated immediatelyl to give the solution

yk = cke
λks, k = 1, . . . ,m, (3.5.7)

where theck are constants of integration. Since the substitution (3.5.3)
is linear, it is clear that ifxk(s) → 0(k = 1, . . . ,m) as s → ∞, then
yk(s) → 0(k = 1, . . . ,m) too ass→ ∞, and conversely. Since we seek
solutions which tend to zero ass→ ∞, we should have

ck = 0 if λk ≥ 0 andck arbitrary real ifλk < 0. (3.5.8)



130 3. The three-body problem: general collision

Hence we find that the general solution of (3.5.5) which goes to zero as
s→ ∞ contains exactly the same number of arbitrary independent real
parameters as the number of negative eigen-values of the matrix A. This
motivates the conjecture that this result can be generalized to the system
(3.5.2): suppose that all the eigen-values ofA are real and distinct and
exactly n of them are negative then there exist exactlyn independent
arbitrary real parameters in a general solution asymptoticto zero. This,
however, is not in general true. It is true if zero is not an eigen-value
of A. For the moment we shall consider only the case in whichA has
only real eigen-values. Later we shall generalize the result to the case in
which some eigen-values are even complex.

We proceed to the following general theorem.172

Theorem 3.5.1.Suppose that all the eigen-values of the real matrix A
area real, distinct and different from zero. If there are exactly n,0 ≤
n ≤ m, negative eigen-values, then a general solution of (3.5.2) which is

such that
m
∑

x2
k(s) < ǫ for all s ≥ 0 contains exactly n independent real

parameters.

Proof. Let λ1, . . . , λm be the eigen-values ofA and suppose that

λ1 < 0, . . . , λn < 0, λn+1 > 0, . . . , λm > 0. (3.5.9)

It may happen thatn = 0 or n = m. By a suitable choice of the substitu-
tion (3.5.3), we transform the system (3.5.2) into the system

y′k = λkyk + ψk(y1, . . . , ym), k = 1, . . . ,m, (3.5.10)

where theψk are power-series with real coefficients and starting with
quadratic terms in the variablesy1, . . . , ym and convergent for small val-
ues of|yk|. We may assume thatǫ is so small that theψk converge in the

y-sphere
m
∑

k=1
y2

k < ǫ. In order to simplify the system (3.5.10) further, we

introduce a non-linear substitution of the form

uk = yk − Fk(y1, . . . , yn), k = 1, . . . ,m, (3.5.11)

where theFk are power-series with real coefficients in then independent
variablesy1, . . . , yn only, starting with quadratic terms and convergent173
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for small |yk|. We remark that it is essential for our method that theFk

are functions of the variablesy1, . . . , yn alone. Ifn = 0, then allFk ≡ 0
and if n = m, thenFk are power-series in all the variablesy1, . . . , ym.
It is immediately seen that the Jacobian matrix of the transformation
(3.5.11) of the variablesy1, . . . , ym to the variablesu1, . . . , um at the ori-
gin is the identity and hence the transformation is locally invertible at
the origin. By local inversion we obtainyk as power-series in the vari-
ablesu1, . . . , um. In fact, if one considers the substitution (3.5.11) only
for k = 1, . . . , n, it defines a transformation of the variablesy1, . . . , yn to
u1, . . . , un. We can expressyk, k = n + 1, . . . ,m, in terms ofu1, . . . , un

by inserting inFk the values ofy1, . . . , yn in terms ofu1, . . . , un got by
inversion from the firstn equations in (3.5.11). Hence the inverse trans-
formation of (3.5.11) has the same form. It is clear that if wemake
two such substitutions in succession, then the composite ofthe two is
again such a substitution. So the substitutions of the form (3.5.11) form
a group.

Differentiating (3.5.11) with respect to the variables, we get

u′k = y′k −
n

∑

l=1

Fkyl y
′
l .

Substituting fory′k from (3.4.10) we obtain

u′k = λkyk + ψk(y1, . . . , ym) −
n

∑

l=1

Fkyl (y1, . . . , yn)(λlyl + ψl(y)).

Once again it follows from (3.5.11) thatyk = uk + Fk, k = 1, . . . ,m, so
that we have, fork = 1, . . . ,m,

u′k = λkuk + λkFk + ψk −
n

∑

l=1

λlFkyl yl −
m

∑

l=1

Fkylψl , (3.5.12)

where the terms on the right can all be considered as functions of 174

u1, . . . , um after substituting fory1, . . . , ym the values obtained by the
inverstion of (3.5.11). We set, fork = 1, . . . ,m,

χk(u1, . . . , um) = λkFk(y1, . . . , yn) + ψk(y1, . . . , ym)−
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−
n

∑

l=1

λlylFkyl (y1, . . . , yn) −
n

∑

l=1

ψl(y1, . . . , ym)Fkyl (y1, . . . , yn),

(3.5.13)

so that we can write the system (3.5.12) in the form

u′k = λkuk + χk(u1, . . . , um) k = 1, . . . ,m. (3.5.14)

From the definitions (3.5.13) of the functionsχk, it is clear that they
are power-series with real coefficients, starting with quadratic terms in
the variablesu1, . . . , um, and convergent for small|uk|. The idea of the
proof now is to try to find the power-seriesFk(y1, . . . , yn) in (3.5.11) in
such a way that the power-seriesχk have simple forms. (If in (3.5.11)
we tookFk as power-series in all the variablesy1, . . . , ym, then we could
secureχk ≡ 0, but it would be difficult to prove the convergence ofFk.
However, with our choice ofFk, theχk may not all vanish identically,
but the proof of convergence would be simpler). We take forFk power-
series iny1, . . . , yn with undetermined coefficients and try to find the
coefficients in such a way that every term inχk contains at least one of
the variablesun+1, . . . , um as a factor. That is, forun+1 = . . . = um = 0,
we have

χk(u1, . . . , un, 0, . . . , 0) ≡ 0, k = 1, . . . ,m. (3.5.15)

In other words, we seek power-seriesFk(y1, . . . , yn) so that the substitu-175

tion (3.5.11) leads to the identity (3.5.15) for allu1, . . . , un when we put
un+1 = . . . = um = 0 in the power-seriesχk. We shall show that, under
an additional condition, the power-seriesFk are uniquely determined
by the requirement (3.5.15). Then the system of differential equations
(3.5.14) takes a simpler form in which it can be integrated directly. We
shall later prove the convergence of the power-seriesFk thus obtained.

Sinceǫ > 0 can be chosen as small as we want, the neighbourhood
m
∑

k=1
y2

k < ǫ of y1 = 0, . . . , ym = 0 is transformed by the substitution

(3.5.11) into a neighbourhood ofu1 = 0, . . . , um = 0. Once again we
may assume that this transformed neighbourhood is contained in the

ball
m
∑

k=1
u2

k < ǫ.
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The conditionsun+1 = 0, . . . , um = 0 mean thatyn+1, . . . , ym satisfy
the relations

yk = Fk(y1, . . . , yn), k = n+ 1, . . . ,m. (3.5.16)

Substituting these power-series with undetermined coefficients in the ex-
pression (3.5.13) definingχk as a power-series in the variablesy1, . . . , yn,
we get the functions

χk(u1, . . . , un, 0, . . . , 0) k = 1, . . . ,m,

where ul denotes the power-seriesul (y1, . . . , yn, Fn+1(y1, . . . , yn), . . . ,
Fm(y1, . . . , yn)), l = 1, . . . , n, in the variablesy1, . . . , yn. Since all the
power-seriesFk and χk start with quadratic terms, it follows that176

χk(u1, . . . , un, 0, . . . , 0) is a power-series starting with quadratic terms
in the variablesy1, . . . , yn. We thus get power-series iny1, . . . , yn and
these can be replaced, by local inversion of the substitution (3.5.11), by
series inu1, . . . , um. It is however not necessary to use the inversion of
(3.5.11), and so not necessary to use the variablesuk at all. Instead,
one can direectly consider the condition (3.5.15) to hold identically as
power-series iny1, . . . , yn. This implies certain polynomial relations for
the coefficients ofFk. The coefficients can then be determined by induc-
tion from these relations, in the following way.

Let g be an integer≥ 2. Suppose that the coefficients of all terms of
total degrees 2, 3, . . . , g − 1 in Fk(k = 1, . . . ,m) have been determined.
Then we show that the coefficients of the terms of total degreeg can be
determined. Consider a term of total degreeg in Fk, of the form

cky
g1
1 . . . ygn

n , (3.5.17)

whereg1, . . . , gn are non-negative integers such thatg1 + . . . + gn =

g ≥ 2. The (real) coefficientsck in (3.5.17) is determined by equating
to zero the coefficient of the termyg1

1 . . . ygn
n in the power-seriesχk ob-

tained on replacingyl , l = n + 1, . . . ,m, by the power-seriesFl . Then
ckgly

g1
1 . . . ygl−1

1 . . . ygn
n is a term of total degreeg − 1 in Fkyl , so that the

coefficient of yg1
1 . . . ygn

n in ylFkyl is ckgl . Then in view of (3.5.13) the 177
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condition (3.5.15) implies that

ck(λk −
n

∑

l=1

glλl) = coefficient ofyg1
1 . . . ygn

n in (−ψk +

n
∑

l=1

Fkylψl).

(3.5.18)
Sinceψk starts with quadratic terms iny1, . . . , yn and

ψk(y1, . . . , ym) = ψk(y1, . . . , yn, Fn+1, . . . , Fm), k = 1, . . . ,m,

where againFl , l = n+1, . . . ,m, are power-series starting with quadratic
terms iny1, . . . , yn, the coefficient of yg1

1 . . . ygn
n in ψk involves only the

coefficients inFk of total degrees 2, 3, . . . , g − 1, which are known by
the induction assumption, and is actually a polynomial in these known
coefficients of total degrees≤ g − 1. The same is the case with the

coefficient of yg1
1 . . . ygn

n in
n
∑

l=1
Fkylψl . Thus the right side of (3.5.18) is

known by the induction assumption.
In the particular caseg = 2, we have only to consider the con-

tribution from the quadratic terms in−ψk, becauseFkylψl is a power-
series starting with cubic terms in the variablesy1, . . . , yn. Moreover,
the quadratic terms in−ψk in the variablesy1, . . . , yn give contributions
only from the termsypyq, p, q = 1, . . . , n, and not from the terms in-
volving ypFq, p, q = n + 1, . . . ,m. Hence in this case the right side of
(3.5.18) is completely determined by the coefficients ofψk itself, and
hence we can start the induction.

The coefficientsck can then be determined from (3.5.18) whenever178

λk ,

n
∑

l=1

glλ1, k = 1, . . . ,m, (3.5.19)

wheregl are non-nagative integers withg1 + . . . + gn = g ≥ 2. We
see that (3.5.19) is actually only a finite set of conditions to be satisfied

by λ1, . . . , λm. In fact,−λl > 0, 1 = 1, . . . , n, implies that−
n
∑

l=1
glλl →

∞ as g → ∞. This means that for integersg1, . . . , gn ≥ 0 such that
g1 + . . . + gn = g ≥ go, wherego is sufficiently large, the condition
(3.5.19) is automatically satisfied, and so we need assume (3.5.19) only
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for a finite set ofn-tuples of integersg1, . . . , gn, all non-negative, with
2 ≤ g < go, k = 1, . . . , n. On the other hand, ifk = n+1, . . . ,m, we know

thatλk > 0 and−
n
∑

l=1
glλl > 0, so that (3.5.19) is always satisfied. Then it

follows that all the coefficients in the power-seriesFk can be determined
by induction, provided that the finite set of conditions (3.5.19) holds.
(If the condition (3.5.19) does not hold, there are complications which,
however, can be overcome, as we shall show later).

We remark that if we had takenFk to be power-series in all the

variablesy1, . . . , ym, thenλk −
m
∑

l=1
glλl would become arbitrarily small if

0 < n < m, and so we would have arbitrarily small denominators for the
coefficientsck to be determined from (3.5.18), which would make the
proof of convergence more difficult.

We shall prove the convergence of the power-seriesFk obtained 179

above later by the Cauchy method of majorants. We proceed with the
proof of the theorem assuming for the moment the convergenceof the
power-seriesFk for sufficiently small|yl |, l = 1, . . . , n.

We shall now determine the general solution of the system of differ-
ential equations (3.5.14):

u′k = λkuk + χk, k = 1, . . . ,m,

where the power-seriesχk are determined by (3.5.13) after inserting
the power-seriesFk = Fk(y1(u), . . . , yn(n)), k = n + 1, . . . ,m, obtained

above; we seek only solutionsuk such that
m
∑

k=1
u2

k < ǫ for all s≥ 0. First

we show thatuk ≡ 0 for k = n+ 1, . . . ,m. For this we set

v =
m

∑

k=n+1

u2
k. (3.5.20)

If n = m, this sum is empty and there is nothing to prove. So letn < m.
Now, if uk = uk(s) are solutions of the systemu′k = λkuk + χk, k =
n+ 1, . . . ,m, then we obtain forv the differential equation

v′ = 2
m

∑

k=n+1

uku
′
k = 2

m
∑

k=n+1

λku
2
k + 2

m
∑

k=n+1

ukχk.
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We estimate the right side from below. Letλ = min(λn+1, . . . , λm). Then

λ > 0 and 2
m
∑

k=n+1
λku2

k ≥ 2λv. Sinceχk(u1, . . . , un, 0, . . . , 0) ≡ 0 iden-

tically in u1, . . . , un, andχ starts with quadratic terms, at least one of180

un+1, . . . , um occurs as a factor in each term ofχk(u1, . . . , um). Sinceuk

is real, u2
k ≤ v, k = n + 1, . . . ,m, and so|uk| ≤

√
v. Consequently,

each term ofukχk, k = n + 1, . . . ,m, has a factor of the formup, uq,
p, q = n+1, . . . ,m, and hence of absolute value≤ v whereas the remain-
ing factor of the term is a product of powers ofu1, . . . , um, at least of total
degree 1. As theχk are uniformly convergent, one can chooseǫ > 0 so

small that
m
∑

k=1
u2

k < ǫ implies |2
m
∑

k=n+1
ukχk| ≤ λv. Hence, in particular,

we have 2
m
∑

k=n+1
ukχk ≥ −λv, so that we obtain the differential inequality

v′ ≥ λv and hence (ve−λs)′ ≥ 0. Sove−λs is a non-decreasing function

of s in s≥ 0. As s→ ∞, v(s) remains bounded sincev(s) ≤
m
∑

k=1
u2

k < ǫ.

But λ > 0, soe−λs and henceve−λs → 0 ass → ∞. Sinceve−λs is
non-negative and non-decreasing, we should haveve−λs ≡ 0 and hence
v ≡ 0. This means thatuk(s) = 0, k = n + 1, . . . ,m, which proves our
assertion.

Now in view of (3.5.13), then system (3.5.14) reduces tou′k = λkuk,
k = 1, . . . , n. On integration we obtain a general solution of (3.5.14)

with
m
∑

k=1
u2

k < ǫ and this is given by

uk = cke
λks, k = 1, . . . ,m; ck = 0, k = n+ 1, . . . ,m.

Sinceck = uk(0), it follows that
n
∑

k=1
c2

k < ǫ. Conversely, given the initial

conditionsuk(0) = ck with
n
∑

k=1
c2

k < ǫ, sinceλk < 0 for k = 1, . . . , n,

any general solution of (3.5.14) necessarily satisfies
m
∑

k=1
u2

k < ǫ. On181

the other hand, by the uniqueness of the solutions of systemsof dif-
ferential equations with prescribed initial conditions, we see that, given

ck = uk(0) with
n
∑

k=1
c2

k < ǫ, we have determined the unique solution
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of (3.5.14) with these initial values asymptotic to zero. Thus we have

determined all solutions of (3.5.14) with the property that
m
∑

k=1
u2

k < ǫ

for all s ≥ 0. Going back to the differential equations satisfied by
the unknown functionsyk(s) by means of the inverse of the substitu-
tion (3.5.13) we can expressyk in the formyk = uk + Gk(u1, . . . , un),
k = 1, . . . ,m, where theGk are power-series inu1, . . . , um without lin-
ear terms. In fact, letbk denote the initial values ofyk, k = 1, . . . ,m.
Thenuk(0) = 0, k = n + 1, . . . ,m, is equivalent tobk = Fk(b1, . . . , bn),
k = n + 1, . . . ,m. We can chooseb1, . . . , bn arbitrarily with the only

condition that ifck = bk − Fk(b1, . . . , bn), k = 1, . . . , n, then
n
∑

k=1
c2

k < ǫ.

Thus the initial valuesb1, . . . , bm have to satisfym− n conditionsbk =

Fk(b1, . . . , bn), k = 1, . . . ,m. If we prove that theFk are convergent
power-series, then it follows that the initial values foryk(s) satisfym−n

analytical relations. So the solutionsyk(s) with
m
∑

k=1
y2

k < ǫ for all s ≥ 0

lie on an (m−n)-dimensional analytic manifold defined by the equations
yk = Fk(y1, . . . , yn), k = n + 1, . . . ,m, and we have a (local) parametric
representation for this manifold. The solutions are given explicitly by

yk = cke
λks
+Gk(c1eλ1s, . . . , cneλns), k = 1, . . . , n;

yk = Gk(c1eλ1s, . . . , cneλns), k = n+ 1, . . . ,m.

Finally we go back to the variablesxk by means of the inverse of the182

linear substitutionx = Cy, |C| , 0. We see therefore that ifa1, . . . , am

denote the initial valuesx1(0), . . . , xm(0) of the solution asymptotic, as
s→ ∞, to the equilibrium solution of the system (3.5.1), thenak also
satisfym− n analytic relations. Thus the solutionsxk(s), k = 1, . . . ,m,
asymototic to the equilibrium solution fill an (m− n)-dimensional ana-
lytic manifold in m-dimensional Euclidean space. The general solution
then involvesn real parameters and we have proved the theorem, but for
the convergence of the power-series, subject to the condition (3.5.18).

Now we shall proceed to prove the convergence of the power-series
Fk by Cauchy’s method of majorants. We have used this method earlier
to prove Theorem 1.3.1. It is a little more difficult in the present case,
since the equations (3.5.13) definingχk involve the partial derivatives
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Fkyl and hence the condition (3.5.15) will give a system of partial differ-
ential equations forFk, k = 1, . . . ,m. For determining the power-series
Fk, we use the condition (3.4.15) leading to

λkFk −
n

∑

l=1

λlylFkyl = −ψk(y1, . . . , yn, Fn+1, . . . , Fm)+

+

n
∑

l=1

Fkyl (y1, . . . , yn)ψl(y1, . . . , yn, Fn+1, . . . , Fm); (3.5.21)

which implies recurrence relations for the coefficients inFk, k = 1,183

. . . ,m. Comparing the coefficients of a typical termcky
g1
1 . . . ygn

n of total
degreeg = g1 + . . . + gn ≥ 2, we obtained the relation (3.5.18), which
may be re-written as

ck(λk −
n

∑

l=1

glλl) =















−ψk +

n
∑

l=1

ψlFkyl















g1...gn

(k = 1, . . . ,m), (3.5.22)

where{ f }g1,...,gn stands for the coefficient of the termyg1
1 . . . ygn

n in the
power-seriesf in y1, . . . , yn. Under the assumption (3.5.19), the coeffi-
cients inFk are determined recursively by (3.5.22). In order to obtain
majorants forFk, we estimateck in the following way. From (3.5.22)
we have

|ck||λk −
n

∑

l=1

glλl | =

∣

∣

∣

∣

∣

∣

∣

∣















−ψk +

n
∑

l=1

ψ1Fkyl















g1...gn

∣

∣

∣

∣

∣

∣

∣

∣

, k = 1, . . .m. (3.5.23)

Let α = min(−λ1, . . . ,−λn). Thenα > 0 and we can write

λk−
n

∑

l=1

λlgl ≥ λk+α(g1+ . . .gn) = λk+
α

2
(g1+ . . .+gn)+

α

2
(g1+ . . .+gn).

For sufficiently largeg = g1 + . . . + gn, we haveλk +
α

2
g > 0 and hence

for suchg1, . . . , gn, λk −
n
∑

l=1
glλl >

α

2
(g1 + . . . + gn). Since by (3.5.19),

λk −
n
∑

l=1
glλl , 0 andλk +

1
2
αg ≤ 0 for only finitely manyn-tuples
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(g1, . . . , gn), we can find a sufficiently large positive constantγ1 such
that always

|λk −
n

∑

l=1

glλl | > γ−1
1 g, k = 1, . . . ,m.

We shall hereafter denote byγ2, γ3, . . . sufficiently large positive con- 184

stants. It follows now from (3.5.23) that

|ck|(g1 + . . . + gn) ≤ |γ1















−ψk +

n
∑

l=1

ψlFkyl















g1...gn

|, k = 1, . . . ,m.

(3.5.24)
We know thatψk are power-series starting with quadratic terms and con-
verging in a complex neighbourhood ofy1 = 0, . . . , ym = 0, say,|y1| ≤
ρ1, . . . , |ym| ≤ ρm. Suppose that|ψk| ≤ γ2 in this region,k = 1, . . . ,m. If
h1, . . . , hm are non-negative integers, then by Cauchy’s formula

∣

∣

∣{ψk}h1...hm

∣

∣

∣ ≤ γ2ρ
−h1
1 . . . ρ

−hm
m .

So we can write

ψk ≺
∑

h1+...+hm≥2

γ2
yh1

1 . . . yhm
m

ρ
h1
1 . . . ρ

hm
m

.

If h = h1 + . . .hm, then

ψk ≺
∞
∑

h=2

γ2

∑

h1+...+hm=h

(

y1

ρ1

)h1

. . .

(

ym

ρm

)hm

≺
∞
∑

h=2

γ2

(

y1

ρ1
+ . . .

ym

ρm

)h

.

(3.5.25)
Let γ−1

3 = min(ρ1, . . . , ρm). Thenγ3 > 0 and

y1

ρ1
+ . . . +

ym

ρm
≺ γ3(y1 + . . . + ym),

so that the right side of (3.5.25) is majorized byγ2

∞
∑

h=2
γh

3(y1+ . . .+ym)h,

which is the formal power-series 185

γ2
γ2

3(y1 + . . . + ym)2

1− γ3(y1 + . . . ym)
≡ Ψ(y1, . . . , ym), say.
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Thenψk ≺ Ψ, k = 1, . . . ,m. Let F∗k denote the power-series obtained
by replacing the coefficients inFk by their absolute values. Now substi-
tutingΨ for eachψk andF∗k for Fk we obtain a majorant for the power-
series on the right side of (3.5.21). In fact, since the coefficients inF∗k
are non-negative, the coefficients inF∗kyl

are also non-negative and hence
the right side of (3.5.24) is majorized by















γ4(1+
n

∑

l=1

F∗kyl
(y1, . . . , yn))Ψ(y1, . . . , yn, F

∗
n+1, . . . , F

∗
m)















g1...gn

,

which implies that

|ck|(g1 + . . . gn) ≤














γ4

















1+
n

∑

l=1

F∗kyl

















Ψ

(

y1, . . . , yn, F
∗
n+1, . . . , F

∗
m

)















g1...gn

.

Since|ck| is the coefficient of yg1
1 . . . ygn

n in F∗k, we see that|ck|gl is the

coefficient ofyg1
1 . . . yg1−1

l . . . ygn
n in F∗kyl

, and hence ofyg1
1 . . . ygn

n in ylF∗kyl
.

In other words,














n
∑

l=1

ylF
∗
kyl















g1...gn

= |ck|(g1 + . . . + gn),

and thus we get the majorization

n
∑

l=1

ylF
∗
kyl
≺ γ4

















1+
n

∑

l=1

F∗kyl

















Ψ(y1, . . . , yn, F
∗
n+1, . . . , F

∗
m). (3.5.26)

Let G1, . . . ,Gm bem power-series with non-negative undetermined co-186

efficients, starting with quadratic terms, in the variablesy1, . . . , yn, sat-
isfying them partial differential equations

n
∑

l=1

ylGkyl = γ4

















1+
n

∑

l=1

Gkyl

















Ψ(y1, . . . , yn, Gn+1, . . . ,Gm),

k = 1, . . . ,m. (3.5.27)
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Let dk = {Gk}g1...gn
. Then comparing the coefficients ofyg1

1 . . . ygn
n on

both sides of (3.5.27), we have

dk(g1 + . . . gn) = γ4















(1+
n

∑

l=1

Gkyl )Ψ(y1, . . . , yn, Gn+1, . . . ,Gm)















g1...gn

(3.5.28)
As before, the relation (3.5.28) is a recurrence relation for determining
the coefficientsdk of Gk. For g = 2, the right side of (3.5.28) contains
only coefficients of quadratic terms of the formypyq, p, q = 1, . . . , n,
alone inΨ, sinceΨ starts with quadratic terms so that all the terms of
GkylΨ, ypGq, p = 1, . . . , n; q = n+1, . . . ,m, orGpGq, p, q = n+1, . . . ,m,
are of total degree≥ 2. Hence the right side of (3.5.28) is known in this
case, and therefore also the coefficients of the quadratic terms inGk. For
g > 2, we see, as in the determination of the coefficients ofFk, that the
right side of (3.5.28) involves coefficients inGk of terms of total degrees
2, . . . , g− 1, which are already determined, and thus all the coefficients
in Gk are uniquely determined by induction. So the power-seriesGk are
uniquely determined by (3.5.27).

We next prove by induction thatF∗k ≺ Gk, k = 1, . . . ,m. If g = 187

g1 + . . . + gn = 2, then we see immediately from (3.5.26) that

2
{

F∗k
}

g1...gn
≤















γ4

















1+
n

∑

l=1

F∗kyl

















Ψ(y1, . . . , yn, F∗n+1, . . . , F
∗
m)















g1...gn

=

{

γ4Ψ(y1, . . . , yn, F
∗
n+1, . . . , F

∗
m)

}

g1...gn
.

But by the above construction, the right side is precisely the coefficient
2{Gk}g1...gn. Suppose that for all non-negative integersg1, . . . , gn with
2 ≤ g1 + . . . + gn ≤ g− 1 we have

{F∗k}g1...gn ≤ {G∗k}g1...gn, (k = 1, . . . ,m). (3.5.29)

Then we shall show that for all non-negative integersh1, . . . , hn with
h1 + . . . + hn = g, we have

{F∗k}h1...hn ≤ {G
∗
k}h1...hn.
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By (3.5.36) we have

{F∗k}h1...hn(h1 + . . . + hn) ≤














γ4

















1+
n

∑

l=1

F∗kyl

















Ψ(y1, . . . , yn, F
∗
n+1, . . . , F

∗
m)















h1...hn

. (3.5.30)

On the right side only coefficients of terms of total degree≤ g−1 occur,
and for these coefficients, (3.5.29) holds. In other words, the right side
of (3.5.50) is majorized by the coefficient















γ4

















1+
n

∑

l=1

Gkyl

















Ψ(y1, . . . , yn, Gn+1, . . . ,Gm)















h1...hn

.

But by the construction of the power-seriesGk, this is equal to{Gk}h1...hn188

(h1 + . . . + hn) and this, by induction, proves our assertion. So in order
to prove the convergence ofF∗k, and hence ofFk, it is enough to prove
the convergence ofGk.

It is easy to see thatG1 = . . . = Gn. In fact, consider the power-
seriesG with non-negative undetermined coefficients starting with qua-
dratic terms, satisfying the partial differential equation

n
∑

l=1

ylGyl = γ4

















1+
n

∑

l=1

Gyl

















Ψ(y1, . . . , yn,G, . . . ,G). (3.5.31)

The coefficients ofG can be determined by induction as in the case of
Gk. We have already remarked that the coefficients of the quadratic
terms are the same in all theGk and they are obtained by the contri-
butions from the quadratic terms of the typeypyq, p, q = 1, . . . , n, in
Ψ alone, and that there is no contribution either from terms ofthe type
ypGq, p = 1, . . . , n; q = n + 1, . . . ,m, or from terms of the typeGpGq,
p, q = n + 1, . . . ,m. But these are exactly the coefficients of the cor-
responding quadratic terms ofG. Then using the recurrence formula
(3.5.28), we see by induction that all the corresponding coefficients of
Gk are equal, and equal to those ofG. Hence,G = G1 = . . . = Gm is
uniquely determined by (3.5.31).



5. Stability theory of solutions of differential equations 143

If we sety1 = . . . = yn = y in the power-seriesG(y1, . . . , yn), we
obtain a power-series with non-negative coefficients in one variabley,
starting with quadratic term; we shall denote this byH(y). If H(y) con-
verges for some positive value ofy, then it is clear thatG(y1, . . . , yn) 189

converges for|y1| < y, . . . , |yn| < y. In fact,
∣

∣

∣{G(y1, . . . , yn)}g1...gn

∣

∣

∣ ≤ {H(y)}g1+...+gn.

SinceH(y) = G(y, . . . , y), it follows from (3.5.31) and the definition of
Ψ that we have

yHy = γ4(1+ Hy)Ψ(y, . . . , y,H, . . . ,H)

= γ5(1+ Hy)
(ny+ (m− n)H)2

1− γ3(ny+ (m− n)H)
.

The right side of this can be majorized further as follows. Since

(ny+ (m− n)H)2

1− γ3(ny+ (m− n)H)
= γ−2

3

∞
∑

l=2

γl
3(ny+ (m− n)H)l ,

we have

(ny+ (m− n)H)2

1− γ3(ny+ (m− n)H)
≺ γ−2

3

∞
∑

l=2

(γ3m)l(y+ H)l
= γ−2

3
(γ3m)2(y+ H)2

1− γ3m(y+ H)
.

Puttingγ3m= γ6 and
(y+ H)2

1− γ6(y+ H)
= Φ(y,H), we get the majorization

yHy ≺ γ7(1+ Hy)Φ(y,H).

Let J = J(y) be the power-series iny starting with the second degree
term, satisfying the differential equation

y Jy = γ7(1+ Jy)Φ(y, J). (3.5.32)

The coefficients in the power-seriesJ can be determined by induction190

on comparing coefficients on both sides. It is easy to see, as in the case
of G andH, thatJ ≻ H, and hence it is enough to prove the convergence
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of J. One can integrate (3.5.32) and obtainJ directly. However, one can
majorizeJ by the following simple method. Let

J(y) =
∞
∑

k=2

aky
k; (3.5.33)

J starts with quadratic terms since
γ2

3(y1 + . . . + ym)2

1− γ3(y1 + . . . + ym)
does and hence

alsoH does. Then on comparing the coefficients ofyk on both sides of
(3.5.32), we obtain

kak =















γ7

















1+
∞
∑

l=2

laly
l−1

















Φ(y, J)















k

(k = 2, 3, . . .). (3.5.34)

The right side of (3.5.34) has contributions only from coefficients al

of terms of degree at mostk − 1. In other words, it involves only the

coefficientsa2, . . . , ak−1 and so 0<
l
k
< 1. From (3.5.34),

ak =















γ7

















1
k
+

k−1
∑

l=2

l
k

aly
l−1

















Φ(y, J)















k

.

If we take

a∗k =















γ7

















1+
k−1
∑

l=2

a∗l y
l−1

















Φ(y, J)















k

, k = 2, 3, . . . , (3.5.35)

then again by inductionak ≤ a∗k for all k ≥ 2. We get a power-series
in one variabley with non-negative coefficients and starting with the191

second degree term by setting

K(y) =
∞
∑

k=2

a∗k yk.

ThenJ ≺ K. We see that the relations (3.5.35) defininga∗k inductively
imply that

K = γ7(1+ y−1K)
(y+ K)2

1− γ6(y+ K)
.
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SinceK starts with quadratic terms,K1 = y−1K is a power-series starting
with linear terms and moreover satisfies the identity

K1 =
γ7y(1+ K1)3

1− γ6y(1+ K1)
. (3.5.36)

This is again obtained in a constructive way, and it is now enough to
prove the convergence ofK1, which implies the convergence ofK, and
so that ofJ and hence ofGk, Fk also.

In order to obtain a solution of the algebraic equation (3.5.36) forK1

in a convergent power-series, one may use the implicit function theorem.
(It is easily verified that the conditions of this theorem aresatisfied). We
shall, however, prove the convergence ofK1 directly without determin-
ing a majorant ofK1 explicitly. For this purpose we construct a simpler
power-series which majorizesK1. We can write

K1 = γ7y(1+ K1)3
∞
∑

l=30

(γ6y)l (l + K1)l
= γ7y

∞
∑

l=0

(γ6y)l(1+ K1)l+3

= γ7y
∞
∑

l=0

(γ6y)l
l+3
∑

r=0

(

l + 3
r

)

Kr
1,

by the binomial theorem. Since the binomial coefficients
(

l+3
r

)

are sma- 192

ller than 2l+3 for r = 0, 1, . . . , l + 3 and alll = 0, 1, . . . , we can write for
each term on the right

l+3
∑

r=0

(

l + 3
r

)

(γ6y)lKr
1 ≺

l+3
∑

r=0

2l+3(γ6y)l Kr
1 = 8

l+3
∑

r=0

(2γ6y)l Kr
1.

Settingl + r = h, it follows that

∞
∑

l=0

(γ6y)l
l+3
∑

r=0

(

l + 3
r

)

Kr
1 ≺ 8

∞
∑

h=0

h
∑

r=0

(2γ6y)h−r Kr
1

≺ 8
∞
∑

h=0

h
∑

r=0

(

h
r

)

(2γ6y)h−r Kr
1 = 8

∞
∑

h=0

(2γ6y+ K1)h,
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again by the binomial theorem, so that we have the majorization

K1 ≺ 8γ7y
∞
∑

h=0

(2γ6y+ K1)h
=

8γ7y
1− (2γ6y+ K1)

. (3.5.37)

Now let L be a power-series with indeterminate coefficients satisfying
the algebraci equation

L =
8γ7y

1− (2γ6y+ L)
. (3.5.38)

Once again, as in the case ofK1, one can use the implicit function theo-
rem to obtainL. Since we are interested only in finding a majorant for
K1, we shall first show thatL majorizesK1 and then find a majorant for
L itself. The coefficients ofK1 andL can be determined inductively by
comparing coefficients ofyk, k = 0, 1, . . . , on both sides in (3.5.36) and
(3.5.38) respectively. It is clear that bothK1 andL lack constant terms193

and also that the coefficient ofy in K1 is γ7, while in L it is 8γ7. Sup-
pose that the coefficients ofy, . . . , yk−1 in K1 are majorized by those in
L. Then by (3.5.37) we have

{K1}k ≤
{

8γ7y
1− (2y6y+ K1)

}

k
=















8y7y
∞
∑

h=0

(2γ6y+ K1)h















k

.

It is easy to see that the right side involves only the coefficients of
y, . . . , yk−1 in K1 and hence is smaller than















8γ7y
∞
∑

h=0

(2γ6y+ L)h















k

=

{

8γ7y
1− (2γ6y+ L)

}

k
.

Then it follows by induction thatK1 ≺ L. We majorizeL further in the
following way. Since

2γ6y ≺ 2γ6y
1− (2γ6y+ L)

, (3.5.39)

if we write M = 2γ6y+ L, then by (3.5.38) and (3.5.39),

M = 2γ6y+ L ≺ (2γ6 + 8γ7)y
1− M

=
γ8y

1− M
.
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Let us denote byN the power series iny with undetermined coefficients
satisfying the algebraic equation

N =
γ8y

1− N
. (3.5.40)

Then it is easily seen as before thatM ≺ N. From (3.5.40) it follows 194

thatN satisfies the equationN2−N+γ8y = 0, which can also be written
as

4N2 − 4N + 1 = 1− 4γ8y, or, (1− 2N)2
= 1− 4γ8y.

From this we get

1+ 4N ≺ 1+ 4N + . . . = (1− 2N)2
= (1− 4γ8y)−1,

and hence,

4N ≺ (1− 4γ8y)−1 − 1 = 4γ8y(1− 4γ8y)−1.

In other words, we have the majorization

K1 ≺ N ≺ (1− 4γ8y)−1γ8y,

and the last is a geometric series in 4γ8yconverging for|y| <
1

4γ8
. Hence

we conclude that the power-seriesFk(y1, . . . , yn), k = 1, . . . ,m, converge

for |yk| <
1

4γ8
, which completes the proof of the convergence. We have

thus proved Theorem 3.5.1 under the restriction (3.5.19).
We shall now remove the restriction (3.5.19). The eigenvalues of

A are again all real, distinct and non-zero but need no longer to satisfy
the restriction (3.5.19). We shall show that in this case, the solutions
yk(s) of (3.5.10), and hence the solutionsxk(s) of (3.5.2), will be now
power-series in the variabless, eλ1s, . . . , eλns, and not power series in
theeλks, k = 1, . . . , n, alone. We shall give only the construction of the
solution and the proof of convergence will be on exactly the same lines 195

as in the previous case.
First of all we remark that we can no longer use the relation (3.5.22):

ck

















λk −
n

∑

l=1

glλl

















=















−ψl +

n
∑

l=1

Fkylψl















g1...gn

,



148 3. The three-body problem: general collision

to determine the coefficients in the power-seriesFk. If for a givenk =
1, . . . , n, we have

λk =

n
∑

l=1

glλl , (3.5.41)

for a finite set ofn-tuples (g1, . . . , gn) of non-negative integersg1, . . . , gn

with g1 + . . . gn = g ≥ 2, then unless the right side of (3.5.22) van-
ishes for each of thesen-tuples, we would get a contradiction. Since the
right side of (3.5.22) may not necessarily vanish for all such n-tuples
(g1, . . . , gn) for which (3.5.41) holds, we cannot use the argument above
for determining the coefficientsck of yg1

1 . . . ygn
n for this exceptional set

(g1, . . . , gn). Hence it is not possible to determine the power-seriesFk

from the requirement (3.5.15), namely thatχ(u1, . . . , un, 0, . . . , 0) ≡ 0 in
u1, . . . , un. We therefore modify the proof in the following way.

We replace the requirement (3.5.15) by a weaker condition. We al-
low χ(u1, . . . , un, 0, . . . , 0) to be a polynomial inu1, . . . , un for just those
k for which (3.5.41) holds. LetVk(u1, . . . , un) be polynomials in then
variablesu1, . . . , un, with real undetermined coefficients such that196

χk(u1, . . . , un, 0, . . . , 0) = Vk(u1, . . . , un), k = 1, . . . ,m (3.5.42)

Sinceλk ,
n
∑

l=1
glλl for k = n+ 1, . . . ,m, we may assume that

Vk(u1, . . . , un) ≡ 0, k = n+ 1, . . . ,m, (3.5.43)

and consider (3.5.42) only fork = 1, . . . , n. In this case we assume
that every term inVk is of the formαku

g1
1 . . . ugn

n , g1, . . . , gn non-negative
integers withg1+ . . .+gn ≥ 2 for which (3.5.41) holds. There exist only
finitely many suchn-tuples (g1, . . . , gn), and hence only finitely many
αk, which determine the polynomialVk. In order to determineαk we
observe that, since in (3.5.11) the power-seriesFk start with quadratic
terms, the coefficients ofyg1

1 . . . ygn
n in Vk, considered as a function of

y1, . . . , yn after substituting (3.5.11) foru1, . . . , un, is preciselyαk and

αku
g1
1 . . . ugn

n = αky
g1
1 . . . ygn

n + . . . .

Hence we can determineαk by equating the coefficients ofyg1
1 . . . ygn

n

on both sides of (3.5.42), consideringVk and χk as power-series in
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y1, . . . , yn. We define the coefficient ck of yg1
1 . . . ygn

n in Fk for which
g1, . . . , gn satisfy (3.5.41) to be zero. Then we have

αk =
{

ψk(y1, . . . , yn, Fn+1, . . . , Fm)

−
n

∑

l=1

Fkyl (y1, . . . , yn)ψl(y1, . . . , yn, Fn+1, . . . , Fm)

+ αky
g1
1 . . . ygn

n − Vk(y1 − F1, . . . , yn − Fn)
}

g1...gn
(3.5.44)

for all g1, . . . , gn satisfying (3.5.41) for thek in question. In (3.5.44) 197

αk can be determined explicitly provided that the right side isknown.
The coefficients ofyg1

1 . . . ygn
n whereg1, . . . , gn satisfy (3.5.41) are by

assumption zero, while for all otherg1, . . . , gn we have (3.5.19), so that
the coefficients can be determined as before from (3.5.22) where now the
term {Vk(y1 − F1, . . . , yn − Fn)}g1...gn has to be added on the right side.
Then the polynomialsVk are completely determined. The convergence
of Vk as power-series iny1, . . . , yn can be proved without much difficulty.

To obtain all solutions of (3.5.14):u′k = λkuk + χk, k = 1, . . . ,m, we

set as before,v =
m
∑

k=n+1
u2

k, and then using (3.5.14), we have

v′ = 2
m

∑

k=n+1

uku
′
k = 2

m
∑

k=n+1

(λku
2
k + ukχk).

SinceVk = 0 for k = n+ 1, . . . ,m, and in each term ofχk for suchk we
get one ofun+1, . . . , um as a factor, our previous argument goes through.
We have, as before,v′ ≥ λv and sinceve−λs ≥ 0 and nondecreasing, we
havev = 0, so thatun+1 = . . . = um ≡ 0. Substituting in (3.5.14) we
obtain the system of differential equations

u′k = λkuk + Vk(u1, . . . , un), k = 1, . . . , n,

where eachVk is a polynomial with real coefficients containing only
terms of the formug1

1 . . . ugn
n whereg1, . . . , gn satisfy (3.5.41). We ar-

rangeλ1, . . . , λn in decreasing order and assume that

0 > λ1 > . . . > λn.
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Then we claim that for everyk = 1, . . . , n, Vk is a polynomial only in the 198

variablesu1, . . . , uk−1. To see this, consider the typical termαku
g1
1 . . . ugn

n

in Vk. We shall prove thatgk = gk+1 = . . . = gn = 0. Suppose, if
possible, that for somel, k+ 1 ≤ l ≤ n, we havegl , 0, sogl > 0. Since

(3.5.41) is satisfied, we have−λk =
n
∑

r=1
gr (−λr). But 0 < −λ1 < . . . <

−λn by our ordering of the eigenvalues and so eachgr (−λr ) ≥ 0. Since
gl > 0 and−λl > 0, it follows that

−λk ≥ gl(−λl) ≥ −λl , or λk ≤ λl ,

which is impossible sincel > k. Hencegk+1 = . . . = gn = 0 necessarily,
and it only remains to prove thatgk = 0. Suppose, if possible, that
gk > 0. Sinceg1 + . . . + gk = g1 + . . . + gn ≥ 2, we have only two
possibilities, eithergk = 1 or gk ≥ 2. If gk = 1, then at least one of
g1, . . . , gk−1 is an integer≥ 1 and hence−λk > gk(−λk) = −λk, which is
a contradiction. Ifgk ≥ 2, thengk(−λk) > −λk, so−λk > −λk, which is
again a contradiction. Hencegk = 0.

So finally we obtain the following system of differential equations
for u1, . . . , um:

u′k = λkuk + Vk(u1, . . . , uk−1), k = 1, . . . , n,

u′k = λkuk = 0, k = n+ 1, . . . ,m. (3.5.45)

We determine the general solution of (3.5.45) inductively.SinceV1 ≡ 0,199

u′1 = λ1u1 and henceu1 = c1eλ1s, wherec1 is a constant of integration.
Next, V2 contains only terms of the formα2ug1

1 whereg1 ≥ 2 andλ2 =

λ1g1. There is only one integral solutiong1 of λ2 = g1λ1, so that we
have

V2(u1) = α2ug1
1 .

Insertingu1 = c1eλ1s in V2(u1), we get the differential equation

u′2 = λ2u2 + α2cg1
1 eλ1g1s

= λ2u2 + α2cg1
1 eλ2s,

which is the same as (u2e−λ2s)′ = V2(c1) = α2cg1
1 , and on integration this

gives
u2e−λ2s

= α2cg1
1 s+ c2, or u2 = (c2 + V2(c1)s)eλ2s.
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If we denote the polynomialV2(c1)sby P2(c1, s), then

u2 = (c2 +P2(c1, s))e
λ2s.

Let us suppose that we have already proved that

uk−1 = (ck−1 +Pk−1(c1, c2, . . . , ck−2, s)e
λk−1s,

where Pk−1 is a polynomial in thek − 1 real variablesc1, . . . , ck−2

and s, and vanishes fors = 0 : Pk−1 is uniquely determined by 0=
V1,V2, . . . ,Vk−1. SinceP1 ≡ 0, we have seen that this holds fork =
2, 3. We now prove that

uk = (ck +Pk(c1, . . . , ck−1, s)e
λks.

We set 200

cl +Pl(c1, . . . , cl−1, s) = Ql(c1, . . . , cl , s), l = 1, . . . , k− 1.

Then from (3.5.45), we have the differential equation

u′k = λkuk + Vk(Q1eλ1s, . . . ,Qk−1eλk−1 s).

We recall once again that all the terms ofVk are of the formαku
g1
1

. . .ugk−1
k−1 , whereg1, . . . , gn satisfy the relationsλk =

k−1
∑

l=1
glλ1. Hence

Vk(Q1eλ1s, . . . ,Qk−1eλk−1s) = Vk(Q1, . . . ,Qk−1)eλks,

so that we have the differential equation

u′k = λkuk + Vk(Q1, . . . ,Qk−1)eλks,

or, (uke
−λks)′ = Vk(Q1, . . . ,Qk−1),

which, on integration from 0 tosgives,

uk = (ck +Pk(c1, . . . , ck−1, s)e
λks).

wherePk(c1, . . . , ck−1, s) =
s
∫

0

Vk(Q1, . . . ,Qk−1)ds. This proves our as-

sertion. Herec1, . . . , ck are constants of integration and are uniquely
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determined by the initial valuesuk(0). We observe that sinceVk(Q1,

. . . ,Qk−1) is a polynomial inc1, . . . , ck−1, s, and each contains a positive201

power ofs, it follows thatPk(c1, . . . , ck−1, 0) = 0. Henceuk(0) = ck, so

that if the solutionsu1, . . . , un are to satisfy the relation
m
∑

k=1
uk(s)2 < ǫ,

then we should necessarily have
m
∑

k=1
c2

k < ǫ. However, if uk(0) = ck

where
m
∑

k=1
c2

k < ǫ, then this may not imply that
m
∑

k=1
uk(s)2 < ǫ for all

s≥ 0. In the previous case, all thePk were zero andλ1, . . . , λn < 0 and

we had
m
∑

k=1
uk(s)2 < ǫ. But in the present case, this is not in general true

for all s≥ 0. However, sinceuk(s) = Qk(c1, . . . , ck−1, s)eλks andQk is a
polynomial whileλk < 0, it follows that for sufficiently larges, uk(s) are

so small that
m
∑

k=1
uk(s)2 < ǫ, and moreover,uk(s) → 0 ass→ ∞. This

again is a constructive method of determining the solutions.
In order to obtain the solution of the original system of equations in

the unknown functionsxk, k = 1, . . . ,m, we first solve fory1, . . . , ym in
terms ofu1, . . . , um. We have, by inversion of (3.5.11),

yk = uk +Gk(u1, . . . , un), k = 1, . . . , n,

yk = Gk(u1, . . . , um), k = n+ 1, . . . ,m,

whereGk are power-series with real coefficients, starting with quadratic
terms. Hence theyl(l = 1, . . . ,m) are power-series in (ck +Pk(c1, . . . ,

ck−1, s)eλks, k = 1, . . . , n. Since thexl are linear functions ofyl , the same
assertion holds forxl also and thus we obtain all the asymptotic solutions202

of the original systemx′ = Ax+ ϕ(x). They involven real parameters
c1, . . . , cn. This completes the proof of Theorem 3.5.1. �

We shall now consider the situation in which the eigenvaluesof the
matrix A = (akl) are not necessarily real. We have

Theorem 3.5.2.Suppose that the eigen-values of the matrix A= (akl)
are distinct, some possibly complex, and that all eigen-values have non-
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zero real parts. Then the general solutions xk(s) in s≥ 0 of the system

x′k =
m

∑

l=1

aklxl + ϕk(x1, . . . , xm), k = 1, . . . ,m.

which satisfy the condition
m
∑

k=1
xk(s)2 < ǫ for small ǫ > 0, involve as

many real parameters as the number of eigen-values with negative real
parts.

Proof. Let λ1, . . . , λm be the distinct eigen-values of the real matrix
A = (akl), and letλk = ρk + iτk, k = 1, . . . ,m. SinceA is real, its
characteristic polynomial has real coefficients and so its complex roots
occur in pairs of complex conjugates. Hence ifλk is a complex eigen-
value, the conjugate complex̄λk is also an eigen-valueλl , wherel = lk;
soλl = λ̄k for l = lk. Thenλ̄l = λk and sol lk = k for all k. If λk is a real
eigen-value, thenλk = λ̄k = λl and since the eigen-values are simple,
l = lk = k. Hence (l1, . . . , lm) is a permutation of (1, . . . ,m) and since the
λk are simple, the permutation consists entirely of transpositions. �

We consider a linear transformationsx = Cy, C being a complex 203

matrix with |C| , 0. Since all the eigen-values ofA are distinct and
different from zero, we can find aC such thatC−1AC = D is in the
normal diagonal form:

D =

























λ1 0
. . .

0 λm

























.

ThenAC = CD and we can determine the matrixC from this condition.
Let Ck, k = 1, . . . ,m, denote the columns ofC. Then we haveACk =

λkCk, k = 1, . . . ,m, and this can be seen immediately by comparing the
elements on both sides ofAC = CD. HenceCk is an eigen-vector of
the matrixA belonging to the eigen-valueλk. Since theλk are distinct,
the eigen-vectorsCk are all distinct. These eigen-vectors are uniquely
determined up to constant scalar factors, in general complex. Again
using our earlier notation,

AC̄k = ĀC̄k = λ̄kC̄k = λlC̄k, l = lk,
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so thatC̄k is an eigen-vector belonging to the eigen-valueλl wherel = lk.
HenceC̄k is a scalar multiple ofCl and so by a suitable normalization
we may assume that

C̄k = Cl , C̄l = Ck, l = lk, k = 1, . . . ,m. (3.5.46)

Since the matrixC is complex,y is a complex vector. Sincex is real,
x = x̄ and soCy= C̄ȳ. It follows from this, by (3.5.46), that

Ckyk +Clyl = C̄kȳk + C̄l ȳl = Cl ȳk +Ckȳl .

But y = C−1x is a uniquely determined vector and so we should have204

yl = ȳk, yk = ȳl , l = lk, k = 1, . . . ,m.

As we have to deal with formal power-series, we shall drop theassump-
tion thatx is real. The relationx = Cy = C̄ȳ can be given a sense even
whenx is not real if we define formally the indeterminates ¯y1, . . . , ȳm by
setting

yl = ȳk, yk = ȳl , l = lk, k = 1, . . . ,m. (3.5.47)

(Thus ȳ1, . . . , ȳm is just a permutation of the indeterminatesy1, . . . , ym,
this permutation consisting entirely of transpositions).

By the substitutionx = Cy, the given system of differential equa-
tions x′ = Ax+ ϕ(x) goes over into the system

y′ = Dy+C−1ϕ(x), (3.5.48)

whereC−1ϕ(x) is a column vectorσ(x) of power-seriesσk(x). The co-
efficients ofσk are complex and they are obtained in the following way.
If αk denotes the coefficient ofxg1

1 . . . xgm
m of degreeg = g1+ . . .+gm ≥ 2

in ϕk(x), then the coefficient of xg1
1 . . . xgm

m in σk(x) is given by
m
∑

l=1
dklαl ,

C−1
= (dkl).

If f = f (x1, . . . , xm) is a formal power-series with complex co-205

efficients in them indeterminatesx1, . . . , xm, then we denote bȳf =
f̄ (x1, . . . , xm) the power-series obtained by replacing the coefficients in
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f by their complex conjugates and byf ∗ that obtained by replacing the
coefficients in f by their absolute values: thus

{ f̄ }g1...gm = { f }g1...gm and{ f ∗}g1...gm = |{ f }g1...gm|.

Because of ¯ϕ(x) = ϕ(x) = Cσ(x) we haveσ̄k(x) = σl(x). SinceCy =
x = C̄ȳ, we have also ¯σk(C̄ȳ) = σl(Cy). Denotingσk(Cy) by ψk(y),
we have, by the last formula,ψl(y) = ψ̄k(ȳ). Hence we can rewrite the
system of differential equations (3.5.48) in the form

y′ = Dy+ ψ(y), (3.5.49)

whereψ(y) is a column-vector whose components are power-seriesψk(y)
with complex coefficients and starting with quadratic terms.

Let λ1, . . . , λn denote the eigen-values whose real parts are negative
andλn+1, . . . , λm those whose real parts are positive; so

ρ1 < 0, . . . , ρn < 0; ρn+1 > 0, . . . , ρm > 0. (3.5.50)

Since forl = lk, λl = λ̄k = ρk − iτk, it follows that as the indexk runs
through 1, . . . , n, lk also runs through 1, . . . , n, and if k runs through
n+ 1, . . . ,m, so doeslk.

As in the proof of Theorem 3.4.1, we now make a non-linear trans-
formation of the variablesy1, . . . , ym to the variablesu1, . . . , um of the
form 206

uk = yk − Fk(y1, . . . , yn), k = 1, . . . ,m,

where theFk are power-series in the variablesy1, . . . , yn alone, with
complex coefficients and starting with quadratic terms. As in the case
of real eigen-values, the differential equations (3.5.49) are transformed
into

u′k = λkuk + χk(u1, . . . , um), k = 1, . . . ,m, (3.5.51)

whereχk(u1, . . . , um) is defined by

χk = λkFk + ψk −
n

∑

l=1

Fkyl (λlyl + ψl). (∗)
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Our argument for the construction of the power-seriesFk goes through
as in the real case.

First suppose thatλk ,
n
∑

l=1
glλl for all n-tuples of non-negative in-

tegersg1, . . . , gn with g = g1 + . . . + gn ≥ 2. This is only a finite set
of conditions on theλk, as in the real case. We determineFk again by
requiring thatχk(u1, . . . , un, 0, . . . , 0) ≡ 0, i.e.

λkFk + ψk(y1, . . . , yn, Fn+1, . . . , Fm)

−
n

∑

l=1

Fkyl (λlyl + ψl(y1, . . . ,

yn, Fn+1, . . . , Fm)) = 0. (∗∗)

k = 1, . . . ,m, and we get as before a recurrence formula for finding the
coefficients inFk. If cky

g1
1 . . . ygn

n is a term of total degreeg = g1 +

. . . gn ≥ 2 in Fk, then comparing the coefficients ofyg1
1 . . . ygn

n , we have

ck

















λk −
n

∑

l=1

glλ1

















= {−ψk(y1, . . . , yn, Fn+1, . . . , Fm) +
n

∑

l=1

Fky1ψl}g1...gn.

We find ck by induction as in the real case. The convergence of the207

power-seriesFk thus obtained is proved as in the real case. Letα =

min(−ρ1, . . . ,−ρn) > 0. Then there exists a positive numberγ1 depend-
ing only onα, such that

|λk −
n

∑

l=1

glλl | ≥ |Re(λk −
n

∑

l=1

glλl)| > γ−1
1 (g1 + . . . + gn).

On the other hand, theψk are power-series convergent in a complex
neighbourhood|y1| < ρ1, . . . , |ym| < ρm of y1 = 0, . . . , ym = 0. We
shall denote byγ2, γ3 . . . large positive constants. If|ψk| ≤ γ2 in this
neighbourhood, then by Cauchy’s theorem,

|{ψk}h1...hm| ≤ γ2ρ1
−h1 . . . ρm

−hm,

for all n-tuples of non-negative integersh1, . . . , hm with h1+. . .+hm ≥ 2.
So we have

ψk,≺
∑

h1+...+hm≥2

γ2
yh1

1 . . . yhm
m

ρ
h1
1 . . . ρhm

m

≺
∞
∑

h=2

γ2















y1

ρ
1

+ . . . +
ym

ρ
m















h



5. Stability theory of solutions of differential equations 157

≺ γ2γ
2
3

(y1 + . . . + ym)2

1− γ3(y1 + . . . + ym)
≡ Ψ(y1, . . . , ym),

whereγ−1
3 = min(ρ1, . . . , ρm

) > 0. Then we have

|ck|(g1 + . . . + gn) ≤ γ1|{ψk +

n
∑

l=1

Fky1ψl}g1...gn |.

We replaceFk by F∗k andψk, ψl byΨ and we see thatFk ≺ F∗k and 208

|ck|(g1 + . . . + gn) ≤ |γ4















(1+
n

∑

l=1

F∗kyl
)Ψ















g1...gn

|.

The rest of the proof is the same as before and we conclude thatthe
power-seriesFk, k = 1, . . . ,m, converge for complex values ofy1, . . . , yn

in a complex neighbourhood ofy1 = 0, . . . , yn = 0. (The Fk can
now be regarded as convergent power-series in the complex variables
y1, . . . , ym).

We can now obtainyk in terms ofuk by locally inverting the substi-
tution uk = yk − Fk(y1, . . . , yn), k = 1, . . . ,m, and we find that

yk = uk +Gk(u1, . . . , um), k = 1, . . . ,m, (3.5.52)

where theGk are uniquely determined power-series with complex co-
efficients. Since theFk converge as functions of the complex variables
y1, . . . , yn, we can now look uponu1, . . . , um also as complex variables
andGk are therefore convergent power-series in the complex variables
u1, . . . , um. Since we are interested in real solutionsxk(s) of the orig-
inal system, we have to find out under what conditions foru1, . . . , um

we shall have ¯yk = yl , l = lk, k = 1, . . . ,m, so thatx1, . . . , xm all are
real. We might conjecture that this condition is again ¯uk = ul , l = lk,
k = 1, . . . ,m, and conversely. This is true and it is enough to prove this
in the following formal situation. Suppose we introduce theindetermi-
nates ¯yk = yl , l = lk; we shall prove that ifu1, . . . , um and ū1, . . . , ūm

are defined byuk = yk − Fk(y1, . . . , yn), ūk = ȳk − F̄k(ȳ1, . . . , ȳn) then
ūk = ul , l = lk, k = 1, . . . ,m. And for this purpose it is enough to prove209
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that F̄k(ȳ1, . . . , ȳ)n = Fl(y1, . . . , yn), or equivalently, that

F̄k(yl1, . . . , yln) = Flk(y1, . . . , yn), k = 1, . . . ,m.

For this we observe that the conditionχk(u1, . . . , un, 0, . . . , 0) ≡ 0, k =
1, . . . ,m, gives the following identity in the formal power-series:

λlkFlk(y1, . . . , yn) −
n

∑

r=1

λlr ylr Flr ylr (y1, . . . , yn) (3.5.53)

= −ψlk(y1, . . . , yn, Fn+1, . . . , Fm) +
n

∑

r=1

Flkylr (y1, . . . , yn)

ψlr (y1, . . . , yn, Fn+1, . . . , Fm).

By replacing the coefficients on both sides by their complex conjugates
we have the identity

λ̄lk F̄lk(y1, . . . , yn) −
n

∑

r=1

λ̄lr ylr F̄lkylr
(y1, . . . , yn) (3.5.53)′

= −ψ̄lk(y1, . . . , yn, F̄n+1, . . . , F̄m)

+

n
∑

r=1

F̄lkylr
(y1, . . . , yn)ψ̄lr (y1, . . . , yn, F̄n+1, . . . , F̄m).

(Recall that f̄ denotes the power-series whose coefficients are the com-
plex conjugates of those off ). The permutationyl1 , . . . , ylm of the inde-
terminatesy1, . . . , ym introduces the indeterminates ¯y1, . . . , ȳm. We have
seen that sincel lk = k, k = 1, . . . ,m, ψk(y1, . . . , ym) = ψ̄l(ȳ1, . . . , ȳm) =
ψ̄l(yl1, . . . , ylm). Now using the fact that̄λlk = λk and ȳlr = yr , we get
from (3.5.53)′ the following identity:

λkF̄lk(ȳ1, . . . , ȳn) −
n

∑

r=1

λryr F̄lkyr (ȳ1, . . . , ȳn)

= −ψl(y1, . . . , yn, F̄ln+1(ȳ1, . . . , ȳn), . . . , F̄lm(ȳ1, . . . , ȳn))

+

n
∑

r=1

F̄lkyr (ȳ1, . . . , ȳn)ψr (y1, . . . , yn, F̄ln+1
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(ȳ1, . . . , ȳn), . . . , F̄lm(ȳ1, . . . , ȳn)) (3.5.54)

because the passage fromy1, . . . , ym to ȳ1, . . . , ȳm is nothing but the 210

permutationyl1, . . . , ylm, and moreover, whenk runs through 1, . . . , n,
so doeslk and whenk runs throughn + 1, . . . ,m, so doeslk. Hence
F̄l(ȳ1, . . . , ȳn), l = lk, k = 1, . . . ,m satisfy the functional equation (∗∗)
for Fk(y1, . . . , yn). On the other hand,Fk(y1, . . . , yn) is uniquely deter-
mined by (∗∗). Hence by the uniquenes of the solution of (∗), we have,
for l = lk, k = 1, . . . ,m, F̄l(ȳ1, . . . , ȳn) = Fk(y1, . . . , yn). It is also
clear that ifFk converges as a power series in the complex variables
y1, . . . , yn in a complex neighbourhood ofy1 = 0, . . . , yn = 0 and we re-
placey1, . . . , yn in F̄k(y1, . . . , yn) by the complex conjugates ¯y1, . . . , ȳn,
then the corresponding variableuk defined byuk = yk − Fk(y1, . . . , yn)
goes over into the conjugate variable ¯uk. This proves the assertion that
ūk = ūl , l = lk, k = 1, . . . ,m.

Now it follows from the definition (∗) that also

χ̄k(ū1, . . . , ūm) = χl(u1, . . . , um).

Thus we have the reduced system of differential equations

u′k = λkuk + χk, ul = ūk, l = lk, k = 1, . . . ,m,

under the assumption that
m
∑

k=1
|uk|2 < ǫ for all s ≥ 0 and sufficiently 211

smallǫ. In order to obtain the explicit solutions we consider the function
v(s) defined by

v =
m

∑

k=n+1

|uk|2 =
m

∑

k=n+1

ukūk.

Differentiating with respect toswe have

v′ =
m

∑

k=n+1

(u′kūk + ukū
′
k).

It is clear thatv′ is real; sinceλl = λ̄k, ul = ūk, χl(u) = χ̄k(ū) for l = lk,
we see that ¯u′k = u′l = λlul + χl(u) = λ̄kūk + χ̄k(ū). Hence

v′ =
m

∑

k=n+1

(λk + λ̄k)ukūk +

m
∑

k=n+1

(ukχ̄k(ū) + ūkχk(u))
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= 2
m

∑

k=n+1

ρk|uk|2 + 2
m

∑

k=n+1

Re(ūkχk(u)).

Let ρ = min(ρn+1, . . . , ρm) > 0. Sinceχk starts with quadratic terms and
each term ofχk contains at least one ofun+1, . . . , um as a factor, andχk

is uniformly convergent, we show as in the real case that for sufficiently
smallǫ,

2
m

∑

k=n+1

Re(ūkχk(u)) ≥ −ρv.

So we havev′ ≥ ρv and hence (ve−ρs)′ ≥ 0 andve−ρs is non-decreasing.212

Sinceve−ρs ≥ 0 it follows that v = 0, or uk(s) = 0 for all s ≥ 0,
k = n + 1, . . . ,m. Thus the system of differential equations is further
reduced to

u′k = λkuk, k = 1, . . . , n.

Hence
u′l = λlul , l = lk, k = 1, . . . , n, λ̄k = λl .

Integrating these we obtain

uk = cke
λks, ul = cle

λl s, l = lk, k = 1, . . . , n.

Sinceλl = λ̄k andul = ūk for l = lk, k = 1, . . . , n, and alls≥ 0, we have
alsocl = c̄k. Thus we get exactlyn real parameters in the real solution
xk = xk(s) of the original system asymototic to the equilibrium solution.

This proves Theorem 3.4.2 under the restrictionλk ,
n
∑

l=1
λlgl .

It is easy to extend the argument to the case in whichλk =
n
∑

l=1
λlgl

for some givenk, by imposing the same condition as in the real case,
namely,χk(u1, . . . , un, 0, . . . , 0) = Vk(u1, . . . , un), a polynomial with
complex coefficients inu1, . . . , un consisting entirely of terms of the
form αku

g1
1 . . . ugn

n whereg1, . . . , gn are non-negative integers withg1 +

. . .+gn ≥ 2, satisfyingλk =
n
∑

l=1
λlgl . Once again, if 0< ρ1 < . . . < ρn, we

can show thatVk is actually a polynomial inu1, . . . , uk−1 only,
m
∑

k=1
|uk|2 <
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ǫ for ǫ sufficiently small. We have now, in addition,̄Vl(ū1, . . . , ūn) =213

Vk(u1, . . . , un), l = lk. Then the solution are given by

uk = Qk(c1, . . . , ck, s)e
λks, k = 1, . . . , n;

uk = 0, k = n+ 1, . . . ,m,

where Qk are polynomials ins with complex coefficients, qk(c1, . . . ,

ck, 0) = ck andcl = c̄k, Q̄k(c̄1, . . . , c̄k, s) = Ql(c1, . . . , ck, s). Once again,
the general solution asymptotic to the equilibrium solution containsn
real parameters, and this completes the proof of Theorem 3.5.2.

It remains now to consider the solutions in the case in which the
matrix A = (akl) may have multiple eigen-values. The problem is more
complicated in this case, the difficulty being that the matrixA cannot
now be reduced to the diagonal form. We can nevertheless extend our
earlier results to this case. We have

Theorem 3.5.3.Suppose that the matrix A has eigen-values which are,
in general, complex, all with non-zero real parts, some of them possibly
multiple. Then the general solution of the system x′

= Ax+ϕ(x) such that
m
∑

k=1
x2

k < ǫ for smallǫ > 0 contains exactly n arbitrary real parameters,

n being the number of eigen-values with negative real parts.

Proof. We transform the matrixA in the following way. We can find
a matrixC with |C| , 0 such thatC−1AC = D breaks up into boxes
along the main diagonal. More precisely, the matrixD = (dkl) has the
following property: ifλ1, . . . , λm are the eigen-values ofA, 214

dkk = λk, dkl = 0 for k , l andk , l + 1, (3.5.55)

dkl = 0 for k = l + 1 if λl , λl+1, dkl = 0 or 1 fork = l + 1 if λl = λl+1.
Let e1 = 0, ek = 0 if λk , λk−1, ek = 0 or 1 if λk = λk−1, k =

2, . . . ,m. Then the transformed systemy′ = Dy + ψ(y1, . . . , ym) can be
written in the form

y′k = λkyk + ekyk−1 + ψk(y1, . . . , ym), k = 1, . . . ,m, (3.5.56)
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whereψk again are power-series with complex coefficients starting with
quadratic terms and converging in a neighbourhood ofy1 = 0, . . . , ym =

0. Letλk = ρk + iτk and let us suppose that

0 < −ρ1 < −ρ2 < . . . < −ρn; ρk > 0, k = n+ 1, . . . ,m, (3.5.57)

so thatλ1, . . . , λn are all the eigen-values with negative real parts. As
before we perform the non-linear transformation

uk = yk − Fk(y1, . . . , yn), k = 1, . . . ,m, (3.5.58)

whereFk are power-series iny1, . . . , yn with complex coefficients to be
determined, starting with quadratic terms. We restrict ourselves to the

case in whichλk ,
n
∑

r=1
grλr , k = 1, . . . ,m, for non-negative integers

g1, . . . , gn with g1 + . . . gn ≥ 2. When this is not the case the proof can
be modified as in the earlier situations.

From (3.5.58), by differentiation, on using (3.5.56), we have215

u′k = λk(uk + Fk) + ekyk−1 + ψk −
n

∑

r=1

Fkyr (λryr + eryr−1 + ψr ),

which can be written in the form

u′k = λkuk + ekuk−1 + χk(u1, . . . , um), k = 1, . . . ,m,

where

χk = λkFk −
n

∑

r=1

λryr Fkyr + ekFk−1 −
n

∑

r=1

eryr−1Fkyr + ψk −
n

∑

r=1

ψrFkyr .

(3.5.59)
Once again we determine the power-seriesFk by requiring that

χk(u1, . . . , un, 0, . . . , 0) = 0, k = 1, . . . ,m.

Sinceuk = 0 implies thatyk = Fk(y1, . . . , yn), k = n + 1, . . . ,m, this
condition implies the following identity:

λkFk −
n

∑

r=1

λryr Fkyr = −ekFk−1 +

n
∑

r=1

eryr−1Fkyr
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− ψk(y1, . . . , yn, Fn+1, . . . , Fm) +
n

∑

r=1

ψr(y1, . . . , yn, Fn+1, . . . , Fm)Fkyr .

(3.5.60)

Let ck,g1,...,gny
g1
1 . . . ygn

n denote a term of total degreeg = g1+ . . .+gn ≥ 2
in the power-seriesFk. Comparing the coefficients ofyg1

1 . . . ygn
n on both

sides of (3.5.60), we have

k, g1, . . . , gn















λk −
n

∑

r=1

grλr















= {−ψk +

n
∑

r=1

Fkyrψr }g1,...,gn − ekck−1,g1,...,gn+

+

n
∑

r=1

er (gr + 1)ck,g1,...,gr−1−1, gr+1,...,gn. (3.5.61)

Since coefficients of terms of total degreeg, namelyck−1,g1,...,gn and 216

ck,g1,...,gr−1−1,gr+1,...,gn, r = 1, . . . , n, occur on the right side of (3.5.60), we
cannot carry out the induction construction for the coefficients as in the
previous cases. However, we can argue by induction on introducing a
lexicographic ordering for the indices in the subscripts.

First of all, suppose that the coefficientsck−1,g1,...,gn of total degree
g1 + . . . + gn = g have already been determined. Then the second term
on the righ side of (3.5.61) is known. Fork = 1 the term corresponding
to this does not appear and so in order to determinec1,g1,...,gn it is enough
to consider only the terms















−ψ1 +

n
∑

r=1

ψr F1yr















g1,...,gn

+

n
∑

r=1

er (gr + 1)c1,g1,...gr−1−1,gr+1,...,gn.

If all the coefficients of terms of total degrees 2, . . . , g − 1 have been

determined inF1, . . . , Fn, then since{−ψ1 +
n
∑

r=1
ψrF1yr }g1,...,gn involves

only these coefficients, it follows that it is known. Thus we have to deal
only with the term

n
∑

r=1

er (gr + 1)c1,g1,...,gr−1−1,gr+1,...,gn.
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For this we introduce the lexicographic ordering for the subscripts 217

(g1, . . . , gn). If (g1, . . . , gn) and (h1, . . . , hn) aren-tuples of non-negative
integers, then we say that (g1, . . . , gn) is lower than (h1, . . . , hn), writ-
ten (g1, . . . , gn) < (h1, . . . , hn) if the first of the non-vanishing differ-
encesg1 − h1, . . . , gn − hn is negative. It is clear that this ordering is
transitive: if (g1, . . . , gn) < (h1, . . . , hn) and (h1, . . . , hn) < (k1, . . . , kn),
then (g1, . . . , gn) < (k1, . . . , kn). In this ordering we find that each set
(g1, . . . , gr−1−1, gr +1, . . . , gn) of the subscripts ofck,g1,...,gr−1−1,gr+1,...,gn,
r = 2, . . . , n, is lower than (g1, . . . , gn). (Sincee1 = 0 by definition, the
caser = 1 is taken care of). We carry out the induction in the following
manner. Given (g1, . . . , gn), suppose that we have already determined

(i) all coefficients inF1, . . . , Fn of total degrees 2, . . . , g− 1;

(ii) the coefficientck−1,g1,...,gn of yg1
1 . . . ygn

n in Fk−1; and

(iii) all the coefficientsck,h1,...,hn of yh1
1 . . . yhn

n in Fk of total degreeh1+

. . . + hn = g where (h1, . . . , hn) < (g1, . . . , gn).

Then we can determine the coefficientck,g1,...,gn of yg1
1 . . . ygn

n in Fk from
the recurrence formula (3.5.61).

If k = 1 and (g1, . . . , gn) = (0, . . . , 0, 2), then the coefficientc1,0,...,0,2

is determined by the coefficient ofy2
n in ψ1 and so is known. Then we can

determine all the coefficients of the quadratic terms inFk, k = 1, . . . , n,
successively from the recurrence relation (3.5.61). Hencewe can begin218

the induction. Thus, wheneverλk ,
n
∑

r=1
grλr , k = 1, . . . ,m, all the coeffi-

cients inF1, . . . , Fn can be determined by induction on the lexicographic
ordering of the subscripts. If this condition is not satisfied for somek,
then we set, as before,χk(u, . . . , un, 0, . . . , 0) = Vk(u1, . . . , un), whereVk

are polynomials consisting only of terms of the formαku
g1
1 . . . ugn

n with

λk =
r
∑

r=1
grλr . The proof is easily modified to suit this case and we shall

not go into the details.
Before discussing the condition in order that the solutionxk(s) be

real, we shall prove the convergence of the power-seriesFk obtained
above. This presents some difficulty; the estimates we obtained in the
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case of simple eigen-values do not suffice. The coefficientsck,g1,...,gn are
determined from the recurrence formula (3.5.61) and we haveassumed

thatλk −
n
∑

r=1
grλr , 0, k = 1, . . . ,m. We have

|λk −
n

∑

r=1

grλr | ≥ ρk −
n

∑

r=1

grρr | ≥ ρk −
n

∑

r=1

grρr , k = 1, . . . ,m.

If α = min(−ρ1, . . . ,−ρn) > 0, we can write

|λk−
n

∑

r=1

grλr | ≥ ρk+α(g1+. . .+gn) = ρk+
α

2
(g1+. . .+gn−1)+

α

2
(g1+. . .+gn+1).

There are at most finitely manyn-tuples (g1, . . . , gn) for which ρk +
α

2
(g1 + . . . + gn − 1) < 0, k = 1, . . . ,m, g1 + . . . + gn ≥ 2. For all

other n-tuples we have|λk −
n
∑

r=1
grλr | ≥

α

2
(g1 + . . . + gn + 1). Since

|λk−
n
∑

r=1
grλr | > 0, we can find a constantγ1 ≥ 1 such that|λk−

n
∑

r=1
grλr | > 219

γ−1
1 (g1 + . . . + gn + 1), k = 1, . . . ,m for all n-tuples (g1, . . . , gn). Hence,

from (3.5.61),

γ−1
1 (g1 + . . . + gn + 1)|ck,g1,...,gn| ≤ ek|ck−1,g1,...,gn|+

+

n
∑

r=2

er (gr + 1)|ck,g1,...,gr−1−1,gr+1,...,gn | + |{−ψk +

n
∑

r−1

Fkyrψr }g1,...,gn|.

(3.5.62)

Denoting byF∗k the formal power-series obtained by replacing the coef-
ficients inFk by their absolute values, we haveFk ≺ F∗k, k = 1, . . . ,m.
We denote byγ2, γ3, . . . sufficiently large positive constants. As in the
case of real eigen-values we have the majorization forψk:

ψk ≺
∞
∑

g=2

γ
g
2(y1 + . . . ym)g

=
γ2

2(y1 + . . . + ym)2

1− γ2(y1 + . . . + ym)
.

We define

Ψ(y1, . . . , yn) =
γ2

2(y1 + . . . + yn + F∗n+1(y1, . . . , yn) + . . . + F∗m(y1, . . . , yn))2

1− γ2(y1 + . . . + yn + F∗n+1(y1, . . . , yn) + . . . + F∗m(y1, . . . , yn))
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and we have

ψk(y1, . . . , yn, Fn+1(y1, . . . , yn), . . . , Fm(y1, . . . , yn)) ≺ Ψ(y1, . . . , yn).

We next observe that the coefficient ofyg1
1 . . . ygn

n in F∗k is |ck,g1,...,gn|,
while its coefficient inyr F∗kyr

is gr |ck,g1,...,gn|, so that220

(1+ g1 + . . . + gn)|ck,g1,...,gn| =














F∗k +
n

∑

r=1

yrF
∗
kyr















g1,...,gn

Now (3.4.62) implies the majorization

γ−1
1















F∗k +
n

∑

r=1

yr F
∗
kyr















≺ ekF∗k−1 +

n
∑

r=2

eryr−1F∗kyr
+















1+
n

∑

r=1

F∗kyr















Ψ.

(3.5.63)
From this we want to obtain a majorization similar to what we had in the
case of simple eigen-values. In order to achieve this we replace all the
F∗k by just one functionF, which majorizes all theF∗k, independently of
k. Let µ1, . . . , µn be positive numbers≤ 1 which we shall choose suit-

ably later. LetF =
m
∑

k=1
µkF∗k, so thatFk ≺ F∗k ≺ µ−1

k F, k = 1, . . . ,m.

It would thus be sufficient to prove the convergence of the power-series
F, with non-negative coefficients, starting with quadratic terms. Mul-
tiplying both sides of (3.5.63) byµk and summing overk = 1, . . . ,m,

and making use of the facts that
m
∑

k=1
µkF∗kyr

= Fyr , e1 = 0 andek ≤ 1,

k = 2, . . . , n, we have

γ−1
1 (F +

n
∑

r=1

yrFyr ) ≺
m

∑

k=2

µkF
∗
k−1 +

m
∑

r=2

eryr−1Fyr +

n
∑

k=1

µkΨ +

n
∑

r=1

FyrΨ

≺
m

∑

k=2

µkF∗k−1 +

n
∑

r=2

yr−1Fyr +















m+
n

∑

r=1

Fyr















Ψ. (3.5.64)

We now chooseµk in such a way that all the ratiosµk/µk−1 are indepen-
dent ofk: let µ1 = 1,µk/µk−1 = γ

−1
1 , k = 2, . . . ,m, then allµk ≤ 1. Since221



5. Stability theory of solutions of differential equations 167

µk =
µk

µk−1
· µk−1 = γ

−1
1 µk−1, k = 2, . . . ,m, we see that

m
∑

k=2

µkF
∗
k−1 = γ

−1
1

m
∑

k=2

µk−1F∗k−1 ≺ γ
−1
1 F.

Substituting this in (3.5.64) we have

γ−1
1

n
∑

r=1

yr Fyr ≺
n

∑

r=2

yr−1Fyr + (m+
n

∑

r=1

Fvr )Ψ.

Once again we use the fact that eachF∗k ≺ µ
−1
k F to obtain a majorant for

Ψ. From the definition ofΨ we have

Ψ(y1, . . . , ym) =
∞
∑

g=2

γ
g
2(y1 + . . . + yn + F∗n+1 + . . . + F∗m)g

≺
∞
∑

g=2

γ
g
2(y1 + . . . + yn + (µ−1

n+1 + . . . + µ
−1
m )F)g.

Takingγ3 = µ
−1
n+1 + . . . + µ

−1
m , we have

y1 + . . . + yn + F∗n+1 + . . . + F∗m ≺ γ3(y1 + . . . + yn + F),

and hence, withγ4 = γ2γ3,

mΨ(y1, . . . , ym) ≺ m
∞
∑

g=2

γ
g
4(y1 + . . . yn + F)g ≡ Φ, say.

Hence we have

γ−1
1

n
∑

r=1

yrFyr ≺
n

∑

r=2

yr−1Fyr + (1+
n

∑

r=1

Fyr )Φ. (3.5.65)

Let ν1, . . . , νn be positive numbers, to be chosen suitably later. Setting
yk = νky, k = 1, . . . , n, andF(y1, . . . , yn) = F(ν1y, . . . , νny) = G(y), we
have 222



168 3. The three-body problem: general collision

Gy =

n
∑

r=1

Fyr

dyr

dy
=

n
∑

r=1

νrFyr ,

so thatyGy =
n
∑

r=1
νryFyr =

n
∑

r=1
yr Fyr . Then from (3.5.65) we have

γ−1
1 yGy ≺

n
∑

r=2

yr−1Fyr +















1+
n

∑

r=1

Fyr















Φ.

Since, by definition,yr−1/yr = νr−1/νr , yr−1Fyr = yr Fyr νr−1/νr , r =
2, . . . , n we obtain

n
∑

r=2

yr−1Fyr =

n
∑

r=2

νr−1

νr
yr Fyr .

Now chooseν1 = 1 andνr−1/νr to be independent ofr, say,νr−1/νr =

(2γ1)−1, r = 2, . . . , n. Then

n
∑

r=2

yr−1Fyr ≺ (2γ1)−1
n

∑

r=1

yr Fyr = (2γ1)−1yGy.

On the other hand, sinceνr = 2γ1νr−1 = (2γ1)r−1ν1 ≥ 1, we have
Fyr ≺ νrFyr , so that we have

n
∑

r=1

Fyr ≺
n

∑

r=1

νrFyr = Gy,

which implies that 1+
n
∑

r=1
Fyr ≺ 1+Gy. Letγ5 = mγ4(ν1+ . . .+ νn) and

∧ ≡
∞
∑

g=2

γ
g
5(y+G)g

=
γ2

5(y+G)2

1− γ5(y+G)
.

Then it is clear thatΦ ≺ ∧. Thus finally we obtain the majorization

γ−1
1 yGy ≺ (2γ1)1yGy + (1+Gy)∧,

or,223
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yGy ≺ 2γ1(1+ gy) ∧ .
This is of the same form as the majorization we had for the power-series
H in the case of simple eigen-values. We proceed exactly as in that case
and prove thatG(y) converges for|y| < δ for sufficiently small positive
δ. Then it follows thatF∗k andFk converge fory1, . . . , yn in the complex
region |y1| < ν1δ, . . . , |yn| < νnδ. We have thus proved the convergence
of Fk in a complex neighbourhood of (0, . . . , 0).

We shall inidicate briefly the construction ofFk and the proof of its

convergence in the case in which for somek, λk =
n
∑

r=1
grλr . As we have

mentioned already, theFk in this case are so chosen thatχk(u1, . . . , un,

0, . . . , 0) = Vk(u1, . . . , un), k = 1, . . . ,m, whereVk is a polynomial with
complex coefficients containing only terms of the formαk,g1,...,gnu

g1
1 . . .

ugn
n for thoseg1, . . . , gn with g1+ . . .+gn ≥ 2 which satisfyλk =

n
∑

r=1
λrgr .

(We recall that there are only finitely many suchn-tuples). InFk we

define the coefficient ck,g1,...,gn to be zero wheneverλk =
n
∑

r=1
grλr . Sub-

stitutinguk = yk − Fk(y1, . . . , yn) in the polynomialsVk, we can express
Vk as a power-series in the complex variablesy1, . . . , yn with complex
coefficients and starting with quadratic terms. Also, sinceFk start with
quadratic terms, we have

ugl

l = (yl − Fl(y1, . . . , yn))g1 = yg1
l + terms of degree> gl ,

and henceαk,g1,...,gnu
g1
1 . . .ugn

n = αk,g1,...,gny
g1
1 . . . ygn

n + terms of degree> 224

g1 + . . . + gn. Now substitutingul = yl − Fl(y1, . . . , yn), l = 1, . . . , n in
the conditionχk(u1, . . . , un, 0, . . . , 0) = Vk(u1, . . . , un) and comparing
coefficients ofyg1

1 . . . ygn
n on both sides, we find that

αk,g1,...,gn =















ψk −
n

∑

r=1

Fkyrψr















g1,...,gn

+ ekck−1,g1,...,gn

−
n

∑

r=2

er (gr + 1)ck,g1,...,gr−1−1, gr+1,...,gn + a polynomial in the

coefficients inF1, . . . , Fn andV1, . . . ,Vn of degrees≤ g− 1. We deter-
mine from this recurrence formula all the coefficientsαk,g1,...,gn in Vk by
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induction on the lexicographic ordering of the subscriptsg1, . . . , gn and
the natural ordering ofk; the coefficientsck,h1,...,hn are determined from

(3.5.61) in the same way whenλk ,
n
∑

l=1
glλl . There remains the proof

of the convergence ofFk andVk as power-series iny1, . . . , yn which is
trivial for the polynomialVk. Since

Vk(u1, . . . , un) =
∑

g1,...,gn, λk=
∑

glλl

αk,g1,...,gnu
g1
1 . . . ugn

n ,

if γ6 = max|αk,g1,...,gn|, then we have

Vk(u1, . . . , un) ≺ γ6

∑

h1+...+hn≥2

uh1
1 . . .uhm

n ≺ γ6

∞
∑

h=2

(u1 + . . . + un)h.

Sinceul = yl − Fl(y1, . . . , yn) and soul ≺ yl + F∗l , we have225

Vk(u1, . . . , un) ≺ γ6

∞
∑

h=2

(y1 + . . . + yn + F∗1 + . . . + F∗n)h.

If we defineF =
n
∑

k=1
µkF∗k, µk positive constants as before, we have

F∗k ≺ µ
−1
k F, k = 1, . . . , n, and

Vk ≺ γ6

∞
∑

h=2

γh
7(y1 + . . . + yn + F)h ≺ γ8(y1 + . . . + yn + F)2

1− γ6(y1 + . . . + yn + F)
,

which is of the same form asΦ and again we get a majorization of the
type

yGy ≺ 2γ1(1+Gy) ∧ .

The proof of the convergence ofFk proceeds in the same way.
We consider next the problem of finding a condition in order that the

solutionxk = xk(s) of x′ = Ax+ ϕ(x) be real. When all the eigen-values
were simple we found that̄λk = λl for a uniquely determinedl = lk and
in that case it was enough to prove that

F̄k(ȳ1, . . . , ȳn) = Fl(y1, . . . , yn), l = lk, k = 1, . . . ,m,
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whereȳk = ul . In the case in whichλk has multiplicity> 1, λ̄k also has
the (same) multiplicity> 1, A being a real matrix. It is clear thatl = lk
is not uniquely determined for thosek for whichλk has multiplicity> 1.
However, we can rearrange the eigen-valuesλk and definelk in such a
way that for eachk, lk is uniquely determined. We shall illustrate this in226

the case in whichek = 1. Then, by (3.5.56),λk = λk−1. We now arrange
theλk in such a way that̄λk = λl andλ̄k−1 = λl−1; so thatλl = λl−1. This
means that we now definelk, k = 1, . . . , n, in such a way that if for some
k, λk = λk−1, thenlk−1 = lk − 1.

Sincex is real,x = Cy= C̄ȳ. If Ck denotes the columns of the matrix
C, we can choose againCl = C̄k, Ck = C̄l wherel = lk corresponds to
the above ordering ofλk, and hence

Ckyk +Clyl = Cl ȳk +Ckȳl , k, l = 1, . . . ,m,

so that once again ¯yk = yl , wherel = lk is uniquely defined as above.
Then we apply the method used in the case of simple eigen-values to
prove that

F̄k(ȳ1, . . . , ȳn) = F̄k(yl1, . . . , yln) = Fl(y1, . . . , yn), l = lk.

Formally, if we writeūk = ul , l = lk, after the proof of the convergence
of Fk in a complex neighbourhood ofy1 = 0, . . . , yn = 0, it would follow
thatul is the complex conjugate of the complex variableuk whenl = lk
defined uniquely as above.

Now we proceed to find explicitly the solutions of

u′k = λkuk + ekuk−1 + χk(u1, . . . , um), k = 1, . . . ,m.

For this we apply a method similar to the one used in the case ofsimple
eigen-values. Given a sufficiently smallǫ > 0, if we seek a complex

solutionuk such that
m
∑

k=1
|uk|2 < ǫ, we prove thatun+1 = . . . = um = 0. 227

Let hn+1, . . . , hm bem−n positive constants, to be chosen later. Consider
the positive functionv = v(s) defined fors≥ 0 by

v =
m

∑

k=n+1

hk|uk|2 =
m

∑

k=n+1

hkukūk.
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Suppose that 0≤ v(s) < ǫ for all s≥ 0. Then

|uk| ≤
√

v(s)
hk

<

√

ǫ

hk
, k = n+ 1, . . . ,m.

We havev′ =
m
∑

k=n+1
hk(u′kūk + ukū′k). From the differential equations we

have

u′k = λkuk + ekuk−1 + χk(u), ū′k = λ̄kūk + ekūk−1 + χ̄k(ū).

So

v′ =
m

∑

k=n+1

hk(ūk(λkuk + ekuk−1 + χk(u)) + uk(λ̄kūk + ekūk−1 + χ̄k(ū)))

= 2
m

∑

k=n+1

hkρkukūk +

m
∑

k=n+1

hkek(ukūk−1 + ūkul−1)

+

m
∑

k=n+1

hk(ukχ̄k(ū) + ūkχk(u)).

On the other hand,

m
∑

k=n+1

hkρkukūk +

m
∑

k=n+1

hkek(ukūk−1 + ūkuk−1)

=

m
∑

k=n+1

hkρk(uk +
ek

ρk
uk−1)(ūk +

ek

ρk
ūk−1) −

m
∑

k=n+1

hk

ρk
e2

kuk−1ūk−1.

Sincee2
k = ek anden+1 = 0 (becauseλn has negative real part andλn+1

positive real part, so thatλn , λn+1), we have

m
∑

k=n+1

hk

ρk
e2

kuk−1ūk−1 =

m
∑

k=n+1

hk

ρk
ekuk−1ūk−1 =

m−1
∑

k=n

hk+1

ρk+1
ek+1ukūk

=

m−1
∑

k=n+1

hk+1

ρk+1
ek+1ukūk.
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Hence we obtain228

v′ =
m

∑

k=n+1

hkρkukūk +

m
∑

h=n+1

hkρk(uk +
ek

ρk
uk−1)(ūk +

ek

ρk
ūk−1)−

−
m

∑

k=n+1

hk+1

ρk+1
ek+1ukūk +

m
∑

k=n+1

hk(ukχ̄k(ū) + ūkχk(u))

≥
m−1
∑

k=n+1

(hkρk −
hk+1

ρk+1
ek+1)ukūk + hmρmumūm

+

m
∑

k=n+1

hk(ukχ̄k(ū) + ūkχk(u)).

Now we choosehk+1 =
1
2

hkρkρk+1, k = n + 1, . . . ,m− 1, hn+1 = 1, so

thathkρk−
hk+1

ρk+1
ek+1 =

1
2

hkρk whenek+1 = 1 and= hkρk whenek+1 = 0.

In any case we havehkρk −
hk+1

ρk+1
ek+1 ≥

1
2

hkρk ans alsohmρm >
1
2

hmρm

(ashmρm is positive). Hence

v′ ≥
1
2

m
∑

k=n+1

hkρkukūk +

m
∑

k=n+1

hk(ukχ̄k(ū) + ūkχk(u)).

Let β = min(ρn+1, . . . , ρm) ≻ 0. Then we have

v′ ≥
1
2
βv+

m
∑

k=n+1

hk(ukχ̄k(ū) + ūkχk(u)).

As in our previous discussion, sinceχk(u1, . . . , un, 0, . . . , 0) = 0 implies
that each term ofχk(u1, . . . , um) contains at least one ofun+1, . . . , um as

a factor andχk starts with quadratic terms, and since|uk| <
√

ǫ

h1
, and

theχk are uniformly convergent, we have, for sufficiently larges.

|
m

∑

k=n+1

hk(ukχ̄k(ū) + ūkχk(u))| ≤
1
4
βv.
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Thus we obtain the differential inequality 229

v′ ≥ 1
4
βv, (ve−1/4βs)′ ≥ 0,

which implies thatve
−

1
4
βs

is non-decreasing, and since it is non - nega-
tive, we necessarily havev = 0. This means that

un+1 = . . . = um = 0.

The system of differential equations is therefore reduced to

u′k = λkuk + ekuk−1, k = 1, . . . , n; u′k = 0, k = n+ 1, . . . ,m,

in caseλk ,
n
∑

r=1
grλr and to

u′k = λkuk + ekuk−1 + Vk(u1, . . . , uk−1),

k = 1, . . . , n; u′k = 0, k = n+ 1, . . . ,m,

in the contrary case. Consider the first case. Sincee1 = 0, we have
u′1 = λ1u1, or (u1e−λ1s)′ = 0, which on integration from 0 tosgives

u1 = c1eλ1s, c1 = u1(0).

We insert this inu′2 = λ2u2+e2u1 wheree2 = 0, if λ2 , λ1 ande2 = 0 or
1, if λ2 = λ1 and integrate from 0 tos. We can continue this procedure

and obtain all theuk. In the second case, when for somek, λk =
n
∑

r=1
grλr ,230

once again sincee1 = 0 andV1 = 0, we haveu′1 = λ1u1 from we obtain
u1 = e1eλ1s. Suppose that we have already proved that

ur = (cr +Pr (c1, . . . , cr−1, s)e
λr s ≡ Qr(c1, . . . , cr , s)e

λr s),

for r = 1, . . . , k − 1, wherecr = ur (0) andPr is a polynomial in
c1, . . . , cr−1 ands, which vanishes fors= 0. Then we show that

uk = (ck +Pk(c1, . . . , ck−1, s))e
λks ≡ Qk(c1, . . . , ck, s)e

λks.
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If ek = 0, u′k = λkuk+Vk(u1, . . . , uk−1) and insertingu1, . . . , uk−1 already
found, and integrating from 0 tos, we getuk as above, as in the case of
simple eigen-values. Ifek = 1, then necessarilyλk−1 = λk and hence

u′k = λkuk + ekuk−1 + Vk(u1, . . . , uk−1)

= λkuk + Qk−1(c1, . . . , ck−1, s)e
λk−1s
+ Vk(u1, . . . , uk−1)

= λkuk + Qk−1(c1, . . . , ck−1, s)e
λks
+ Vk(Q1, . . . ,Qk−1)eλks,

and we can integrate this to obtainuk. Thus all theuk are determined by
induction.

As in the case of simple eigenvalues, it follows that ifck = uk(0),

then
m
∑

k=1
|ck|2 < ǫ. However, if

m
∑

k=1
|ck|2 < ǫ, it may no longer be true

that
m
∑

k=1
|uk(s)|2 < ǫ for all s ≥ 0, because of the presence of the term231

Pk(c1, . . . , ck−1, s) in uk. However,uk(s)→ 0 ass→∞.
Finally, if we arrange the eigen-values ans definelk, k = 1, . . . ,m,

in such a way thatλk−1 = λk, lk−1 = lk − 1, and sōλk−1 = λl−1, λ̄k = λl ,
then we can prove as in the case of simple eigen-values that ¯uk = ul ,
l = lk, k = 1, . . . ,m. Then it follows that ¯ck = cl , l = lk, k = 1, . . . , n,

and therefore a general solution such that
m
∑

k=1
|uk|2 < ǫ contains exactly

n real parameters. This completes the proof of Theorem 3.5.3.

6 Application to the three-body problem

We shall now apply the general theory of stability of solutions of sys-
tems of ordinary differential equations to the special case of the system
of differential equations of the three-body problem near a generalcolli-
sion.

We obtained in§ 4 the system of differential equations (3.5.36) near
the general collision att = 0 or, equivalently, ats= ∞, wheres= e−t:

δ′k =
6

∑

l=1

aklδl + ϕk(δ1, . . . , δ6), k = 1, . . . , 6. (3.6.1)
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whereakl are real constants determined uniquely by the masses and the
ϕk are power-series inδ1, . . . , δ6 with real coefficients, also determined
uniquely by the masses, starting with quadratic terms and convergent for
small values of|δ1|, . . . , |δ6|. We consider the corresponding normalized
system of differential equations in the unknown functionsuk(s), k =232

1, . . . , 6, and shall the general theory of§ 5 of solutions asymptotic to
the equilibrium solution.

We have to discuss the two cases, the equilateral case and thecolli-
near case, and we had computed, at the end of§ 4, the eigen-values
λ1, . . . , λ6 of the matrixA = (akl) in both the cases. In the equilateral
case there are three negative eigen-values:

λ1 = −a2 =
1
6
− 1

6

√

13− 12
√

1− 3a,

λ2 = −a1 =
1
6
− 1

6

√

13+ 12
√

1− 3a, λ3 = −ao = −
2
3

wherea = (m1m2 + m2m3 + m1m3) (m1 +m2 + m3)−2; 0 < a ≤
1
3

and

0 < −λ1 ≤ −λ2 < −λ3, λ1 = λ2 only whena =
1
3

, or m1 = m2 = m3. In

the collinear case, there are two negative eigen-values:

λ1 = −bo = −
2
3
, λ2 = −b1 =

1
6
−

1
6

√
25+ 16b,

whereb =
m1(1+ (1− ω)−1

+ (1− ω)−2) +m3(1+ ω−1
+ ω−2)

m1 +m2(ω−2 + (1− ω)2) +m3

> 0; 0< −λ, < −λ2.

We first consider the case in whichλk ,
p
∑

l=1
glλl for non-negative

integersg1, . . . , gp with g1 + . . . + gp ≥ 2 (p = 2 in the collinear case
andp = 3 in the equilateral case). In the equilateral case,

u1 = c1e−a2s, u2 = c2e−a1s, u3 = c3e−aos, (3.6.2)

provided that not allm1,m2,m3 are equal, and in the collinear case,

u1 = c1e−bos, u2 = c2e−b1s. (3.6.3)
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From (3.6.2) and (3.6.3) we find that the essential difference between233

the equilateral and collinear cases consists in the fact that the general
solution asymptotic to the equilibrium solution ass→ ∞ contain 3 real
parameters in the former case and only 2 in the latter. We observe that

a1, a2 andb1 are in general irrational, whereasao = bo =
2
3

is rational.

Sincee−s
= t, we have from (3.6.2) and (3.6.3),

u1 = c1ta2, u2 = c2ta1, u3 = c3tao in the equilateral case, (3.6.4)

u1 = c1tbo, u2 = c2tb1 in the collinear case. (3.6.5)

We have to examine the possibility of multiple eigen-values. Since
in the collinear case, the possible double rootsb2, b3 have positive real
parts and the solution depends only on the eigen-values withnegative
real parts, it follows that the only solutions are those given by (3.6.5)

wheneverλk ,
p
∑

r=1
grλr . In the equilateral case, the only possible double

eigen-value isa1 = a2. Thenλ1 =
3
∑

r=1
grλr is satisfied withg1 = 0,

g2 = g3 = 0.
We now consider the case in which for somek, we haveλk =

p
∑

r=1
grλr , g1+ . . .+ gp ≥ 2. We take the equilateral case first. We have to

discuss the possibility of the existence of non-negative integersg1, g2, g3

with g1+g2+g3 ≥ 2 such that−λk = g1a2+g2a1+g3ao, where−λ1 = a2,
−λ2 = a1, −λ3 = ao(ao > a1 ≥ a2). Since the polynomialV1 ≡ 0 al-
ways, it is enough to consider only the two casesk = 2, 3 corresponding
to −λ2 = a1 and−λ3 = ao.

If k = 2, then−λ2 = a1 andg2 = g3 = 0, so thatV2(u1) = αug1
1 . We 234

havea1 = g1a2, or
a1

a2
= g1 ≥ 2. Denoting this integer byh, we have

h =
a1

a2
=

√
13+ w− 1
√

13− w− 1
wherew = 12

√
1− 3a. (3.6.6)

For each integerh = 2, 3, . . . , we can determinew anda from this equa-
tion andV2(u1) = αuh

1.
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If k = 3, then−λ3 = ao = g1a2+ g2a1 with g1+ g2 ≥ 2, since in this
caseg3 = 0. We observe that 2a1 > ao, sog2 = 0 or 1. Hence, either
g1 ≥ 2 (if g2 = 0) or g1 ≥ 1 (if g2 = 1). We show thatg2 cannot be 1,
sog1 ≥ 2 necessarily. In fact, since we see thata2 + a1 > ao, we have

g2 = 0 and sog1 ≥ 2. Henceao = g1a2 or
ao

a2
= g1 ≥ 2. Denoting this

integer byg we have

g =
ao

a2
=

4
√

13− w− 1
wherew = 12

√
1− 3a. (3.6.7)

Again we can determinew and a from (3.6.7) for eachg ≥ 2. In this
caseV3(u1, u2) = βug

1.
We next prove that only one of the possibilitie

V2(u1) = αuh
1, V3(u1, u2) = 0; V2(u1) = 0, V3(u1, u2) = βug

1,

can occur. (It cannot happen thatV2(u1) = αh
1 andV3(u1, u2) = βug

1). In
order to prove this, we show that (3.6.6) and (3.6.7) cannot be satisfied
simultaneously for integersg, h ≥ 2. We have, from (3.6.6) and (3.6.7),

√
13− w = 1+

4
g
,
√

13+ w = 1+
4h
g
.

Eliminatingw by squaring and adding we get235

26g2
= (g+ 4)2 + (g+ 4h)2.

So it is enough to prove that this diophantine equation does not have
integer solutionsg, h ≥ 2. We can write this as (25g − 4)2 = 416+
25(g+ 4h)2 from which we have

416= (25g− 4)2 − 25(g+ 4h)2
= (30g+ 20h− 4) (20g− 20h− 4)

or (15g+ 10h− 2) (5g− 5h− 1) = 52.

Settingp = 15g+ 10h− 2, q = 5g− 5h− 1, we have to show that there
are no integersp, q such that

pq= 52, p− 3q− 1 = 25h, (3.6.8)
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By definition of p, p > 0 and sincepq = 52, q > 0. The only integer
factorisationspq of 52, with q < p, arep = 52, q = 1, p = 26, q = 2
and p = 13, q = 4. It is easy to check that none of these factorisations
satisfies (3.6.8) with integerh ≥ 1. This proves that only one of the
exceptional cases

V2(u1) = αuh
1, V3(u1, u2) = 0; (3.6.9)

V2(u1) = 0, V3(u1, u2) = βug
1, (3.6.10)

can occur.
Suppose that the possibility (3.6.9) holds. Thenu1 = c1eλ1s

= c1ta2, 236

sinceλ1 = −a2 ande−s
= t, c1 = u1(0). Inserting this inu′2 = λ2u2 +

V2(u1) we get

u′2 = −a1u2 + αug1
1 = −a1u2 + αch

1eλ1hs
= −a1u2 + αch

1e−a1s,

so (u2ea1s)′ = αch
1, and integrating from 0 tosand puttingu2(0) = c2,

u2ea1s
= c2 + αch

1s, or u2 = (c2 + αch
1s)e−a1s.

Thus, if (3.6.9) holds, then

u1 = c1ta2, u2 = (c2 − αch
1 log t)ta1, u3 = c3tao.(h integer ≥ 2)

Similarly, if (3.6.10) holds, we have

u1 = c1ta2, u2 = c2ta1, u3 = (c3 − βcg
1 log t)tao.(g integer ≥ 2)

In the equilateral case, if we have a double roota1 = a2 (whenm1 =

m2 = m3), we haveh = 1. SoV2(u1) = αu and hence

u1 = c1ta2, u2 = (c2 − αc1 log t)ta1, u3 = c3tao.

The value ofα will be just e2(= 0 or 1) sinceλ1 = −a2 = −a1 = λ2.
Finally we consider the collinear case. In this case there isonly

conditionλk =
2
∑

r=1
grλr , i.e. b1 = jbo, j integer≥ 2, becauseλ1 = −bo,
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λ2 = −b1 and 0< −λ1 < −λ2 this givesb = j2 +
j − 3

2
. Moreover, we

haveV2(u1) = γu j
1 so that we have

u1 = c12λ1s
= c1e−bos

= c1tbo, u2 = (c2 + γc j
1s)eλ2s

= (c2 − γc j
1 log t)tb1.

We collect together the results in the two cases. 237

Equilateral case.

(i) If
ao

a2
and

a1

a2
are not integersu1 = c1ta2, u2 = c2ta1, u3 = c3tao,

uk = 0, k = 4, 5, 6.

(ii) If
ao

a2
= an integerg ≥ 2,

u1 = c1ta2, u2 = c2ta1, u3 = (c3 − αcg
1 log t)tao, uk = 0, k = 4, 5, 6,

(iii) u1 = c1ta2, u2 = (c2 − βch
1 log t)ta1, u3 = c3tao, uk = 0, k = 4, 5, 6,

where
a1

a2
= an integerh ≥ 1.

Collinear case.

(i) If
bo

b1
is not integral then

u1 = c1tbo, u2 = c2tb1, uk = 0, k = 3, 4, 5, 6.

(ii) If
b1

bo
= an integerj ≥ 2,

u1 = c1tbo, u2 = (c2 − γc j
1 log t)tb1, uk = 0, k = 3, 4, 5, 6.

The constants of integrationck have small absolute values.

By taking the inverse of the transformationuk = yk − Fk(y1, . . . , yn),
k = 1, . . . ,m, we haveyk = uk + Gk(u1, . . . , un), k = 1, . . . ,m, where
Gk are power series, with coefficients complex in general, starting with
quadratic terms and converging for small|uk|. In our case,m = 6 and
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n = 3 or 2 according us we are in the equilateral or in the collinear238

case. So we see after inserting the above solutionsuk, that y1, . . . , y6

are power-series, without constant terms, inu1, u2, u3 in the equilateral
case, and inu1, u2 in the collinear case. Sinceyk are obtained fromδk

by a linear transformationδ = Cy, |C| , 0, it follows thatδ1, . . . , δ6

are power-series without constant terms, inu1, u2, in the collinear case
and inu1, u2, u3 in the equilateral case; these power-series converge for
small |uk|, and hence for sufficiently smallt. Since the power-series do
not have constant terms anduk(t) → 0 ast → 0, it follows thatδk → 0
ast → 0.

We recall thatp∗k = p̄k + δk, q∗k = q̄k + δk+3, k = 1, 2, 3, wherep̄k, q̄k

are uniquely determined by the masses. We also have ¯p1 > 0. Since
q4 = 0 for a collision orbit, we haveδ7 = 0. We have by definition
p4 = p∗4 = δ8 andδ8 satisfies the differential equation

δ′8 =
6

∑

l=1

a8lδl + ϕ8(δ1, . . . , δ6), (3.6.11)

wherea8l are real constants determined uniquely by the masses andϕ8

is a power-series with real coefficients, again uniquely determined by
the masses, and starting with quadratic terms. Hence the right side of
(3.6.11) is a power-seriesQ = Q(δ1, . . . , δ6) with real coefficients and
without constant terms. We have determinedδ1, . . . , δ6 as power-series
in uk(k = 3 or 2) without constant terms and converging for small|uk|.
HenceQ is also a power-series inuk without constant term and converg-
ing for small |uk|. So p4 = δ8 can be obtained by integratingQ from 0 239

to s. In order to study the behaviour ofp4 ast → 0 (or, equivalently, as
s→ ∞), we have to prove the convergence, ass→ ∞, of the integral

s
∫

o

Q(δ1, . . . , δ6)ds.

(We do this only in the case in which the relationλk ,
p
∑

r=1
grλr holds;

the discussion in the other case is similar). A typical term in Q is



182 3. The three-body problem: general collision

βh1,...,hnu
h1
1 . . . uhn

n , wheren = 3 or 2 according as we are in the equi-
lateral or collinear case. In the equilateral case,u1, u2, u3 are given
by (3.6.4) whenao, a1, a2 are distinct and so a typical term ofQ is
βh1h2h3c

h1
1 ch2

2 ch3
3 e−(h1a2+h2a1+h3ao)s. This term is integrable in 0≤ s ≤ ∞

and we have

s
∫

0

e−(h1a2+h2a1+h3ao)sds=
e−(h1a2+h2a1+h3ao)s − 1
−(h1a2 + h2a1 + h3ao)

and this tends to (h1a2 + h2a1 + h3ao)−1 as s → ∞. Since the con-
stantsc1, c2, c3 have small absolute values, so haveu1, u2, u3. Since
Q converges uniformly for small|uk|, k = 1, 2, 3, we can integrate the
power-series and obtain

p4 = δ8 =

s
∫

Q(δ1, . . . , δ6)ds+ p̄4

wherep̄4 is a constant of integration, and so we havep4 = p̄4+ a unique
power-seires inu1, u2, u3 withtout constant term. The power-series con-240

verges for small|uk| and so for smallt. This proves thatp4 tends to a
finite limit p̄4 ast → 0.

Since the differential equations of motion remain invariant under
an orthogonal transformation of coordinates, we can perform a fixed
orthogonal transformation in the plane of motion, so that ¯p4 becomes
0 in the new coordinate system. In other words, we may assume that
p4 → 0 ast → 0. A similar argument can be carried out in the case of
double eigen-values, and also in the collinear case, and we see thatp4

tends to a finite limit, which may be assumed to be 0, ast → 0, in all
cases.

We shall now go back to the original coordinate system and findxk,
yk, k = 1, 2, 3, the coordinates ofP1,P2,P3. First we have

pk = p∗kt
2/3
= (p̄k + δk)t

2/3, p̄k > 0,

qk = q∗kt
−1/3
= (q̄k + δk+3)t−1/3, k = 1, 2, 3,

p4 = p∗4 = δ8, q4 = q∗4 = 0.
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Hencep∗k are power-series inuk, k = 1, 2, 3 or k = 1, 2 according as
we are in the equilateral or collinear case, which converge for small|uk|.
And pk = p∗k(ul)t2/3, qk = q∗k(ul)t−1/3, k = 1, 2, 3. We can also calculate
c = cosp4 ands= sinp4 as power-series inul which converge for small
|ul |. Since

ξ1 = p1c, ξ2 = p1s, ξ3 = p2c− p3s, ξ4 = p2s+ p3c,

η1 = q1c− qos, η2 = q1s+ qoc, η3 = q2c− q3s, η4 = q2s+ q3c,

we see that the relative coordinates (ξ1, ξ2) and (ξ3, ξ4) of P1 andP2 with 241

respect toP3 and the corresponding components of momentaη1, . . . , η4,
are also given by convergent power-series inuk:

ξk = ξ
∗
k(u1, u2, u3)t2/3, ηk = η

∗
k(u1, u2, u3)t−1/3

in the equilateral case, and

ξk = ξ
∗
k(u1, u2)t2/3, ηk = η

∗
k(u1, u2)t−1/3

in the collinear case. We can now go back to the absolute coordinates
xk, yk. If v denotes any of the six coordinatesxk, yk, k = 1, 2, 3, then we
have

v = t2/3P(u1, u2, u3) andv = t2/3P(u1, u2)

in the equilateral and collinear cases respectively, whereP is a power-
series convergent for small|uk|, and hence for small|ck|. The compo-
nents of momenta also have power-series expansions

w = t−1/3H(u1, u2, u3),w = t−1/3H(u1, u2),

H converging for small|uk| and hence for small|ck|.
We consider now the manifold of all the collision orbits. Corre-

sponding to different values of the real parametersc1, c2, c3 in the equi-
lateral case andc1, c2 in the collinear case, we obtain different colli-
sion orbits in a neighbourhood oft = 0. Let us determine the dimen-
sions of this manifold in the neighbourhood oft = 0. The coordinates 242

xk, yk, k = 1, 2, 3, being power-series inuk (k = 1, 2, 3 or k = 1, 2), we
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have three real parameters in the equilateral case and two real parame-
ters in the collinear case. We have proved that the motion takes place in
a fixed plane, chosen as the (x, y)-plane in our discussion. Its position
is determined by the three angles of a normal to it: this involves three
extra independent real parameters in both the limiting cases. We have
assumed that the centre of gravity remains fixed at the origin, and the
centre of gravity integrals involve six real parameters. Finally, the points
on a orbit are parametrised by the real variablet. Thus in the equilateral
case we have 13 independent real parameters, and in the collinear case
12. Since the coordinate functions are regular analytic functions of these
parameters, we conclude that the manifold of all collision orbits is a real
analytic manifold, of dimension 13 in the equilateral case and 12 in the
collinear case, in a neighbourhood oft = 0. Further, in the collinear
case there are three distinct orderings of the pointsP∗1,P

∗
2,P

∗
3 and hence,

corresponding to these, there are three distinct real 12-dimensional ana-
lytic manifolds. (In the case of a simple collision we have seen that we
have power-series expansions for the coordinates in the variablet1/3; the
manifold of collision orbits is there a real analytic manifold of dimen-
sion 16 in the neighbourhood of a simple collision).

We remark that since our solutions are described only neart = 0, the
above description of the collision orbits is purely local. It is not possible243

to describe the manifold of collision orbits in the large, that is, for allt,
by our method.

We consider the nature of the singularity when there is a general
collision at t = 0. Since the coordinates are power-series inu1, u2, u3

or in u1, u2, the nature of the singularity depends on the arithmetical
nature of the eigen-valuesao, a1, a2 in the equilateral case andbo, b1 in
the collinear case. Ifa2, a1 in the equilateral case andb1 in the collinear
case are rational, then we have an algebraic branch point att = 0, so
that the solutions of the three-body problem can be uniformised in a
neighbourhood oft = 0. If a2, a1 are irrational andc1, c2 , 0 in the
equilateral case, andb1 irrational andc2 , 0 in the collinear case, we
have an essential singularity att = 0. In this case it is not possible to
continue the solutions analytically beyond the general collision.
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