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Preface

THE CONTENTS OF these Notes have been given as a one month
course of lectures in the Tata Institute of Fundamental Research in
March 1974. The present reduction by Mr. S. Ramaswamy gives under a
very short form the main results of my paper “Surmartingalesrégulières
à valeurs mesures et désintégrations régulières d’une measure” which
appeared in the Journal d’Analyse Mathematique, Vol XXVI, 1973. For
a first reading these Lecture Notes are better than the complete paper
which however contains more results, in more general situations. Noth-
ing is said here about stopping times. On the other hand, the integral
representation with extremal elements of§3 in Chapter VII here, had
not been published before.

L. Schwartz
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Note

The material in these Notes has been divided into two parts. In part
I, disintegration of a measure with respect to a singleσ-algebra has
been considered rather extensively and in part II, measure valued super-
martingales and regular disintegration of a measure with respect to an
increasing right continuous family ofσ-algebras have been considered.
The definition, remarks, lemmata, propositions, theorems and corollar-
ies have been numbered in the same serial order. To each definition
(resp. remark, lemma, proposition, theorem, corollary) there corre-
sponds a triplet (a, b, c) where ‘a’ stands for the chapter and ‘b’ the
section in which the definition (resp. remark, lemma, proposition, theo-
rem, corollary) occurs and ‘c’ denotes its serial number. References to
the bibliography have been indicated in square brackets.

The inspiring lectures or Professor L. Schwartz and the manydiscus-
sions I had with him, have made the task of writing these Noteseasier.

S. Ramaswamy
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Part I

Disintegration of a measure
with respect to a single

σ-Algebra

1





Chapter 1

Conditional expectations and
disintegrations

1 Notations

Throughout these Notes the following notations will be followed.Rwill 1

stand for the set of all real numbers,R̄, for the set of all extended real
numbers, i.e.R together with the ideal points−∞ and+∞,N for the set
of all natural numbers,Z for the set of all integers andQ for the set of
all rational numbers.R+ (respR̄+) will stand for the positive elements
of R (respR̄).

Let X be a non-void set. LetA be a subset ofX. Them∁A will stand
for the complementary set ofA, i.e.∁A = {x ∈ X | x < A}.

Let X be a non-void set andX a σ-algebra of subsets ofX. Then
the pair (X,X) is called ameasurable space. If f is a function on a
measurable space (X,X ), with values in a topological spaceY, Y , ∅,
we say f belongs toX and write f ∈ X if f is measurable with respect
to X. (For measurablility concepts, we always consider on topological
spaces only theirBorel σ-algebra, i.e., theσ-algebra generated by all
the open sets).

By a measure space(X,X, µ) we always mean a measurable space
(X,X) and a positive,. 0 measureµ onX.

Let (X,X, µ) be a measure space. LetA be a subset ofX. We sayµ

3



4 1. Conditional expectations and disintegrations

is carried by A if µ(∁A) = 0 in caseA ∈ X and in caseA < X, if µ(B)
for everyB ∈ X, B ⊂ ∁A is zero.A ⊂ X is said to be aµ-null set if there
exists aB ∈ X with µ(B) = 0 andA ⊂ B. Nµ will stand for the class of

all µ-null sets ofX. X̂µ will stand for theσ-algebra generated byX and
Nµ.
X̂µ is called thecompletionof X with respect toµ. If X = X̂µ, we say2

X is completewith respect toµ. If f is a function onX with values in a
topological spaceY, Y , ∅ and if f ∈ X̂µ, we sayf is µ-measurable. If
Y is anyσ-algebra onX, we denote byY VNµ, theσ-algebra generated

by Y andNµ. Thus,X̂µ = XVNµ.
The symbol∀µx will stand for ‘for µ-almost all x’.
If h is any non-negative functionǫX̂µ, h, µ will stand for the measure

on X̂µ given byh · µ(B) =
∫

B

h(w)dµ(w) for all B ∈ X̂µ.

If E is a Banach space over the real numbers,L1(X;X; µ; E) will
stand for the Banach space of allµ-equivalence classes of functions on
X with values inE which belong toX̂µ and which areµ-integrable.

L1(X;X; µ) will stand for the Banach space of allµ-equivalence

classes of functions with values in̄R which belong toX̂µ and which
areµ-integrable.

Let A (X;X; µ) denote the set of all extended real valued functions

on X which belong toX̂µ and letA +(X;X; µ) denote the set of all non-
negative elements ofA (X;X; µ).

If f ∈ A +(X;X; µ) or if f ∈ Ll(X;X; µ) of if f ∈ Ll(X;X; µ; E), then
µ( f ),

∫
f (w)dµ(w),

∫
f (w)µ(dw),

∫
f dµ will all denote the integral of

f with respect toµ, over X.

2 Basic definitions in the theory of integration for
Banach space valued functions

The theory of integration for Banach space valued functionson a mea-
sure space is assumed here. However, by way of recalling, we give
below a few basic definitions.

Let (Ω,O , λ) be a measure space. LetE be a Banach space over the3



3. Conditional Expectations and Disintegrations;... 5

real numbers. IfS is anyσ-algebra onΩ, a function f onΩ with values
in E is said to be astep functionbelonging toS, if there exist finitely
many sets (Ai)i=1,2,...,n,Ai ∈ S, i = 1, . . . n, Ai ∩ A j = ∅ if i , j and
finitely many points (xi)i=1,...n, xi ∈ E ∀i = 1, . . . n such that∀w ∈ Ω,

f (w) =
n∑

i=1
χAi (w)xi. A function f onΩ with values inE is said to be

strongly measurableif there exists a sequence (fn)n∈N of step functions,
fn ∈ Ôλ∀n ∈ N, such that∀λw, fn(w) → f (w) in E, asn → ∞. Note
that a strongly measurable function belongs toÔλ. A function f onΩ
with values inE is said to beλ-integrableor integrable in the sense of
Bochnerif f is strongly measurable and if

∫
| f |(w)dλ(w) < ∞, where

| f | is the real valued function onΩ assigning to eachw ∈ Ω, the norm
of f (w) in E. One can prove that ifS is aσ-algebra contained in̂Oλ

and if f ∈ S is λ-integrable, then one can find a sequence (fn)n∈N of step
functions belonging toS and a real valued non-negativeλ-integrable
functiong belonging toS such that

∀λw, fn(w)→ f (w) in E asn→ ∞ and

∀n, ∀αw, | fn|(w) ≤ g(w).

For further properties of Bochner integrals, the reader is referred to
Hille and Phillips [1].

3 Conditional Expectations and Disintegrations;
Basic definitions

Let (Ω,O , λ) be a measure space. LetC be aσ-algebra contained in̂Oλ.

Definition 1. Let f be aλ-integrable function onΩ with values in a
Banach space E over the reals (resp. f extended real valued, f≥ 0 and
f ∈ Ôλ). A function fC onΩ with values in E (resp. extended reals) is4
said to be a conditional expectation of f with respect toC if
(i) f C ∈ C and isλ-integrable (resp. (i) fC ∈ C and is≥ 0)
and (ii) ∀ A ∈ C ,

∫

A

f C (w)dλ(w) =
∫

A

f (w)dλ(w).
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Here,
∫

A

f (w)dλ(w) (resp.
∫

A

f C (w)dλ(w)) stands for the integral of

χA. f (resp. χA. f C ) with respect toλ. These exist sincef and f C are
λ-integrable (resp.f and f C are≥ 0).

Definition 2. A family (λC
w )w∈Ω of positive measures onO, indexed by

Ω is called a system of conditional probabilities with respect to C or a
disintegration ofλ with respect toC if it has the following properties,
namely

(i) ∀B ∈ O, the function w→ λC
w (B) belongs toC

and (ii) ∀B ∈ O, the function w→ λC
w (B) is a conditional expectation

of χB with respect toC .

We remark that (i) implies that for every functionf on Ω, f ≥ 0,
f ∈ O, the functionw→ λC

w ( f ) belongs toC and that (ii) implies that
∀ function f onΩ, f ≥ 0, f ∈ O, the functionw→ λC

w ( f ) belongs toC
and that (ii) implies that∀ function f onΩ, f ≥ 0, f ∈ O, the function
w → λC

w ( f ) is a conditional expectation off with respect toC . From
(ii), taking B = Ω, we see that∀λw, λC

w is a probability measure.
Note that the existence of a disintegration ofλ with respect toC im-

plies immediately the existence of conditional expectations with respect
to C for non-negative functions belonging toO. We shall see below that
if λ restricted toC isσ-finite, conditional expectation with respect toC

for any non-negative function belonging tôOλ and for anyλ-integrable
Banach space valued function exists. But a disintegration of λ need not
always exist without any further assumptions aboutΩ andO as can be
seen by an example due to J. Dieudonné [1].

4 Illustrations and motivations

Let (Ω,O , λ) be a measure space. Before we proceed to prove the exis-5

tence theorems of conditional expectations, we shall see the above no-
tions whenC is given by a partition ofΩ.

Let A ∈ Ôλ be such that 0< λ(A) < ∞. We call the measure
χA · λ

λ(A)
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on O, the conditional probabilityof λ given A. We call

∫

A

f dλ

λ(A)
, the

conditional expectationof f given A, where f is either a Banach space
valuedλ-integrable function or a non-negative function belongingto Ôλ.
Note that the conditional probability is always a probability measure
whetherλ is or not.

Suppose also that 0< λ(∁A) < ∞. (This will happen only ifλ
is a finite measure and when 0< λ(A) < λ(Ω)). Then, consider the
σ-algebraC = (∅,A,∁A,Ω).

Let E be a Banach space over the real numbers and letf be aλ-
integrable function onΩ with values inE (resp. f ≥ 0, f ∈ Ôλ). Define

f C (W) =



∫

A

f dλ

λ(A) , if w ∈ A
∫

∁A

f dλ

λ(∁A)
, if w ∈ ∁A

Then f C is with values inE, f C ∈ C and isλ-integrable (resp.f C

is ≥ 0, f C ∈ C ).
We have

(i)
∫

A

f C (w)dλ(w) =
∫

A

f (w)dλ(w) and

(ii)
∫

A

f C (w)dλ(w) =
∫

∁A

f (w)dλ(w).

Thus, f C is a conditional expectation off with respect toC .
Consider the family (λC

w )w∈Ω of measures onO defined as 6

λC
w =



χA · λ

λ(A)
, if w ∈ A

χ∁A · λ

λ(∁A)
, if w ∈ ∁A.

This family (λC
w )w∈Ω satisfies the conditions (i) and (ii) of definition

(1, § 3, 2) and hence is a disintegration ofλ with respect toC .
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Thus, we see that the conditional expectation of any Banach space
valuedλ-integrable function, that of any non-negative function belong-
ing to Ôλ and a disintegration ofλ with respect toC , always exist when
C is of the form (∅,A,∁A,Ω) with 0 < λ(A) < ∞ and 0< λ(∁A) < ∞.

Next, let us consider the following situation.

SupposeΩ =
⋃

n∈N
An, where∀n, An ∈ Ôλ, An ∩ Am = ∅, if n , m

and 0< λ(An) < ∞ ∀n ∈ N. We call such a sequence (An)n∈N of sets,
a partition of Ω. Let I be any subset ofN. Then, the collection of all
sets of the form

⋃
i∈I

Ai , asI varies over all the subsets ofN is aσ-algebra.

Let us denote thisσ-algebra byC . We say then thatC is given by the
partition (An)n∈N.

If f is a λ-integrable function with values inE or if f is ≥ 0 and
belongs toÔλ, consider the functionf C defined as

f C (w) =

∫

An

f dλ

λ(An)
, if w ∈ An.

Then f C is easily seen to be a conditional expectation off with
respect toC .

Consider the family (λC
w )w∈Ω of measures onO defined as

λC
w =

χAn · λ

λ(An)
if w ∈ An.

7

Then the family (λC
w )w∈Ω of measures satisfies the condition (i) and

(ii) of definition (1,§ 3, 2) and hence is a disintegration ofλwith respect
to C .

Thus, we see that whenC is given by a partition (An)n∈N with 0 <

λ(An) < ∞, conditional expectation of any Banach space valuedλ-
integrable function, that of any non-negative function belonging toÔλ

and a disintegration ofλ with respect toC , always exist.
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5 Existence and uniqueness theorems of conditional
expectations for extended real valued functions;
A few properties

Let (Ω,O , λ) be a measure space. LetC be aσ-algebra contained in
Ôλ. Let further,λ restricted toC beσ-finite.

Proposition 3. Let f ∈ L1(Ω; O; λ) (resp. f ∈ A +(Ω; O; λ)). Then
a conditional expectation of f with respect ofC exists. Moreover, it is
unique in the sense that if g1 and g2 are two conditional expectations of
f with respect toC , then∀λw, g1(w) = g2(w).

Proof. The proof of this proposition follows just from a straight forward
application of the Radon-Nikodym theorem. More precisely,for A ∈ C ,
defineν(A) =

∫

A

f (w)dλ(w). Thenν is a finite signed measure (resp. a

positive measure) onC and is absolutely continuous with respect toλ
which isσ-finite onC . Hence, by the Radon-Nikodym theorem, there
exists a functiong ∈ C which isλ-integrable (resp.g ∈ C and is≥ 0)
and which is unique upto a set of measure zero, such that

ν(A) =
∫

A

f (w)dλ(w) =
∫

A

g(w)dλ(w) ∀A ∈ C .

�

Note that for any givenf ∈ L1(Ω; O; λ) (resp. f ∈ A +(Ω; O; λ), 8

we get a class of functions as conditional expectations off with respect
to C , any two functions in the class differing by aC -set of measure
zero at most. Also note that iff1 and f2 are any two functions belong-
ing toA +(Ω; O; λ) and are equal almost everywhere, then also we have
∀λw, f C

1 (w) = f C

2 (w). Thus, we have a mapuO ,C (resp. vO ,C ) from
L1(Ω; O; λ) to L1(Ω; O; λ) (resp. fromA +(Ω; O; λ) to ˜A +

C
whereÃ+

C

stands for the set of allλ-equivalence classes of non-negative functions
which belong toC ). Here, we are making as abuse of notation by de-
noting by the same symbolf , a function as well as the class to which it
belongs.
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The mapuO ,C is a continuous linear map from the Banach space

L1(Ω; O; λ) to L1(Ω; C ; λ) with ||uO ,C || = 1 where||uO ,C || = sup
f,0

∫
| f C |dλ∫
| f |dλ

.

We have the following properties of the mapsuO ,C andvO ,C .

(i) uO ,C ( f C ) = f C∀ f ∈ L1(Ω; O; λ) i.e. uO ,C is a projection onto the
subspaceL1(Ω; C ; λ) of L1(Ω; O; λ)

(vO ,C ( f C ) = f C∀ f ∈ A
+(Ω; O; λ))

(ii) |uO ,C ( f )| ≤ uO ,C (| f |) in the sense that∀ f ∈ L1(Ω; O; λ), ∀λw,
|uO ,C ( f )|(w) ≤ uO ,C (| f |)(w).

(iii) f ≥ 0⇒ uO ,C ( f ) ≥ 0 in the sense that∀ f ∈ L1(Ω; θ; λ) which is
such that∀λw, f (w) ≥ 0, we have∀λw, uO ,C ( f )(w) ≥ 0.

(iv) If g is non-negative and belongs toC and f ∈ L1(Ω; O; λ) and if
g f is λ-integrable or ifg is λ-integrable and belongs toC such
thatg f is λ-integrable, we have

uO ,C ( f g) = g · uO ,C ( f ).

(If g is non-negative and belongs toC ) and if f ∈ A +(Ω; O; λ),9

then
(∀λw, vO ,C ( f g)(w) = g(w) · vO ,C ( f )(w)).

(v) If S is anyσ-algebra contained inĈλ,

uC ,S ◦ uO ,C = uO ,S

i.e. the operation of conditional expectation is transitive

(vC ,S ◦ vO ,C = vO ,S )

(vi) uO ,O = Identity.

(∀ f ∈ A
+(Ω; O; λ), ∀λw, vO ,O ( f )(w) = f (w))

(vii) uO ,(Ω,∅)( f ) =
1

λ(Ω)

∫
f dλ if λ(Ω) is finite

(∀ f ∈ A +(Ω; O; λ), ∀λw, vO ,(Ω,∅)( f )(w) =
1

λ(Ω)

∫
f dλ

if λ(Ω) < ∞)
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6 Existence and Uniqueness theorems of
conditional expectation for Banach space
valued integrable functions

Let (Ω,O , λ) be a measure space, and letC be aσ-algebra contained in
Ôλ. Let λ restricted toC beσ-finite. Let E be a Banach space over the
real numbers.

Now, we are going to prove the existence and uniqueness theorems
of conditional expectations for anyf ∈ L1(Ω; O; λ; E). To prove the
existence theorem, we have to adopt essentially a different method than
the one in§ 5 for extended real numbers as the Radon-Nikodym theo-
rem in general is not valid for Banach spaces. By the Radon-Nikodym 10

theorem for Banach spaces we mean the following theorem:
Let (X,X, µ) be a measure space. LetE be a Banach space over

the real numbers. Letν be a measure onX with values inE and letν be
absolutely continuous with respect toµ. Then, there exists aµ-integrable
functiong onχ with values inE such that

∀ A ∈ X, ν(A) =
∫

A

gdµ.

Theorem 4. Let f ∈ L1(Ω; O; λ; E). Then,

(i) Existence: A conditional expectation of f with respect to exists.

(ii) Uniqueness: If g1 and g2 are two conditional expectations of f
with respect toC , then∀λw, g1(w) = g2(w).

Proof. (i) Existence. Let L1(Ω; O , λ)
⊗
R

E be the algebraic tensor

product of L1(Ω; O; λ) and E over the real numbers. There is
an injective linear map fromL1(Ω; O; λ)

⊗
R

E to L1(Ω; O; λ; E)

which takes an elementf ⊗ x of L1(Ω; O; λ)
⊗
R

E to f .x of L1(Ω;

O; λ; E). Hence, we can considerL1(Ω; O; λ)
⊗
R

E as a sub-

space ofL1(Ω; O; λ; E). A theorem of Grothendieck says that
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L1(Ω; O; λ; E) is the completion ofL1(Ω; O; λ)
⊗
R

E for the ‘π-

topology’ onL1(Ω; O; λ)
⊗
R

E.

The linear mapv from L1(Ω; O; λ)
⊗
R

E to L1(Ω; C ; λ)
⊗
R

E

which takes an elementf ⊗ x of L1(Ω; O; λ)
⊗
R

E to uO ,C ( f ) ⊗ x

of L1(Ω; C ; λ)
⊗
R

E is a contraction mapping of these normed

spaces under the respective ‘π-topologies’ and hence extends to a
unique continuous linear mapping ofL1(Ω; O; λ; E) to L1(Ω; C ;
λ; E), which we again denote byv, Now, it is easy to see that
∀ f ∈ L1(Ω; O; λ; E), v( f ) is a conditional expectation off with11

respect toC .

(ii) Uniqueness. To prove uniqueness, it is sufficient to prove that if
f is aλ-integrable function onΩ with values inE and belongs to
C and if

∫

A

f dλ = 0∀A ∈ C , then∀λw, f (w) = 0.

So, let f ∈ L1(Ω; C ; λ; E) with
∫

A

f dλ = 0 ∀A ∈ C .

Let E′ be the topological dual ofE. If x′ ∈ E′ andx ∈ E, let 〈x′, x〉
denote the value ofx′ at x, ∀x′ ∈ E′, ∀A ∈ C , we have

∫

A

〈x′, f (w)〉

dλ(w) = 0, and therefore,∀x′ ∈ E′, ∀λw, 〈x′, f (w)〉 = 0.
�

Now, there exists a setN1 ∈ C with λ(N1) = 0, and aseparable
subspaceF of E such that ifw < N1, f (w) ∈ F. This is because,f is the
limit almost everywhere of step functions. SinceF is separable, there
exists a countable set (x′n)n∈N, x′n ∈ F′ ∀n ∈ N, such that

∀x ∈ F, ||x|| = sup
n
|〈x′n, x〉|

(See Hille and Phillips [1], p.34, theorem 2.8.5). Therefore, if w <
N1,

| f |(w) = sup
n
|〈x′n, f (w)〉|



7. Another way of proving the existence... 13

where| f |(w) is the norm of the elementf (w).
Since∀x′ ∈ E′, ∀λw, 〈x′, f (w)〉 = 0, we can find a setN2 ∈ C with

λ(N2) = 0 such that ifw < N2, 〈x′n, f (w)〉 = 0 ∀n ∈ N.
Therefore, ifw < N1 ∪ N2,

| f |(w) = sup
n
|〈x′n, f (w)〉| = 0.

This shows that ∀λw, f (w) = 0.

7 Another way of proving the existence theorem of
conditional expectations for Banach space valued
integrable functions

The existence of conditional expectation for Banach space valued inte- 12

grable functions can be proved in the following way also.
As before, let (Ω,O , λ) be a measure space. LetC be aσ-algebra

contained inÔλ. Let λ restricted toC beσ-finite. Let E be a Banach
space over the real numbers. LetE′ be the topological dual ofE. If
x′ ∈ E′ and x ∈ E, 〈x′, x〉 will stand for the value ofx′ at x. If f is a
function onΩ with values inE and ifξ is a function onΩ with values in
E′, 〈ξ, f 〉 will stand for the real valued function onΩ associating to each
w ∈ Ω, the real number〈ξ(w), f (w)〉. If f andξ are as above,| f | (resp.
|ξ|) will denote the function onΩ associating to eachw ∈ Ω, the norm
in E of the elementf (w) (resp. the norm inE′ of the elementξ(w)).

Let f be a function onΩwith values inE such thatf (Ω) is contained
in a finite dimensional subspace ofE. We call such a function afinite
dimensional valued function. Let F be a finite dimensional subspace
of E containing f (Ω) and lete1, e2, . . . , en be a basis forF. Then there
exist n real valued functionsα1, α2, . . . , αn on Ω such that∀w ∈ Ω,

f (w) =
n∑

i=1
αi(w)ei . If S is anyσ-algebra onΩ, it is clear thatf ∈ S

if and only if ∀i = 1, 2, . . . n, αi ∈ S and that if f ∈ S and ifS ⊂ Ôλ,
then f is λ-integrable if and only if∀i = 1, . . . n, αi is λ-integrable. If
f is λ-integrable, then a conditional expectationf C of f with respect to
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C is defined asf C (w) =
n∑

i=1
αC

i (w)ei ∀w ∈ Ω, where∀i = 1, . . . n, αC

i

is a conditional expectation ofαi with respect toC . Note thatαC

i exist
∀i = 1, . . . , n. It can be easily seen that this definition is independent
of the choice of the basis ofF and also in independent of the finite13

dimensional subspace ofE containing f (Ω).

Remark 5. If f is a finite dimensional valuedλ-integrable function on
Ω with values inE and if ξ is any function onΩ with values inE′ such
thatξ ∈ C (on E′ we always consider the Borelσ-algebra of the strong
topology) andξ is bounded in the sense that sup

w∈Ω
|ξ|(w) is a real number,

then,
∀λw, 〈ξ, f 〉C (w) = 〈ξ, f C 〉(w).

This is a consequence of the property (iv) of conditional expecta-
tions of extended real valued functions listed in§ 5 of this chapter.

The alternative proof of the existence of conditional expectations of
Banach space valued functions depends on the following theorem.

Theorem 6. Let f be a finite dimensional valuedλ-integrable function
onΩ with values in a Banach space E. Then,

∀λw, | f
C |(w) ≤ | f |C (w).

To prove this theorem, we need the following lemma.

Lemma 7. LetS be aσ-algebra onΩ.

(i) Let f be a step function onΩ with values in E, belonging toS.
Then there exists a functionξ : Ω → E′, ξ ∈ S, |ξ| ≤ 1 such that
∀w ∈ Ω, 〈ξ(w), f (w)〉 = | f |(w).

(ii) If S ⊂ Ôλ and if f is anyλ-integrable function onΩwith values in
E belonging toS, then there exists a sequence(ξn)n∈N of functions
onΩ with values in E′, ξn ∈ S and |ξn| ≤ 1 ∀ n ∈ N, such that

∀λw, lim
n→∞
〈ξn(w), f (w)〉 = | f |(w).
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14

Proof. (i) Let f , a step function be of the form
n∑

i=1
χAi xi , Ai ∈ S

∀i = 1, . . . , n, Ai ∩ A j = ∅ if i , j, xi ∈ E ∀i = 1, . . . , n. By
Hahn-Banach theorem, there exists∀i, i = 1, . . . , n, an element

ξi ∈ E′ such that〈ξi , xi〉 = ||xi || and ||ξi || ≤ 1. Let ξ =
n∑

i=1
χAi · xi.

Then it is easily seen thatξ has all the required properties.

(ii) Let f be an arbitraryλ-integrable function belonging toS. Then
there exist a sequence (fn)n∈N of step functions belonging toS
such that

∀λw, | fn − f |(w)→ 0 asn→ ∞.

By (i) ∀n, ∃ξn : Ω → E′, ξn ∈ S, |ξn| ≤ 1 such that〈ξn(w),
fn(w)〉 = | fn|(w)∀w ∈ Ω.

∣∣∣∣〈ξn(w), f (w)〉 − | f |(w)
∣∣∣∣

=

∣∣∣∣〈ξn(w), f (w) − fn(w)〉 + 〈ξn(w), fn(w)〉 − | f |(w)
∣∣∣∣

=

∣∣∣∣〈ξn(w), f (w) − fn(w)〉 + | fn|(w) − | f |(w)
∣∣∣∣

≤ | f − fn|(w) + | fn − f |(w)

= 2| f − fn|(w).

Hence,∀λw, lim
n→∞
〈ξn(w), f (w)〉 exists and is equal to| f |(w). �

Proof of the theorem 6. Applying the above lemma (1,§ 7, 7) to f C ,
we see that sincef C ∈ C , there exists a sequence (ξn)n∈N of functions
onΩ with values inE′ such thatξn ∈ C ∀n ∈ N, |ξn| ≤ 1 ∀n ∈ N and
∀λw, lim

n→∞
〈ξn(w), f C (w)〉 = | f C |(w).

By remark (1,§ 7, 5), 15

∀ n ∈ N, ∀λw, 〈ξn(w), f C (w)〉 = 〈ξn, f 〉C (w).
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Therefore,∀ n ∈ N, ∀λw, |〈ξn(w), f C (w)〉| = |〈ξn, f 〉C (w)| and
∀ n ∈ N, ∀λw, |〈ξn, f 〉C |(w) ≤ |〈ξn, f 〉|C (w) by property (ii) of the con-
ditional expectations of extended real valued functions, listed in§ 5 of
this chapter.

Now, ∀ n ∈ N, |〈ξn, f 〉| ≤ ξn| · | f | ≤ | f | and hence,∀ n ∈ N, ∀λw,
|〈ξn, f 〉|C (w) ≤ | f |C (w). Hence∀λw, ∀n ∈ N, |〈ξn, f 〉|C (w) ≤ | f |C (w).

Hence,∀λw, ∀n ∈ N,
∣∣∣∣〈ξn(w), f C (w)〉

∣∣∣∣ ≤ | f |C (w). Hence,∀λw, | f C |(w) ≤

| f |C (w).

Remark 8. Actually, one can prove that iff is a finite dimensional val-
uedλ-integrable function, belonging to aσ-algebraS contained inÔλ,
then there exists a functionξ onΩ with values inE′, ξ ∈ S, |ξ| ≤ 1 such
that∀w ∈ Ω, 〈ξ(w), f (w)〉 = | f |(w). But this is very difficult. Note that
once this is proved, the proof of theorem (1,§ 7, 6) follows more easily.

Now, let us turn to the proof of the existence theorem of conditional
expectations for Banach space valuedλ-integrable functions.

Letm be the vector subspace of all finite dimensional valued func-
tions belonging toÔλ andλ-integrable. Thenm is dense inL1(Ω; O;
λ; E), as we can approximate anyf ∈ L1(Ω; O; λ; E) by step functions.
Consider the linear mapuO ,C fromm to L1(Ω; C ; λ; E) given by

uO ,C ( f ) = f C .∫
|uO ,C ( f )|(w)dλ(w) =

∫
| f C |(w)dλ(w).

By theorem (1,§ 7, 6).∀λw, | f C |(w) ≤ | f |C (w).16

Hence
∫
| f C |(w)dλ(w) ≤

∫
| f |C (w)dλ(w)

=

∫
| f |(w)dλ(w).

Hence,||uO ,C ( f )|| ≤ || f || where ||uO ,C ( f )|| (resp. || f ||) denotes the
norm ofuO ,C ( f ) (resp. norm off ) in L1(Ω; C ; λ; E) (resp. inL1(Ω; O;
λ; E)).
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HenceuO ,C is a contraction linear map and therefore, there exists a
unique extension of this map to the whole ofL1(Ω; O; λ; E) which we
again denote byuO ,C . It can be easily seen thatuO ,C ( f ) is a conditional
expectation off with respect toC .

8 A few properties of conditional expectations of
Banach space valued integrable functions

As before, let (Ω,O , λ) be a measure space,C aσ-algebra contained in
Ôλ and letλ restricted toC beσ-finite. Let E be a Banach space over
the real numbers.

Proposition 9. If f ∈ L1(Ω; O; λ; E), then

∀λw, | f
C |(w) ≤ | f |C (w).

Proof. There exists a sequence (fn)n∈N of step functions belonging to
Ôλ such that

(i) fn→ f in L1(Ω; O; λ; E)

(ii) ∀λw, fn(w)→ f (w) in E and

(iii) ∀λw, f C
n (w)→ f C (w) in E.

Since fn → f in L1(Ω; O; λ; E), | fn| → | f | in L1(Ω; O; λ). Hence
| fn|C → | f |C in L1(Ω; C ; λ). Therefore, there exists a subsequencefnk

such that∀λw, | fnk |
C (w)→ | f |C (w) in E. Since

∀λw, | f
C
nk
|(w) ≤ | fnk |

C (w),

passing to the limit, we see that 17

∀λw, | f
C |(w) ≤ | f |C (w).

�
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Proposition 10. Let fn be a sequence of functions onΩ, belonging to
Ôλ with values in E such that fn converges to a function f in the sense
of the dominated convergence theorem, i.e.,∀λw, fn(w) → f (w) in E
and there exists a non-negative real valuedλ-integrable function g onΩ
such that∀λw, ∀n ∈ N, | fn|(w) ≤ g(w). Then fCn converges to fC also
in the sense of the dominated convergence theorem.

Proof. Without loss of generality let us assume thatf ≡ 0, andfn(w)→
0 for all w ∈ Ω.

Let c◦(E) denote the vector space of all sequencesx = (xn)n∈N, xn ∈

E ∀ n ∈ N and xn → 0 in E asn → ∞. Define∀x ∈◦ (E), |||x||| =
sup

n
||xn|| where||xn|| is the norm of the elementxn in E. Then, it is easily

seen thatx → |||x||| is a norm inc◦(E) and this norm makesc◦(E), a
Banach space. �

Let h be a function onΩ with values inc◦(E). Then there exists a
sequence (hn)n∈N of functions onΩ with values inE such that∀w ∈ Ω,

h(w) = (h1(w), h2(w), . . . , hn(w), . . .).

It can be easily seen that ifS is anyσ-algebra onΩ, thenh ∈ S if
and only if∀n ∈ N, hn ∈ S and that ifS ⊂ Ôλ, thenh is λ-integrable if
and only if∀n ∈ N, hn is λ-integrable. Moreover, it can be easily seen
that if h ∈ Ôλ and isλ-integrable, then∀A ∈ Ôλ.

∫

A

hdλ = (
∫

A

h1dλ,
∫

A

h2dλ, . . .
∫

A

dλ, . . .).

Hence ifh ∈ Ôλ and isλ-integrable, then18

∀λw, h
C (w) = (hC

1 (w), hC

2 (w), . . . , hC
n (w), . . .)

Consider the sequence (χn)n∈N of functions onΩ with values in
c◦(E) given by

(χn)m(w) =


0 if m< n

fm(w) if m≥ n
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where (χn)m(w) stands for themth coordinate ofχn(w).
Then∀w ∈ Ω, χn(w) → 0 in c◦(E). ∀ n ∈ N, χn ∈ Ôλ and is

λ-integrable since∀n ∈ N, ∀λw, |χn|(w) = sup
m≥n
| fm|(w) ≤ g(w) andg is

λ-integrable.
∫
|χn|dλ =

∫
sup
m≥n
| fm|(w)dλ(w) ↓ 0 as n→ ∞.

Hence
χn→ 0 in L1(Ω; O; λ; c◦(E)).

Therefore,
χC

n → 0 in L1(Ω,C ; λ; c◦(E)).

Let us prove that∀λw, χC
n (w) → 0 in c◦(E). Now, ∀λw, |χC

n |(w)
is a decreasing function ofn and hence lim

n→∞
|χC

n |(w) exists∀λm. Let

dw = lim
n→∞
|χC

n |(w) when the limit of|χC
n |(w) exists.

∫
|χC

n |(w)dλ(w) ↓
∫

dwdλ(w), asn→ ∞.

SinceχC
n → 0 in L1(Ω; C ; λ; c◦(E)), it follows that

∫
dwdλ(w) = 0

and hence∀λw, dw = 0.
Hence,

∀λw, χ
C
n (w)→ 0 in c◦(E).

Hence,
∀λw, sup

m≥n
| f C

m |(w)→ 0 asn→ ∞.

This means that∀λw, f C
n (w) → 0 in E asn → ∞. Since| fn| ≤ g, 19

∀λw, | fn|C (w) ≤ gC (w) andgC is λ-integrable, sinceg is. Hencef C
n

converges to zero, in the sense of the dominated convergencetheorem.

Remark 11.WhenE = R, the above proposition (1,§ 8, 10) is proved
in Doob [1] in the pages 23-24. Though the theory of conditional ex-
pectations for Banach space valued functions is not used there as is done
here, the idea is essentially the same.
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The properties (v), (vi) and (vii) stated in§ 5 of this chapter for func-
tions belonging toL1(Ω; O; λ) are also true for anyf ∈ L1(Ω; O; λ; E),
as can be easily seen. Property (iv) also is true with the sameassump-
tions ong and ong f as there.

Thus, in this chapter, we have proved the existence and uniqueness
of conditional expectations for Banach space valuedλ-integrable func-
tions on a measure space (Ω,O , λ). We shall see in§ 1 of Chapter 3,
that the existence of disintegration ofλ is linked to the existence of con-
ditional expectations for measure valued functions onΩ, as defined in
chapter 2.



Chapter 2

Measure valued Functions

1 Basic definitions: Fubini’s theorem for extended
real valued integrable functions

In this chapter, we shall study the measure valued functions. 20

Let (Ω,O , λ) be a measure space. Let (Y,Y ) be a measurable space.
Letm+(Y,Y ) be the set of all positive measures onY .

Definition 12. A measure valued functionν onΩ with values inm+(Y,
Y ) is an assignment to each w∈ Ω, a positive measureνw onY .

If (λC
w )w∈Ω is a disintegration ofλ with respect to aσ-algebraC ⊂

Ôλ, it can be considered as a measure valued functionλC on Ω with
values inm+(Ω,O) takingw ∈ Ω to λC

w .
If ν is a measure valued function onΩ with values inm+(Y,Y ) and

if f is any non-negative function onY belonging toY , thenν( f ) will
denote the function onΩ taking w to νw( f ). If B is a set belonging to
Y , ν(B) will stand forν(χB).

Definition 13. A measure valued functionν onΩ with values inm+(Y,
Y ) is said to bemeasurablewith respect to aσ-algebraS onΩ or is
said tobelongto S if ∀ B ∈ Y , the extended real valued functionν(B)
belongs toS.

If ν belongs toS, we writeν ∈ S.

21
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If λC is a disintegration ofλ with respect to aσ-algebraC ⊂ Ôλ,
note thatλC ∈ C .

If ν ∈ S, we see immediately that∀ non-negative functionf on Y,
f ∈ Y , ν( f ) ∈ S.21

Definition 14. If ν is a measure valued function onΩ with values in
m+(Y,Y ), belonging toÔλ, theintegralof ν with respect toλ is defined
as the measure J onY given by∀B ∈ Y , J(B) =

∫
νw(B)dλ(w). It is

written as J=
∫
νwdλ(w). If A ∈ O, the integral ofν over A is defined

as the integral ofν with respect to the measureχA · λ. The integral ofν
over A is written as

∫

A

νwdλ(w).

Note that ifλC is a disintegration ofλ with respect to aσ-algebra
C ⊂ Ôλ, the integral ofλC with respect toλ is λ. i.e. λ =

∫
λC

w dλ(w).
Note also that from our definition, it easily follows that ifJ is the

integral ofν with respect toλ, then for every functionf on Y, f ≥ 0,
f ∈ Y , J( f ) =

∫
νw( f )dλ(w). Hence,∀ f ≥ 0, f ∈ Y , J( f ) = 0 implies

that∀λw, νw( f ) = 0. In particular, ifB ∈ Y is such that itsJ-measure is
zero, then∀λw its νw-measure is also zero.

Note that it also follows easily from our definition that iff is an
extended real valued function onY, f ∈ Y andJ-integrable, then∀λw, it
is νw-integrable. Moreover, the functionw→ νw( f ) (defined arbitrarily
on the set of pointsw where f is notνw-integrable) belongs tôOλ and is
λ-integrable. Further,

∫
νw( f )dλ(w) = J( f ).

If A ∈ O, note that
∫

A

νwdλ(w)( f ) is equal to
∫

A

νw( f )dλ(w), for every

function f onY, f ≥ 0 and f ∈ Y .
The following theorem and the corollary (2,§ 1, 16) contains as a

special case, as we shall see towards the end of this chapter,the usual
Fubini’s theorem. Hence we shall call this also as Fubini’s theorem.

Theorem 15(Fubini). LetS be aσ-algebra contained inÔλ. Letν be22

a measure valued function onΩ with values inm+(Y,Y ) belonging to
S and with integral J. Let f be an extended real valued functionon Y,
f ≥ 0 belonging toŶJ. Then,

(i) ∀λw, f isνw-measurable, i.e., f∈ Ŷνw.
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(ii) The function w→ νw( f ) (defined arbitrarily on the set of w∈ Ω
for which f is notνw-measurable)∈ Ŝλ and

(iii)
∫
νw( f )dλ(w) = J( f ).

Proof. (i) Since f ≥ 0 belongs toŶJ, there exist functionsfi on
Y, fi ≥ 0, fi ∈ Y , i = 1, 2, such thatf1 ≤ f ≤ f2 everywhere
and the setB = {y ∈ Y | f1(y) , f2(y)} is of J-measure zero. Since
J(B) = 0, ∀λw, νw(B) = 0. i.e., there exists a setA ∈ Ôλ such
thatλ(A) = 0 and ifw < A, νw(B) = 0. Since f1 ∈ Y , it follows
therefore that ifw < A, f is νw-measurable i.e.,f ∈ Ŷνw.

(ii) Since for i = 1, 2,w → νw( fi) ∈ S, it follows thatw → νw( f ) ∈
Ŝλ.

(iii)
∫
νw( f )dλ(w) =

∫
νw( fi)dλ(w)

= J( fi)
= J( f )

�

Corollary 16 (Fubini). WithS, ν and J as in the above theorem, if f is
a J-integrable extended real valued function on Y, f∈ ŶJ, then

(i) ∀λw, f isνw-measurable, i.e., f∈ Ŷνw, and isνw-integrable

(ii) the function w→ νw( f ) (defined arbitrarily on the set of w∈ Ω for
which f is notνw-integrable), belongs tôSλ and isλ-integrable,
and

(iii)
∫
νw( f )dλ(w) = J( f ).

Proof. If f = f + − f − with the usual notation, then the corollary imme-
diately follows from the above theorem by applying it tof + and f −. �

Corollary 17. LetC be aσ-algebra contained inÔλ. Let(λC
w )w∈Ω be a 23

disintegration ofλ with respect toC . Let f be an extended real valued
function onΩ, f ≥ 0 (resp. fλ-integrable) belonging toÔλ. Then,

(i) ∀λw, f isλC
w -measurable i.e. f∈ ÔλC

w
(resp. f isλC

w -measurable

andλC
w -integrable).
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(ii) the function w→ λC
w ( f ) {defined arbitrarily on the set of w∈ Ω,

for which f is notλC
w -measurable (resp. f is notλC

w -integrable)}
belongs toĈλ and isλ-integrable and

(iii)
∫
λC

w ( f )dλ(w) = λ( f ).

Proof. When f is≥ 0 (resp. f is λ-integrable), this follows immediately
from theorem (2,§ 1, 15) (resp. from the above Corollary (2,§ 1, 16))
by takingλC instead ofν and observing thatλC ∈ C and

∫
λC

w dλ(w) =
λ. �

We saw is§ 3 of Chapter 1, how the existence of a disintegration
(λC

w )w∈Ω of λ with respect toC implies immediately the existence of
conditional expectations for functionsf ≥ 0 onΩ, f ∈ O and that
w → λC

w ( f ) is a conditional expectation off with respect toC . If f is
≥ 0 onΩ and belongs toÔλ, we see from the above Corollary (2,§ 1,
17) that∀λw, f is λC

w -measurable and the functionw→ λC
w ( f ) belongs

to Ĉλ. It can be easily checked that the functionw→ λC

λ
( f ) is actually

a conditional expectation off with respect toĈλ and hence is almost
everywhere equal to a conditional expectation off with respect toC .
Similar result holds again whenf ∈ Ôλ and isλ-integrable.

Thus, we see how the existence of a disintegration ofλ with respect
to aσ-algebraC contained inÔλ, implies as well the existence of con-
ditional expectations with respect toC for λ-integrable extended real
valued functions belonging tôOλ.

In § 2, we shall extend the results of this section to Banach space24

valuedλ-integrable functions.

2 Fubini’s theorem for Banach space valued inte-
grable functions

Throughout this section, we fix a measure space (Ω,O , λ), aσ-algebra
S ⊂ Ôλ, a measurable space (Y,Y ), a measure valued functionν on
Ω with values inm+(Ym,Y ) belonging toS, having an integralJ with
respect toλ and a Banach spaceE over the real numbers.
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Proposition 18. Let g be a step function on Y with values in E belonging
to ŶJ (resp.Y ). Let further, g be J-integrable.

Then

(i) ∀λw, g∈ Ŷνw and isνw-integrable (resp.∀λw, g isνw-integrable).

(ii) The function w→ νw(g) with values in E (defined arbitrarily, on
the set of points w∈ Ω where g is notνw-integrable, in such a
way that∀w, νw(g) is still an element of E) belongs tôSλ (resp.
belongs toS) and isλ-integrable and

(iii)
∫
νw(g)dλ(w) = J(g).

Proof. (i) Let g =
n∑

i=1
χAi · xi where fori = 1, . . . n, Ai ∈ ŶJ (resp.

Ai ∈ Y ), Ai ∩ A j = ∅ if i , j and xi ∈ E. By theorem (2,§ 1,
15),∀i, ∀λw, Ai ∈ Ŷνw. Hence∀λw, ∀i, Ai ∈ Ŷνw. Therefore,∀λw,
g ∈ Ŷνw.

Sinceg is J-integrable,∀i, J(Ai) < +∞. Hence∀λw, ∀i, νw(Ai) <
+∞. Hence∀λw, g is νw-integrable.

(ii) Let A = {w ∈ Ω | g is νw − integrable}. By (i) λ is carried byA
and∀w ∈ A,

νw(g) =
n∑

i=1

νw(Ai)xi

∀n ∈ N, ∀w ∈ Ω, let gn(w) =
n∑

i=1
inf(νw(Ai), n)xi .

Then,∀n ∈ N gn is a finite dimensional valued function belonging25

to Ŝλ (resp. belonging toS). Further,gn(w) → νw(g) in E ∀w ∈
A. Sinceλ is carried byA and since,∀n ∈ N gn ∈ Ŝλ (resp.
gn ∈ S andA ∈ S) it follows that the functionw→ νw(g) belongs
to Ŝλ (resp. belongs toS).

∀i, w → νw(Ai) is λ-integrable, sinceJ(Ai) < +∞, and hence
w→ νw(g) is λ-integrable, since forw ∈ A,

|νw(g)| ≤
n∑

i=1

|νw(Ai)| · ||xi ||.
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(iii)
∫
νw(g)dλ(w) =

∫
(

n∑
i=1
νw(Ai)xi)dλ(w)

=

n∑
i=1

∫
νw(Ai)dλ(w) · xi

=

n∑
i=1

J(Ai)xi

= J(g)
�

Corollary 19. Let C be aσ-algebra contained inÔλ and let(λC
w )w∈Ω

be a disintegration ofλ with respect toC . Let g be a step function onΩ
with values in E, g∈ Ôλ (resp. g∈ O) andλ-integrable. Then

(i) ∀λw, g∈ ÔλC
w

and isλ-integrable (resp.∀λw, g isλC
w -integrable).

(ii) The function w→ λC
w (g) with values in E (defined arbitrarily, on

the set of points w∈ Ω where g is notλC
w -integrable, in such a

way that∀w ∈ Ω, λC
w (g) is still an element of E) belongs tôCλ

(resp. belongs toC ) and isλ-integrable and

(iii)
∫
λC

w (g)dλ(w) = λ(g).

Proof. This follows immediately from the above proposition (2,§ 2,
18), by takingλC instead ofν and observing thatλC ∈ C and

∫
λC

w
dλ(w) = λ. �

In the following theorem, let us consider the case of an arbitrary J-26

integrable function onY with values inE. Since this theorem contains
as a special case, the usual Fubini’s theorem, as we shall seebelow, we
call it also as Fubini’s theorem.

Theorem 20(Fubini). Let f be a function on Y with values in E, f ∈ ŶJ

(resp. f ∈ Y ) and J-integrable. Then,

(i) ∀λw, f ∈ Ŷνw and isνw-integrable (resp.∀λw, f isνw-integrable).

(ii) The function w→ νw( f ) onΩwith values in E (defined arbitrarily
on the set of points w∈ Ω where f is notνw-integrable) belongs
to Ŝλ (resp. belongs toS) and isλ-integrable and
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(iii)
∫
νw( f )dλ(w) = J( f ).

Proof. Since f ∈ ŶJ (resp. Y ) and is J-integrable, there exists a
sequence (gn)n∈N of step functions onY with values inE and a non-
negative real valued functiong on Y belonging toY and J-integrable
such that∀n, gn ∈ ŶJ (resp. ∀n, gn ∈ Y ) and J-integrable,∀Jy,
|gn|(y) ≤ g(y), ∀Jy, gn(y)→ f (y) in E andJ(gn)→ J( f ) in E.

(i) By proposition (2,§ 2, 18), ∀n, ∀λw, gn ∈ Ŷνw. Since∀Jy,
gn(y) → f (y) in E, ∀λw, ∀νwy, gn(y) → f (y) in E. Hence,∀λw,
f ∈ Ŷνw. Further, by the same proposition (2,§ 2, 18),∀n, ∀λw,
gn is νw-integrable. Hence,∀λw, ∀n, gn is νw-integrable.

Also ∀λw, g is νw-integrable.

Since∀Jy, ∀n, |gn|(y) ≤ g(y), we have∀λw, ∀νwy, ∀n, |gn|(y) ≤
g(y) and hence,

∀λw,∀n ∈ N, νw(|gn|) ≤ νw(g) < +∞.

Hence, by Fatou’s lemma,∀λw, f is νw-integrable, and by the
dominated convergence theorem, 27

∀λw, νw(gn)→ νw( f ) in E.

(ii) By proposition (2,§ 2, 18),∀n ∈ N, the functionw → νw(gn)
belongs toŜλ (resp. belongs toS) and since∀λw, νw(gn)→ νw(g)
in E (resp. since the set ofw whereνw(gn) converges toνw( f )
belongs toS and carriesλ) it follows thatw→ νw( f ) also belongs
to Ŝλ (resp. belongs toS).

Since∀λw, νw(gn) → νw( f ) in E and since∀λw, ∀n ∈ N, |νw(gn)|
≤ νw(|gn|) ≤ νw(g) and sincew→ νw(g) is λ-integrable, it follows
by Fatou’s lemma again thatw→ νw( f ) is λ-integrable and again
by the dominated convergence theorem,

∫
νw(gn)dλ(w) →

∫
νw( f )dλ(w).
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(iii) J(gn)→ J( f ) in E.

But ∀n ∈ N, J(gn) =
∫
νw(gn)dλ(w) by proposition (2,§ 2, 18).

Since
∫
νw(gn)dλ(w) converges to

∫
νw( f )dλ(w), it follows that

J( f ) =
∫

νw( f )dλ(w).

�

Corollary 21. Let C be aσ-algebra contained inÔλ, and let(λC
w )w∈Ω

be a disintegration ofλ with respect toC . Let f be a function onΩ with
values in E, f∈ Ôλ (resp. f ∈ O) andλ-integrable. Then

(i) ∀λw, f ∈ ÔλC
w

and isλC
w -integrable

(ii) The function w→ λC
w ( f ) with values in E (defined arbitrarily on

the set of w∈ Ω where f is notλC
w -integrable in such a way that

λC
w ( f ) still takes values in E∀w ∈ Ω) belongs toĈλ (resp. belongs

to C ) and isλ-integrable. and

(iii)
∫
λC

w ( f )dλ(w) = λ( f ).

Proof. This follows immediately from the above theorem (2,§ 2, 20)28

by applying it toλC instead ofν and observing thatλC ∈ C and
∫
λC

w
dλ(w) = λ. �

We shall now deduce the usual Fubini’s theorem from the above
theorem (2,§ 2, 20).

Let (X,X, µ) and (Z, z, ν) be two measure spaces withµ (resp.ν) σ-
finite onX (resp. onz). Let ∀x ∈ X, δx ⊗ ν be the product measure of
δx andν on theσ-algebraX ⊗ z on the setX × Z. Thenx→ δx ⊗ ν is a
measure valued function onX with values inm+(X×Z,X⊗ z), belonging
to X and has the measureµ ⊗ ν for its integral with respect toµ.

Let f be a function onX × Z with values in a Banach spaceE,

f ∈ X̂⊗̂zµ⊗ν. Then, by the above theorem (2,§ 2, 20).
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(i) ∀λx, f ∈ X⊗̂zδx⊗ν and isδx ⊗ ν integrable; i.e.,∀µx, the function
z→ f (x, z) belongs tôzν and isν-integrable and

∀νx,
∫
| f |(x, z)dν(z) < +∞.

(ii) x→ δx⊗ν( f ) belongs toX̂µ and isµ-integrable i.e.,x→
∫

f (x, z)
dν(z) is µ-integrable and

(iii)
∫

(δx ⊗ ν)( f )dµ(x) =
∫

f dµ ⊗ ν

i.e.
∫

(
∫

f (x, z)dν(z))dµ(x) =
∫

f (x, z)dµ ⊗ ν(x, z).

WhenE = R, this is the usual Fubini’s theorem.
It is now clear how to deduce the Fubini’s theorem for functions

which are non-negative (resp. integrable) and extended real valued from
theorem (2,§ 1, 15) (resp. Corollary (2,§ 1, 16)).

Form Corollary (2,§ 2, 21), we see that iff is aJ-integrable function
onY with values in a Banach spaceE, f ∈ ŶJ (resp. f ∈ Y ) and ifC is
aσ-algebra contained in̂Oλ and if (λC

w )w∈Ω is a disintegration ofλ with 29

respect toC , then the almost everywhere defined functionw → λC
w ( f )

belongs toĈλ (resp.C ) and isλ-integrable. One can easily check that
w → λC

w ( f ) is actually a conditional expectation off with respect to
Ĉλ (resp. with respect toC ) first by considering step functions and
then extending tof . Thusw → λC

w ( f ) is almost everywhere equal to
a conditional expectation off with respect toC (resp. is a conditional
expectation off with respect toC ).

Thus, we see how the existence of a disintegration implies the ex-
istence of conditional expectations for Banach space valued integrable
functions as well. Hence the importance of the existence of disintegra-
tions. In the next chapter, we shall give some sufficient conditions for
the existence of disintegration of a measure with respect toaσ-algebra.





Chapter 3

Conditional expectations of
measure valued functions,
Existence and uniqueness
theorems

1 Basic definition

In this chapter, we shall define the notion of conditional expectation 30

for measure valued functions, and prove some existence and uniqueness
theorems. Our results, as we shall see, will give immediately an im-
portant consequence of a result of M. Jirina [1] on regular conditional
probabilities.

Let (Ω,O , λ) be a measure space. LetC be aσ-algebra contained
in Ôλ. Let λ restricted toC beσ-finite. Let (Y,Y ) be a measurable
space. Letν be a measure valued function onΩwith values inm+(Y,Y ),
ν ∈ Ôλ.

Definition 22. A measure valued functionνC onΩ with values inm+(Y,
Y ) is said to be aconditional expectationof ν with respect toC if

(i) A νC ∈ C and

31
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(ii) ∀A ∈ C ,
∫

A

νC
w dλ(w) =

∫

A

νwdλ(w).

Note thatνC is a conditional expectation ofν if and only if for every
function f onY, f ≥ 0, f ∈ Y , the functionνC ( f ) ∈ C and

∀A ∈ C ,

∫

A

νC

A ( f )dλ(w) =
∫

A

νw( f ) fλ(w).

Thus,νC is a conditional expectation ofν if and only if for every
function f on Y, f ≥ 0, f ∈ Y , the functionνC ( f ) is a conditional
expectation ofν( f ).

We note also that if (λC
w )w∈Ω is a disintegration ofλ with respect to

C , then the measure valued functionλC onΩ taking w ∈ Ω to λC
w is a

conditional expectation with respect toC of the measure valued function
δ onΩ with values inm+(Ω,O), taking w ∈ Ω to the measureδw (the
Dirac measure atw). And conversely, every conditional expectation of31

the measure valued functionδ is a disintegration ofλ. Thus, we see how
the existence of disintegration for a measure is related to the existence
of conditional expectation of measure valued functions.

2 Preliminaries

Before we proceed to prove the existence and uniqueness theorems of
conditional expectations for measure valued functions, wecollect below
in the subsections§ 2.1,§ 2.2,§ 2.3 and§ 2.4, some important theorems,
propositions and definitions which will be used in the proofsof the main
theorems of this chapter.

2.1 The monotone class theorem and its consequences

Let X be a non-void set. LetS be a class of subsets ofX.
We sayS is a π-systemon X if it is closed with respect to finite

intersections.
We sayS is ad-systemon X if

(i) X ∈ S ,
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(ii) A, B ∈ S , A ⊂ B⇒ B\A ∈ S and

(iii) ∀ n ∈ N, An ∈ S , An ↑⇒
⋃

n∈N
An ∈ S .

If C is any class of subsets ofX, we shall denote byd(C ) (resp.
σ(C )) the smallestd-system (resp.σ-algebra) containingC . d(C )
(resp. σ(C )) will be called thed-system (resp.σ-algebra) generated
by C .

In these Notes, the following theorem, whenever it is referred to will
always be referred to as theMonotone class theorem.

Theorem (Monotone class thoerem).If S is a π-system, d(S ) =
σ(S ).

For a proof of this theorem, see R.M. Blumenthal and R.K. Getoor
[1]. Chap. 0,§ 2, page 5, theorem (2.2).

Proposition 23. Let (X,K) be a measurable space. LetS be aπ-system 32

containing X and generatingX. Letµ andν be two positivefinite mea-
sures onX. If µ andν agree onS , thenµ andν are equal.

Proof. The classC = {A ∈ X | µ(A) = ν(A)} is ad-system containing
S . HenceC ⊃ d(S ). But by the Monotone class theorem,d(S ) is
theσ-algebra generated byS which isX. HenceC ⊃ X and therefore
C = X and thusµ andν are equal. �

Proposition 24. Letµ andν be two positiveσ-finite measures on a mea-
surable space(X,X). LetS ⊂ X be aπ-system generatingX and con-
taining a sequence(Bn)n∈N with

⋃
n∈N

Bn = X, µ(Bn) = ν(Bn) < +∞∀ n ∈

N. If µ andν agree onS , thenµ andν are equal.

Proof. First, let us fix an ∈ N.
Consider the classC = {A ∈ X | µ(A ∩ Bn) = ν(A∩ Bn)}. ThenC

is ad-system containingS . SinceS is aπ-system and generatesX, by
the Monotone class theoremC ⊂ X. Hence,

∀ A ∈ X, µ(A∩ Bn) = ν(A∩ Bn).
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Sincen is arbitrary, we have

∀ n ∈ N, ∀A ∈ X, µ(A∩ Bn) = ν(A∩ Bn).

if An =
n⋃

i=1
Bi, note that

∀ n, ∀A ∈ X, µ(A∩ An) = ν(A∩ An).

Since
An ↑ X, we see that∀A ∈ X, µ(A) = ν(A).

�

2.2 The lifting theorem of D. Maharam

Let (X,X, µ) be a measure space withµ σ-finite onX. Let L∞(X;X; µ)33

stand for the Banach space whose underlying vector space is the vector
space of allµ-equivalence classes of extended real valued functions on
X, belonging toX̂µ, having a finite essential supremum and the norm is
the essential supremum. LetB(X;X) stand for the Banach space whose
underlying vector space is the vector space of all real valued bounded
functions onX belonging toX̂µ and the norm is the supremum.

In the following, we have to keep in mind the fact that when we say
f is an element ofL∞(X;X; µ), we mean byf not a single function on
X, but a class of functions onX, any two functions of a class differing
only on a set ofµ-measure zero at most. Thus ifg is a function onX
and f ∈ L∞(X;X; µ), the meaning of ‘g ∈ f ’ is clear i.e. g belongs to

the classf . If h is a bounded function onX, ∈ X̂µ, h ∈ will denote the
unique element ofL∞(X;X; µ) to whichh belongs. Thus, if ‘a’ is a real
number, considered as the constant function ‘a’ on X, the meaning ofa
is clear. If f ∈ L∞(X;X; µ), we sayf is non-negativeand write f ≥ 0 if

there exists a functiong on X, g ∈ f and a setNg ∈ X̂µ with µ(Ng) = 0
such thatg ≥ 0 on∁Ng. Note that if there exists one function ong ∈ f
having this property viz. there exists a setNg with µ(Ng) = 0 andg ≥ 0
on ∁Ng, then every function belonging tof also has this property. If
f1 and f2 are two elements∈ L∞(X;X; µ), we say f1 is greater than or
equalto f2 and write f1 ≥ f2, if f1 − f2 ≥ 0.
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The following important theorem is due to D. Maharam and when-
ever we refer this theorem, we will be referring it as thelifting theorem.
For a proof of this theorem see D. Maharam [1].

34
Theorem D. Maharam. The Lifting Theorem. There exists a mapping
ρ from L∞(X;X; µ) to B(X;X) such that

(i) ρ is linear and continuous

(ii) ρ( f ) ∈ f ∀ f ∈ L∞(X;X; µ)

(iii) ρ( f ) ≥ 0 if f ≥ 0 and

(iv) ρ(1) ≡ 1

Such a mappingρ is called alifting .

2.3 Some theorems onL∞(X;X; µ)

In this section, let (X;X, µ) be a measure space withµ(X) < +∞.
If f ∈ L∞(X;X; µ), we define the integral off with respect toµ as∫

gdµ whereg is any function belonging tof . Note that
∫

gdµ exists
sinceµ is a finite measure andg is essentially bounded. Note also that
the integral of f with respect toµ is independent of the choice of the
functiong chosen to belong tof . The integral off with respect toµ is
written as

∫
f dµ.

Definition 25. Let ( fi)i∈I be a family of elements of L∞(X;X; µ). An
element f∈ L∞(X;X; µ) is said to be asupremum of the family (fi)i∈I

in theL∞-senseif

(i) f ≥ fi∀i ∈ I and

(ii) g ∈ L∞(X;X; µ), g≥ fi ∀i ∈ I ⇒ g ≥ f .

Note that through a supremum need not always exist, it is unique if
it exists.

If the supremum of a family (fi)i∈I , fi ∈ L∞(X;X; µ) ∀i, exists in the
L∞-sense, we say SUP

i∈I
µ fi exists and denote the supremum by SUP

i∈I
µ fi.
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If I is a finite set say{1, . . . n}, then we write SUPµ( f1, . . . , fn) instead of
SUP

i∈{1,...,n}
µ fi. If f ∈ L∞(X;X; µ), we denote by|| f ||∞, the essential supre-

mum of f .

Proposition 26. If ( fn)n∈N is an increasing sequence of elements∈
L∞(X;X; µ) such that it is bounded in norm i.e.sup

n
|| fn||∞ < +∞, then

SUP
n∈N

µ fn exists and
∫

(SUPµ fn)dµ = sup
n∈N

∫
fndµ.35

Proof. Choose∀ n ∈ N, a functionhn on X, hn ∈ X̂µ such thathn ∈ fn.
Since (fn)n∈N is increasing,∀n ∈ N, ∃ a setEn ∈ X̂µ such thatµ(En) = 0
and if x < En, hn(x) ≤ hn+1(x).

Let E =
∞⋃

n=1
En. ThenE ∈ X̂µ andµ(E) = 0. If x < E, h1(x) ≤ h2(x)

. . . ≤ hn(x) ≤ hn+1(x) ≤ . . .. Thus, if x < E, (hn(x))n∈N is a monotonic
non-decreasing sequence of extended real numbers and hence, ∀x < E,
lim
n→∞

hn(x) exists.

Define

h(x) =


lim
n→∞

hn(x) if x < E

0 if x ∈ E.

Thenh ∈ X̂µh ∈ L∞(X;X; µ) since sup
n
|| fn||∞ < +∞.

It is clear thath is the supremum of (fn)n∈N in theL∞-sense.
Since

∫
h dµ = lim

n→∞

∫
hndµ, it follows that

∫
(SUP

n∈N
µ fn)dµ = sup

n∈N

∫
fndµ.

�

Proposition 27. Let ( fi)i∈I be a directed increasing family of elements
of L∞(X;X; µ) such that the family is bounded in norm, i.e.sup

i∈I
|| fi ||∞ <

+∞. Then,SUP
i∈I

µ fi exists.

Proof. Sinceµ is a finite measure and since

sup
i∈I
|| fi ||∞ < +∞, sup

i∈I

∫
fidµ < +∞.
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Let α = sup
i∈I

∫
fidµ. Thenα ∈ R.

Since (fi)i∈I is a directed increasing family, we can find an increasing
sequence (fn)n∈N such that∀n ∈ N, fn belongs to the family (fi)i∈I , and∫

fn dµ ↑ α. From the previous proposition, SUP
n∈N

µ fn exists. Let f =

SUP
n∈N

µ fn.

Let us show thatf is the supremum of (fi)i∈I in theL∞-sense. 36

Fix an i ∈ I .
It is easily seen that

∫
SUPµ( fi , fn)dµ ↑

∫
SUPµ( fi , f )dµ asn→ ∞.

∀ n ∈ N,
∫

SUPµ( fi , fn)dµ ≤ sup
j∈I

∫
f jdµ,

since (fi)i∈I is a directed increasing family.
Hence,

∀ n ∈ N,
∫

SUPµ( fi , fn)dµ ≤ α.

Hence, ∫
SUPµ( fi , f )dµ ≤ α.

But
∫

SUPµ( fi , f )dµ ≥ α, since SUPµ( fi f ) ≥ f and
∫

f dµ = α.
Hence, ∫

SUPµ( fi f )dµ = α =
∫

f dµ.

This shows thatf ≥ fi .
Since i ∈ I is arbitrary, it follows thatf ≥ fi ∀i ∈ I . Now, let

g ∈ L∞(X;X; µ) be such thatg ≥ fi ∀i ∈ I . Theng ≥ fn ∀n ∈ N and
henceg ≥ f .

This shows thatf is the supremum of (fi)i∈I in theL∞-sense. �

Proposition 28. Let( fi)i∈I be a directed increasing family of elements of
L∞(X;X; µ) and let f ∈ L∞(X;X; µ). Then, the following are equivalent,

(i) f = SUP
i∈I

µ fi
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(ii) f ≥ fi ∀i ∈ I and there exists a sequence( fn)n∈N, ∀n ∈ N fn
belonging to the family( fi)i∈I such that f= SUP

n∈N
µ fn.

(iii) f ≥ fi ∀i ∈ I and
∫

f dµ = sup
i∈I

∫
fidµ.

Proof. (i) =⇒ (ii). Since f = SUP
i∈I

µ fi and f ∈ L∞(X;X; µ), it follows

that the family (fi)i∈I is bounded in norm. Letα = sup
i∈I

∫
fidµ.

Thenα ∈ R. Then, if (fn)n∈N is an increasing sequence of el-37

ements,∀ n ∈ N, fn belonging to the family (fi)i∈I such that∫
fndµ ↑ α, we can show as in the proof of the previous proposi-

tion (3,§ 2.3, 27) thatf = SUP
n∈N

µ fn.

(ii) =⇒ (iii). Let hn = SUPµ( f1, f2, . . . , fn). Then∀ n ∈ N, hn ∈ L∞(X;
X; µ) and

∫
hndµ ↑ f dµ.

Since∀ i ∈ I , f ≥ fi ,
∫

f dµ ≥ fidµ ∀i ∈ I , and hence,
∫

f dµ ≥
sup
i∈I

∫
fi dµ.

On the other hand,∀ n ∈ N,
∫

hndµ ≤ sup
i∈I

∫
fidµ, (since the

family ( fi)i∈I is directed increasing).

Hence ∫
f dµ = sup

i∈I

∫
fidµ.

(iii) =⇒ (i). Since f ∈ L∞(X;X; µ) and f ≥ fi ∀i ∈ I , the family (fi)i∈I

is bounded in norm.

Let α =
∫

f dµ =
∑
i∈I

∫
fidµ. Thenα ∈ R. Let (gn)n∈N be an

increasing sequence of elements belonging toL∞(X;X; µ) such
that∀ n ∈ N, gn belongs to the family (fi)i∈I and

∫
gndµ ↓ α.

Let g = SUP
n∈N

µgn (SUP
n∈N

µgn exists because of proposition (3,§ 2.3,

26)). Then
∫

g dµ = α =
∫

f dµ. Since f ≥ fi ∀i ∈ I , f ≥
gn∀ n ∈ N, and hencef ≥ g. Since

∫
f dµ =

∫
g dµ, it follows

that f = g.
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If h ∈ L∞(X;X; µ) is such thath ≥ fi ∀i ∈ I , thenh ≥ gn∀n ∈ N
and sinceg = f = SUPµ gn, it follows that h ≥ f . Hence f =
SUPµ fi .

�

Corollary 29. Let ( fi)i∈I be a directed increasing family of elements of
L∞(X;X; µ) and let f ∈ L∞(X;X; µ). Then f= SUP

i∈I
µ fi if and only if

(i) f ≥ fi ∀i ∈ I and

(ii) there exists an increasing sequence( fn)n∈N, fn, ∀ n ∈ N, belong-
ing to the family( fi)i∈I such that

∫
fn dµ ↑

∫
f dµ.

Proof. This is an immediate consequence of the above proposition.�

Proposition 30. Let ρ be a lifting from L∞(X;X; µ) to B(X;X). Let 38

( fi)i∈I be a directed increasing family of elements of L∞(X;X; µ) bou-
nded in norm. Let f= SUP

i∈I
µ fi . Then,

ρ( f ) ∈ SUP
i∈I

µρ( fi) and∀µx, ρ( f )(x) = sup
i∈I

ρ( fi)(x).

In particular,

sup
i∈I

ρ( fi) ∈ X̂µ.

Proof. Note thatρ( f ) ∈ SUP
i∈I

µρ( fi) is clear since SUP
i∈I

µρ( fi) = SUPµ fi

(sinceρ( fi) ∈ fi∀i ∈ I ), ρ( f ) ∈ f and f = SUP
i∈I

µ fi. Since∀ i ∈ I , f ≥ fi,

ρ( f )(x) ≥ ρ( fi)(x) for all x ∈ X and hence

ρ( f )(x) ≥ sup
i∈I

ρ( fi)(x)

for all x ∈ X.
Let ( fn)n∈N be an increasing sequence of elements,∀ n ∈ N, fn

belonging to the family (fi)i∈I such thatf = SUP
n∈N

µ fn. (Such a sequence

exists because of the proposition (3,§ 2.3, 28)).
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Thenρ( fn) ↑ and
∫

fn dµ ↑
∫

f dµ. Hence,
∫
ρ( fn)dµ ↑

∫
ρ( f )dµ.

Sinceρ( fu) ↑, by the monotone convergence theorem,

sup
n

∫
ρ( fn)dµ =

∫
sup

n
ρ( fn)dµ.

Hence,
∫
ρ( f )dµ =

∫
sup

n
ρ( fn)dµ. But sup

n
ρ( fn)(x) ≤ ρ( f )(x) for

all x ∈ X, since∀ n ∈ N, ρ( fn)(x) ≤ ρ( f )(x) for all x ∈ X. Hence∀µx,
ρ( f )(x) = sup

n
ρ( fn)(x).

Now, for all x ∈ X.

ρ( f )(x) ≥ sup
i∈I

ρ( fi)(x) ≥ sup
n
ρ( fn)(x).

Hence,∀λx, ρ( f )(x) = sup
i∈I

ρ( fi)(x). Sinceρ( f ) ∈ X̂µ and since∀µx,

sup
i∈I

ρ( fi)(x) is equal toρ( f )(x), it follows that

sup
i∈I

ρ( fi) ∈ X̂µ.

�

Let z be a subσ-algebra ofX̂µ. Let f ∈ L∞(X;X; µ). Let g be any39

function onX, g ∈ f . Since∀µx, g(x) ≤ || f ||∞ andµ is a finite measure, it
follows thatg is µ-integrable, and hencegz, a conditional expectation of
g with respect toz exists.∀µx, |gz(x)| ≤ || f ||∞ and hencegz is essentially
bounded. Since any two conditional expectations ofg with respect toz
are equalµ-almost everywhere, we have a unique element ofL∞(X; z; µ)
to which any conditional expectation ofgwith respect toz belongs. Note
that this element ofL∞(X; z; µ) is independent of the functiong, chosen
to belong tof and hence depends only onf . We denote this element by
f z and call it theconditional expectationof f with respect toz.

Proposition 31. Let z be a subσ-algebra ofX̂µ. Let( fi)i∈I be a directed
increasing family of elements of L∞(X;X; µ) bounded in norm. Let f=
SUP

i∈I
µ fi. ThenSUP

i∈I
µ f zi exists and is equal to fz.



2. Preliminaries 41

Proof. Since (fi)i∈I is a directed increasing family bounded in norm,
( f zi )i∈I is also directed increasing and bounded in norm. Hence SUP

i∈I
µ f zi

exists. �

To prove that f z = SUP
i∈I

µ f zi , it is sufficient to prove, because of

proposition (3,§ 2.3, 28), thatf z ≥ f zi ∀i ∈ I and
∫

f zdµ = sup
i∈I

∫
f zi dµ.

But this follows immediately, sincef ≥ fi∀i ∈ I ,
∫

f dµ =
∫

f zdµ,∫
fidµ =

∫
f zi dµ∀i ∈ I , and

∫
f dµ = sup

i∈I

∫
fidµ.

2.4 Radon Measures

Let X be a topological space. (By topological spaces in these Notes, we
always mean only non-void, Hausdorff topological spaces). LetX be its
Borelσ-algebra i.e. theσ-algebra generated by all the open sets ofX.

Definition 32. A positive measureµ onX is is said to be aRadon mea-
sure onX if

(i) µ is locally finite i.e. every point x∈ X has a neighbourhood Vx 40

such thatµ(Vx) < +∞. and

(ii) µ is inner regularin the sense that

∀ B ∈ X, µ(B) = supµ(K)

K ⊂ B

K compact

Definition 33. Letµ be a Radon measure on a topological space X. Let
(Ki)i∈I be a family of compact sets of X and N, aµ-null set. {(Ki)i∈I ,N}
is said to be aµ-concassageof X if

(i) X = N ∪
⋃
i∈I

Ki

(ii) Ki ∩ K j = ∅ if i , j, and
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(iii) the family(Ki)i∈I is locally countablein the sense that every point
has a neighbourhood which has a non-void intersection with at
most a countable number of Ki ’s.

The following important theorem is stated here without proof; and
for a proof see L. Schwartz [2], page 48, theorem 13.

Theorem. If µ is a Radon measure on topological space X, there exists
a µ-concassage{(Ki)i∈I ,N} of X.

Proposition 34. Letµ be afinite Radon measure on X. Then there exists
a µ-concassage{(Ki)i∈I ,N} of X with I countable.

Proof. Sinceµ is a finite Radon measure, using the inner regularity of
µ, we see that there exists aµ-null set N1 and a sequence (Xn)n∈N of
compact sets ofX such that

X = N1 ∪
⋃

n∈N

Xn.

Let {(K j) j∈J,N2} be aµ-concassage ofX. Since the family (K j) j∈J

is locally countable, every compact set can have a non-void intersection41

only with at most a countable number of (K j) j∈J. Hence,∀ n ∈ N, there
exists a countable setIn ⊂ J such that if j < In, Xn ∩ K j = ∅. Let
I =

⋃
n∈N

In. Then it is clear that{(Ki)i∈I ,N} is aµ-concassage ofX where

N = N1 ∪ N2. Note theI is countable. �

3 Uniqueness Theorem

Let (X,X) be a measurable space. Letµ be a positive measure onX.

Definition 35. X is said to have theµ-countabilityproperty if there ex-
ists a set N∈ X with µ(N) = 0 such that theσ-algebraX ∩ ∁N on
X′ = X ∩ ∁N consisting of sets of the form A∩ ∁N, A∈ X is countably
generated.

Examples .SupposeX is countably generated as in the case whenX is
the Borelσ-algebra of a topological spaceX having the 2nd axiom of
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countability, then obviouslyX has theµ-countability property for any
positive measureµ on X. Also, it can be easily proved that if̂Xµ is
countably generated, thenX has theµ-countability property.

From now onwards, in this section, let (Ω,O , λ) be a measure space
and let (Y,Y ) be a measurable space. Letν be a measure valued function
on Ω with values inm+(Y,Y ), ν ∈ Ôλ. Let C be aσ-algebra onΩ,
C ⊂ Ôλ. Let λ restricted toC beσ-finite. Let J =

∫
νwdλ(w).

Theorem 36 (The Uniqueness theorem). Let J be aσ-finite measure
on Y and letY have the J-countability property. Then, ifνC

1 and νC

2
are any two conditional expectations ofν with respect toC , we have
∀λw.(νC

1 )w = (νC

2 )w where(νC

i )w for i = 1, 2 stands for the measure
associated byνC

i to w.

Proof. First note thatJ =
∫
νC

1 dλ =
∫
νC

2 dλ. SinceJ is σ-finite, it
therefore follows that∀λw, (νC

1 )w and (νC

2 )w are bothσ-finite i.e. ∃ a
setN1 ∈ Ôλ with λ(N1) = 0 such that ifw < N1, (νC

1 )w and (νC

2 )w are
σ-finite measures onY . 42

SinceY has theJ-countability property there exists a setN ∈ Y

with J(N) = 0 such that theσ-algebraY ′
= Y ∩ ∁N on Y′ = Y∩ ∁N

is countably generated. SinceJ(N) = 0, it follows that∀λw, (νC

1 )w(N) =
(νC

2 )w(N) = 0. i.e., there exists a setN2 ∈ Ôλ with λ(N2) = 0 such that
if w < N2, (νC

1 )w(N) = (νC

2 )w(N) = 0.
With our assumptions thatJ is σ-finite andY ′ is countably gener-

ated, we can find a classB of subsets ofY′ such thatB is countable,
B generatesY ′ and J(B) < +∞ ∀B ∈ B. Let C be the class of
subsets ofY′ formed by the sets which are finite intersections of sets
belonging toB. ThenC is countable,C is aπ-system generatingY ′

andJ(C) < +∞ ∀C ∈ C . There exists a setN3 ∈ Ôλ with λ(N3) = 0
such that ifw < N3, (νC

1 )w(C) and (νC

2 )w(C) are both finite for allC ∈ C .
Now ∀B ∈ Y , ∀λw, (νC

1 )w(B) = (νC

2 )w(B) since bothνC

1 (B) and
νC

2 (B) are conditional expectations with respect toC of the extended
real valued functionν(B). Hence in particular,∀C ∈ C , ∀λw, (νC

1 )w

(C) = (νC

2 )w(C).
SinceC is countable, we therefore have,

∀λw,∀C ∈ C , (νC

1 )w(C) = (νC

2 )w(C) i.e.
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there exists a setN4 ∈ Ôλ with λ(N4) = 0 such that ifw < N4,

(νC

1 )w(C) = (νC

2 )w(C)

for all C ∈ C .
Let w < N1 ∪ N3 ∪ N4. Then both (νC

1 )w and (νC

2 )w areσ-finite,
(νC

1 )w(C) = (νC

2 )w(C) ∀ C ∈ C and (νC

1 )w(C) < +∞, (νC

2 )w(C) < +∞
for all C ∈ C . SinceC is a π-system generatingY ′ and countable,
by proposition (3,§ 2.1, 24), we conclude that (νC

1 )w = (νC

2 )w on Y ′.
Hence ifw < N1 ∪ N3 ∪ N4, the measures (νC

1 )w and (νC

2 )w are equal on
Y ′.

Therefore, ifw < N1∪N3∪N4∪N2, the measures (νC

1 )w and (νC

2 )w

are equal onY since ifw < N2, (νC

1 )w(N) = (νC

2 )w(N) = 0. Hence43

∀λw, (ν
C

1 )w = (νC

2 )2 onY .

�

4 Existence theorems

Let X be a topological space and letX be its Borelσ-algebra. Letµ be
a positive measure onX.

Definition 37. X is said to have theµ-compacity(resp. µ-compacity
metrizability) property if there exists a set N∈ X with µ(N) = 0 and a
sequence(Kn)n∈N of compact sets (resp. compact metrizable sets) such
that X=

⋃
n∈N

Kn ∪ N and∀ n ∈ N, µ(Kn) < +∞.

Note that if µ is a σ-finite Radon measure onX, X has theµ -
compacity property. If further toµ being aσ-finite Radon measure,
eitherX is metrizable or every compact subset ofX is metrizable, then
X has theµ-compacity metrizability property. In particular, ifX is a
Suslin space andµ is aσ-finite Radon measure onX, thenX has the
µ-compacity metrizability property. (In a Suslin space, every compact
subset is metrizable).

We shall now give some sufficient conditions for the existence of
conditional expectations of measure valued functions.
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Throughout this section, we shall adopt the following notations.
(Ω,O , λ) is a measure space.Y is a topological space andY is its

Borel-σ-algebra. ν is a measure valued function onΩ with values in
m+(Y,Y ), ν ∈ Ôλ and having an integralJ with respect toλ.

Theorem 38. Let a sequence(Kn)n∈N of compact sets of Y and a set
N ∈ Y exist with the following properties:

(i) Y =
⋃

n∈N
Kn ∪ N

(ii) J(N) = 0 and 44

(iii) ∀ n ∈ N, the restriction of J to Kn is a Radon measure on Kn.

LetC be aσ-algebra contained inÔλ such thatC is complete with
respect toλ and letλ restricted toC beσ-finite. Then, a conditional
expectation ofν with respect toC exists.

Proof. Let us split the proof in two cases case 1 and case 2. In case
1, we assume thatY is compact andJ is a Radon measure onY. In
this case, the assumptions (i), (ii) and (iii) mentioned in the statement of
the theorem are trivially verified. In case 2, we shall consider a general
topological spaceY, having the properties (i), (ii) and (iii) mentioned in
the statement of the theorem. We shall deduce case 2 from case1.

The proof in case 1 proceeds in three steps, Step 1, Step 2 and Step
3.

In Step 1, we define a measure valued functionνC onΩ with values
inm+(Y,Y ) such that∀w ∈ Ω, νC

w is a Radon measure onY and such that
∀ real valued continuous functionC on Y, w → νC

w (ϕ) is a conditional
expectation with respect toC of the functionw→ νw(ϕ).

In Step 2, we prove that∀ U open inY, νC (χU ) is a conditional
expectation with respect toC of the functionν(χU).

In Step 3, we prove that∀B ∈ Y , νC (χB) is a conditional expectation
with respect toC of the functionν(χB).

Case 1.Y a compact space andJ, a Radon measure onY.
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Step 1.Since J is a Radon measure onY, J(Y) < +∞. Hence∀λw,
νw(Y) < +∞. Without loss of generality, we can assume that∀ w ∈ Ω,
νw(Y) < +∞. For, consider the measure valued functionν′ onΩ with
values inm+(Y,Y ) given by

ν′w =


νw if νw(Y) < +∞

0 otherwise i.e. the zero measure ifνw(Y) = +∞.

Thenν′ is a measure valued function onΩ with values inm+(Y,Y ),45

ν′ ∈ Ôλ, ν′ has the same integralJ asν and further∀ w ∈ Ω, ν′w is a
finite measure. Also,∀λw, ν′w = νw. Hence, if a conditional expectation
of ν′ with respect toC exists, it is a conditional expectation ofν with
respect toC , as well.

Hence, we may assume that∀ w ∈ Ω, νw(Y) < +∞.

Let ϕ be any real valued bounded function onY, ϕ ∈ Y . Since∀w ∈
Ω, νw is a finite measure onY , ∀ w ∈ Ω, ϕ is νw-integrable. Consider
the real valued functionν(ϕ) takingw to νw(ϕ). Sinceλ restricted toC
is σ-finite, a conditional expectation forν(ϕ) with respect toC exists.
Let [ν(ϕ)]C be a conditional expectation ofν(ϕ) with respect toC .

Now, let us fix [ν(1)]C once and for all astheconditional expectation
of ν(1) with respect toC in such a way that∀ w ∈ Ω, 0 ≤ [ν(1)]C (w) <
+∞.

Let ||ϕ|| be sup
y∈Y
|ϕ(y)|

Then,|ν(ϕ)| ≤ ||ϕ||.ν(1).

Hence,∀λw,
∣∣∣[ν(ϕ)]C

∣∣∣ (w) ≤ |ν(ϕ)|C (w) ≤ ||ϕ||[ν(1)]C (w). Hence, if

A =
{
w : [ν(1)]C (w) = 0

}
, thenA ∈ C and∀λw, w ∈ A, [ν(ϕ)]C (w) = 0.

Define the quotient
[ν(ϕ)]C

[ν(1)]C
to be zero on the setA. On∁A, the

quotient
[ν(ϕ)]C

[ν(1)]C
has a meaning.

Now, ∀λw,

∣∣∣∣∣∣
[ν(ϕ)]C

[ν(1)]C
(w)

∣∣∣∣∣∣ ≤ ||ϕ||. Hence the function
[ν(ϕ)]C

[ν(1)]C
is es-
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sentially bounded. Since it belongs toC ,

[ν(ϕ)]C

[ν(1)]C
∈ L∞(Ω; C ; λ).

Note that this element
[ν(ϕ)]C

[ν(1)]C
of L∞(Ω; C ; λ) is independent of the

choice of the conditional expectation[ν(ϕ)]C of ν(ϕ) and hence depends
only onϕ.

Let ρ be a lifting fromL∞(Ω; C ; λ) to B(Ω; C ). The existence of 46

a lifting is guaranteed by the lifting theorem mentioned in§ 2.2 of this
chapter.

Let C (Y) be the space of all real valued continuous functions onY.
If w ∈ Ω, define the mapsνC

w on C (Y) taking real value as follows.

If ψ ∈ C (Y), defineνC
w (ψ) as [ν(1)]C (w). ρ


[ν(ψ)]C

[ν(1)]C

 (w).

Then, by the properties of the liftingνC
w is a positive linear functional

on C (Y) and hence defines a positive Radon measure onY. Let νC be
the measure valued function onΩ with values inm+(Y,Y ) taking w to
νC

w .

SinceC is complete,∀ ψ ∈ C (Y), ρ


[ν(ψ)]C

[ν(1)]C

 ∈ C and hence∀

ψ ∈ C (Y), the functionνC (ψ) belongs toC . Moreover, ifB ∈ C ,

∫

B

νC
w (ψ)dλ(w) =

∫

B

[ν(1)]C (w) · ρ

(
[ν(ψ)]C

[ν(1)]C

)
(w)dλ(w)

=

∫

B

[ν(1)]C ·
[ν(ψ)]C

[ν(1)]C
dλ

=

∫

B

[ν(ψ)]C dλ

=

∫

B

νw(ψ)dλ(w).
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HenceνC (ψ) is a conditional expectation with respect toC of the
functionν(ψ).

Step 2.Let U be an open subset ofY, U , ∅. SinceU is open,χU is a
lower-semi-continuous function onY and hence there exists a directed
increasing family (ϕi)i∈I of continuous functions onY such that∀ i ∈ I ,
0 ≤ ϕi ≤ χU and sup

i∈I
ϕi = χU .

∀ i ∈ I , ∀λw,

∣∣∣∣∣∣
[ν(ϕi)]C

[ν(1)]C
(w)

∣∣∣∣∣∣ ≤ ||ϕi || ≤ 1.

Hence, the directed increasing family
[ν(ϕi)]C

[ν(1)]C
of elements ofL∞(Ω;

C ; λ) is bounded in norm and hence (
i∈I

SUP)λ
[ν(ϕi)]C

[ν(1)]C
exists by propo-

sition (3,§ 2.3, 27).
We claim that47

SUP
i∈I

λ

[ν(ϕi)]C

[ν(1)]C
=

[ν(χU )]C

[ν(1)]C

To prove this, it is sufficient to prove because of Corollary (3,§ 2.3,
29) that

[ν(χU )]C

[ν(1)]C
≥

[ν(ϕi)]C

[ν(1)]C
∀i ∈ I ,

and that there exists an increasing sequence (ϕn)n∈N of continuous func-
tions,ϕn ∀n ∈ N, belonging to the family (ϕi)i∈I such that

lim
n→∞

∫
[ν(ϕn)]C

[ν(1)]C
dλ =

∫
[ν(χU )]C

[ν(1)]C
dλ

Since∀ i ∈ I , ϕi ≤ χU , we have

∀ i ∈ I , ν(ϕi) ≤ ν
′(χU).

Hence∀ i ∈ I , ∀λw, [ν(ϕi)]C (w) ≤ [ν(χU )]C (w). Therefore,

∀ i ∈ I ,
[ν(ϕ1)]C

[ν(1)]C
≤

[ν(χU )]C

[ν(1)]C
.
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SinceJ is a Radon measure, and (ϕi)i∈I is a directed increasing fam-
ily of continuous functions withχU = sup

i∈I
ϕi, we have

J(χU ) = sup
i∈I

J(ϕi).

Hence there exists an increasing sequence (ϕn)n∈N of continuous
functions,∀ n ∈ N, ϕn belonging to the family (ϕi)i∈I such that

∀Jy, ϕn(y) ↑ χU(y).

Hence, 48

∀λw, ∀νwy, ϕn(y) ↑ χU(y),

Therefore,
∀λw, νw(ϕn) ↑ νw(χU).

Sincew → [γ(1)]C (w) ∈ C and A ∈ C , by property (iv) of the
conditional expectations of extended real valued functions mentioned in
§ 5 of Chapter 1 (actually the property ofvO ,C mentioned there is used),
we have

∀ n ∈ N,
∫

[ν(ϕn)]C

[ν(1)]C
(w)dλ(w) =

∫
[νϕn]C

[ν(1)]C
(w)dλ(w)

= ∁A
∫

∁A

νw(ϕn)

[ν(1)]C (w)
dλ(w)

Hence∀ n ∈ N,
∫ [ν(ϕn)]C

[ν(1)]C
dλ =

∫

∁A

νw(ϕn)

[ν(1)]C (w)
dλ(w). Since∀λw,

νw(ϕn) ↑ νw(χU),
∫

∁A

νw(ϕn)

[ν(1)]C (w)
dλ(w) ↑

∫

∁A

νw(χU )

[ν(1)]C (w)
dλ(w).

Again by the same property forvO ,C mentioned in (iv) of the condi-
tional expectations of extended real valued functions mentioned in§ 5
of Chapter 1,

∫

∁A

νw(χU )

[ν(1)]C (w)
dλ(w) =

∫

∁A

[ν(χU )]C

[ν(1)]C
(w)dλ(w)
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=

∫
[ν(χU)]C

[ν(1)]C
(w)dλ(w)

=

∫
[ν(χU)]C

[ν(1)]C
dλ

Hence, lim
n→∞

∫ [ν(ϕn)]C

[ν(1)]C
dλ exists and is equal to

∫ [ν(χU )]C

[ν(1)]C
dλ. This

proves that
[ν(χU)]C

[ν(1)]C
= SUP

i∈I
λ

[ν(ϕi)]C

[ν(1)]C
and therefore, by proposition (3,

§ 2.3, 30),

∀λw, ρ


[ν(χU )]C

[ν(1)]C

 (w) = sup
i∈I

ρ


[ν(ϕi)]C

[ν(1)]C

 (w).

and sup
i∈I

ρ


[ν(ϕi)]C

[ν(1)]C

 ∈ C sinceC is complete. Since∀w ∈ Ω, νC
w is a49

Radon measure,

νC
w (χU) = sup

i∈I
νC

w (ϕi)

= sup
i∈I

[ν(1)]C (w)ρ


[ν(ϕi)]C

[ν(1)]C

 (w)

= [ν(1)]C (w). sup
i∈I

ρ


[ν(ϕi)]C

[ν(1)]C

 (w).

HenceνC (χU) ∈ C , since both [ν(1)]C and sup
i∈I

ρ


[ν(ϕi)]C

[ν(1)]C

 belong

to C .
Let B ∈ C . Then,

∫

B

νC
w (χU)dλ(w) =

∫

B

[ν(1)]C (w) sup
i∈I

ρ


[ν(ϕi)C ]

[ν(1)]C

 (w)dλ(w)

=

B∫

B

[ν(1)]C (w)
[ν(χU )]C

[ν(1)]C
(w)dλ(w)
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=

∫

B

[ν(χU )]C (w)dλ(w)

=

B∫

B

νw(χU)dλ(w).

HenceνC (χU ) is a conditional expectation ofν(χU).

Step 3.Let us prove that∀ B ∈ Y , the functionνC (χB) belongs toC
and is a conditional expectation with respect toC of the functionν(χB).

Consider the classC of all setsB ∈ Y for which νC (χB) ∈ C and
is a conditional expectation with respect toC of the functionν(B). It is
easily seen thatC is ad-system.

From Step 2,C contains the classU of all open sets ofY, U is 50

a π-system generatingY . Hence, by the Monotone class theorem,C

containsY and henceC = Y .
Hence∀B ∈ Y , the functionνC (χB) belongs toC and is a condi-

tional expectation of the functionν(χB) with respect toC . This shows
that the measure valued functionνC onΩ with values inm+(Y,Y ) is a
conditional expectation ofν with respect toC .

Thus, Case 1 is completely proved.

Case 2.Let Y be an arbitrary topological space having the properties
stated in the theorem, i.e.∃ a sequence (Kn)n∈N of compact sets ofY
and a setN ∈ Y with J(N) = 0 such thatY =

⋃
n∈N

Kn ∪ N and such that

the measureJKn, the restriction ofJ to Kn is a Radon measure onKn.
Let

Xn = Kn\(K1 ∪ . . . ∪ Kn−1).

Then∀ n ∈ N, Xn is a Borel set ofY, Xn ∩ Xm = ∅ if n , m, Y =⋃
n∈N

Xn∪N and the measureJXn, the restriction ofJ to Xn is a finite Radon

measure onXn. By proposition (3,§ 2.4, 34),∀ n ∈ N, ∃ a sequence
(Xm

n )m∈N of mutually disjoint compact sets ofXn and a Borel setNn of
Xn with JXn(Nn) = 0 such that

{
(Xm

n )m∈N,Nn
}

is aJXn-concassage ofXn.
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Thus, there exists a sequence (Yn)n∈N of compact sets ofY and a set
M ∈ Y with J(M) = 0 such thatY =

⋃
n∈N

Yn ∪ M, Yn ∩ Ym = ∅ if n , m

and the measureJYn, the restriction ofJ to Yn is a Radon measure onYn.
Let ∀n, Yn be the Borelσ-algebra ofYn.

Let ∀ n ∈ N, νn be the measure valued function onΩ with values in
m+(YnYn), takingw ∈ Ω to the measureνn

w which is the restriction ofνw

to Yn. Then,∀ n ∈ N, νn ∈ Ôλ. ∀ B ∈ Yn,
∫

νn
w(B)dλ(w) =

∫
νw(B)dλ(w) = J(B) = JYn(B).

51

Hence the integral ofνn with respect toλ is the measureJYn which
is a Radon measure onYn. Hence, by Case 1,∀ n ∈ N, a conditional
expectationνC ,n of νn with respect toC exists.

Define∀ n ∈ N, ∀ w ∈ Ω, the measuresν′C ,nw onY as follows:
If B ∈ Y , defineν′C ,nw (B) as equal toνC ,n

w (B∩ Yn).
Then∀ n ∈ N, ∀w ∈ Ω, ν′C ,nw is a positive measure onY and the me

assure valued functionν′C ,n onΩ with values inm+(Y,Y ) taking w to
ν′C ,nw belongs toC .

Define∀ w ∈ Ω, the measureν′Cw on Y as ν′Cw =
∑

n∈N
ν′C ,nw i.e.

∀B ∈ Y , ν′Cw (B) =
∑

n∈N
ν′C ,nw (B). Then, the measure valued functionν′C

onΩ with values inm+(Y,Y ) taking w to the measureν′Cw belongs to
C .

Let C ∈ C andB ∈ Y . Then,
∫

C

ν′
C

w (B)dλ(w) =
∫

C

(
∑

n∈N

ν′
C ,n
w (B))dλ(w)

=

∑

n∈N

∫

C

ν′
C ,n
w (B)dλ(w)

=

∑

n∈N

∫

C

νC ,n
w (B∩ Yn)dλ(w)

=

∑

n∈N

∫

C

νn
w(B∩ Yn)dλ(w)
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since∀ n ∈ N, νC ,n(B∩ Yn) is a conditional expectation with respect to
C of νn(B∩ Yn). So the left side above is

=

∑

n∈N

∫

C

νw(B∩ Yn)dλ(w)

=

∫

C

(
∑

n∈N

νw(B∩ Yn))dλ(w).

SinceJ(M) = 0,∀λw, νw(M) = 0. Hence,∀B ∈ Y , ∀λw,
∑

n∈N
νw(B∩ 52

Yn) = νw(B) since the sequence (Yn)n∈N is mutually disjoint andY =⋃
n∈N

Yn ∪ M.

Hence,
∫

C

∑

n∈N

νw(B∩ Yn)dλ(w) =
∫

C

νw(B)dλ(w).

Therefore,ν′C (B) is a conditional expectation with respect toC of
the functionν(B)∀B ∈ Y . Henceν′C is a conditional expectation ofν
with respect toC . �

Remark 39.The assumptions in the above theorem regardingY and J
are fulfilled if J is aσ-finite Radon measure onY and these are stronger
than theJ-compacity property forY.

Lemma 40. Let Y be a compact metrizable space. LetC be aσ-algebra
contained inÔλ and let Ĉλ be the completion ofC with respect toλ.
Let νĈλ be a measure valued function onΩ with values inm+(Y,Y )

belonging toĈλ such that∀ w ∈ Ω, νĈλ
w is a Radon measure on Y and

J′, the integral ofνĈλ with respect toλ be a finite measure onY . Then,
there exists a measure valued functionνC onΩ with values inm+(Y,Y )
belonging toC , such that∀w ∈ Ω, νC

w is a Radon measure on Y and

∀λw, νC
w = ν

Ĉλ
w .

Proof. SinceY is a compact metrizable space, the Banach spaceC (Y)
of all real valued continuous functions onY has acountable denseset
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D. If ψ ∈ C (Y), let ||ψ|| be sup
y∈Y
|ψ(y)|. We can assume thatD has the

following property, namely, given anyf ∈ C (Y), f ≥ 0 and anyǫ > 0,
there exists a functionϕǫ ∈ D, ϕǫ ≥ 0 such that|| f − ϕǫ || ≤ ǫ. i.e.,
the positive elements ofC (Y) can be approximated at will by positive
elements ofD. Let a sequence (ϕn)n∈N of continuous functions onY,
constitute the setD.

Now, ∀ n ∈ N, the functionνĈλ(ϕn) belongs toĈλ and isλ-integra-
ble. Hence∀ n ∈ N, there exist functionsf n

1 and f n
2 onΩ belonging to

C such that
∀ w ∈ Ω, f n

1 (w) ≤ νĈλ
w (ϕn) ≤ f n

2 (w)

and the setBn =
{
w ∈ Ω | f n

1 (w) , f n
2 (w)

}
hasλ-measure zero.53

Let B =
⋃

n∈N
Bn. ThenB ∈ C andλ(B) = 0.

Let ϕ ∈ C (Y). There exists a sequenceϕnk of functions belonging
to D such that

||ϕnk − ϕ|| → 0 asnk → ∞.

Since∀ w, νĈλ
w is a Radon measure onY and hence∀w, νĈλ

w (Y) < +∞

sinceY is compact, we have∀w ∈ Ω, νĈλ
w (ϕnk)→ ν

Ĉλ
w (ϕ) asnk → ∞.

Hence, ifw < B, lim
nk→∞

f nk
1 (w) and lim

nk→∞
f nk
2 (w) exist and both are

equal to lim
nk→∞

ν
Ĉλ
w (ϕnk) which isνĈλ

w (ϕ).

Therefore,∀ϕ ∈ C (Y), ∀w < B, the lim
nk→∞

f nk
1 (w) is independentof

the choice of the sequence (ϕnk) chosen to converge toϕ in C (Y).
Hence,∀w ∈ Ω, define the mapνC

w onC (Y) as,

νC
w (ϕ) =


lim

nk→∞
f nk
1 (w), if w < B

0 if w ∈ B.

whereϕǫC (Y) and (ϕnk)nk∈N is a sequence such that∀nk ∈ N, ϕnk ∈ D
andϕnk → ϕ asnk → ∞ in C (Y). ∀ w ∈ Ω, the mapνC

w defined onC (Y)

as above is clearly linear and ifw < B, νC
w (ϕ) = νĈλ

w (ϕ) for all ϕ ∈ C (Y).

i.e. ∀λw, ∀ϕ ∈ C (Y), γϕw(ϕ) = νĈλ
w (ϕ). Moreover the linear functionalνC

w
is positive because of our assumptions onD that the positive elements of
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C (Y), can be approximated by positive elements ofD. Hence,∀w ∈ Ω,
νC

w is a Radon measure onY.

Since∀λw, ∀ϕ ∈ C (ϕ) = ν
Ĉλ
w (ϕ) and since∀w ∈ Ω, νC

w andνĈλ
w

are Radon measures, it follows that∀λw, the measuresνC
w andνĈλ

w are
equal, i.e. 54

∀λw, ν
C
w = ν

Ĉλ
w .

We have to prove that the measure valued functionνC onΩ taking
w to νC

w belongs toC .
If ϕ ∈ C (Y), it is clear that the functionνC (ϕ) belongs toC since∀

n ∈ N, f n
1 ∈ C andB ∈ C .

Let U be a non-void open set. SinceY is metrizable, there exists an
increasing sequenceϕn of continuous functions onY such that∀n ∈ N,
0 ≤ ϕn ≤ χU andϕn(y) ↑ χU(y) for all y ∈ Y.

Hence∀w ∈ Ω, νC
w (χU) = lim

n→∞
νC

w (ϕn). Therefore,∀U open,νC

(χU) ∈ C .
Now, a standard application of the Monotone class theorem will

yield that∀C ∈ Y , the functionνC (χC) belongs toC .
Hence the measure valued functionνC belongs toC and since∀λw,

νC
w = ν

Ĉλ
w , our lemma is completely proved. �

Theorem 41. Let Y have the J-compacity metrizability property. Let
C be aσ-algebra contained inÔλ and let λ restricted toC be σ-
finite. Then a conditional expectation ofν with respect toC exists and
is unique.

Proof. Let us prove the theorem under the assumption thatY is a com-
pact metrizable space andJ is a finite measure onY . The general case
will follow along lines similar to case 2 of theorem (3,§ 4, 38).

Since J is a finite measure onY and Y is a compact metrizable
space,J is a Radon measure onY. Let Ĉλ be the completion ofC with
respect toλ. By case 1 of theorem (3,§ 4, 38), a conditional expectation

νĈλ of ν with respect toĈλ exists in such a way that∀ w ∈ Ω, νĈλ
w is a

Radon measure onY.
∫

ν
Ĉλ
w (Y)dλ(w) =

∫
νw(Y)dλ(w) = J(Y) < +∞.
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Hence, by the above lemma (3,§ 4, 40), there exists a measure valued55

function νC on Ω with values inm+(Y,Y ) such thatνC ǫC and∀λw,

νC
w = ν

Ĉλ
w .

Hence, sinceνĈλ is a conditional expectation ofν with respect to
Ĉλ.ν

C is a conditional expectation ofν with respect toC .
Since the Borelσ-algebra of a compact metrizable space is count-

ably generated, we can easily see that ifY has theJ-compacity metriz-
ability property, Y has theJ-countability property. Hence by theo-
rem (3,§ 3, 36) the conditional expectation ofν with respect toC is
unique. �

5 Existence theorem for disintegration of a
measure. The theorem of M. Jirina

Throughout this section, letΩ be a topological space,O its Borelσ-
algebra andλ a positive measure onO.

We have already remarked in§ 1 of this chapter, that a disintegration
of λ with respect toC is a conditional expectation of the measure valued
functionδ onΩ with values inm+(Ω,O) takingw to the Dirac measure
δw and vice versa. So, by theorem (3,§ 3, 36) we get the following
uniqueness theorem for disintegrations and by the theorems(3, § 4, 38)
and (3,§ 4, 41), we get the following two theorems for the existence of
disintegrations. More precisely, we have

Theorem 42 (Uniqueness). Let λ be aσ-finite measure onO and let
O have theλ-countability property. LetC be aσ-algebra contained in
Ôλ and letλ restricted toC beσ-finite. Then, if

{
(λC

1 )w

}
winOmega

and
{
(λC

2 )w

}
w∈Ω

are two disintegrations ofλ with respect toC , we have∀λw,

(λC

1 )w = (λC

2 )w.

Theorem 43(Existence(M.Jirina)). Let there exist a sequence(Kn)n∈N

of compact sets ofO and a set N∈ O such that

(i) Ω =
⋃

n∈N
Kn ∪ N,56
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(ii) λ(N) = 0, and

(iii) ∀ n ∈ N, the restriction ofλ to Kn is a Radon measure on Kn.

Let C be a completeσ-algebra contained inÔλ i.e. let C = Ĉλ.
Then, a disintegration ofλ with respect toC exists.

Theorem 44 (Existence). Let Ω have theλ-compacity metrizability
property. LetC be aσ-algebra contained inÔλ and letλ|C beσ-finite,
whereλ|C stands stands for the restriction onλ to C . Then, a disinte-
gration ofλ with respect toC exists and is unique.

We remark that the assumptions in the theorem (3,§ 5, 43) are ful-
filled if λ is aσ-finite Radon measure onΩ. Ω has theλ-compacity
metrizability property ifλ is aσ-finite Radon measure onΩ and if Ω
is either metrizable or if every compact subset ofΩ is metrizable. In
particular, ifΩ is a Suslin space and ifλ is aσ-finite Radon measure on
Ω, thenΩ has theλ-compacity metrizability property.

When λ is a Radon probability measure onΩ i.e., λ is a Radon
measure andλ(Ω) = 1, the theorem (3,§ 5, 43) is essentially due to
M. Jirina [1] in the sens that this theorem is an easy consequence of his
theorem 3.2, on page 448 and the ‘note added in proof’ in page 450.

6 Another kind of existence theorem for conditional
expectation of measure valued functions

Throughout this section, letΩ be a topological space,O its Borelσ-
algebra,λ a positive measure onO, Y a topological space andY its
Borelσ-algebra.

If C is aσ-algebra ofÔλ, we saw in Chapter 1 how the existence of a
disintegration ofλ with respect toC , implies immediately the existence
of conditional expectation with respect toC of non-negative, extended57

real valued functions onΩ belonging toO and in Chapter 2, we saw
how the existence of a disintegration ofλ with respect toC implies
the existence of conditional expectation with respect toĈλ of extended
real valuedλ-integrable functions belonging tôOλ and also of Banach
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space valuedλ-integrable functions belonging tôOλ. In this section, we
shall consider the case of measure valued functions in relation to their
conditional expectations with respect toC , when a disintegration ofλ
with respect toC exists.

Theorem 45. LetC be aσ-algebra contained inÔλ. Let (λC
w )w∈Ω be a

disintegration ofλwith respect toC . Letν be a measure valued function
on Ω with values inm+(Y,Y ). Let ν ∈ O . Then the measure valued
functionνC onΩwith values inm+(Y,Y ) defined asνC

w =
∫
νw′λ

C
w (dw′)

is a conditional expectation ofν with respect toC . In particular, a
conditional expectation ofν with respect toC exists.

Proof. Let f be a function onY, f ≥ 0, f ∈ Y . Consider the extended
real valued functionν( f ). This function belongs toO sinceν ∈ O. Since
(λC

w )w∈Ω is a disintegration ofλ with respect toC , the functionw →∫
νw′( f )λC

w (dw′) is a conditional expectation of the functionν( f ) with
respect toC . Hence the measure valued functionνC onΩ with values
in m+(Y,Y ) defined asνC

w =
∫
νw, λ

C
w (dw′) ∀w ∈ Ω, is a conditional

expectation ofν with respect toC . �

Whenν ∈ Ôλ, we cannot apply the above argument since forf ≥ 0
on Y, belonging toY , ν( f ), though belongs toÔλ, does not in general
belong toO. Hence, the integral

∫
νw′( f )λC

w (dw′) does not have a mean-
ing in general for all functionsf onY, f ≥ 0, f ∈ Y , since the measures
λC

w are measures onO and not onÔλ for all w ∈ Ω.
However, for functionsν belonging toÔλ, we have the following58

theorem of existence of conditional expectations.

Theorem 46. Let be aσ-algebra contained inÔλ. Let (λC
w )w∈Ω be a

disintegration ofλwith respect toC . Letν be a measure valued function
onΩ with values inm+(Y,Y ), ν belonging toÔλ. Let J =

∫
νwdλ(w).

Let J beσ-finite and letY have the J-countability property. Then, a
conditional expectation ofν with respect toC exists and is unique.

For the proof of this theorem, we need the following lemma.

Lemma 47. Let ν be a measure valued function onΩ with values in
m+(Y,Y ), ν belonging toÔλ. Let J=

∫
νwdλ(w). Let J beσ-finite. Let
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Y have the J-countability property. Then there exists a measure valued
function ν′ on Ω with values inm+(Y,Y ) such thatν′ ∈ O and ∀λw,
ν′w = νw onY .

Proof. SinceJ is σ-finite, there exists an increasing sequence (En)n∈N

of sets belonging toY such thatY =
⋃

n∈N
En andJ(En) < +∞∀ n ∈ N.

Hence,
∀ n ∈ N, ∀λw, νw(En) < +∞,

Hence,
∀λw, ∀n ∈ N, νw(En) < +∞.

i.e. ∃ a setN1 ∈ O with λ(N1) = 0 such that ifw < N1, νw(En) < +∞
for all n ∈ N.

Let N ∈ Y with J(N) = 0 such that theσ-algebraY ∩ ∁N on
Y′ = Y∩ ∁N is countably generated.

SinceJ(N) = 0, ∃ N2 ∈ O with λ(N2) = 0 such that ifw < N2,
νw(N) = 0.

Let C = (Cn)n∈N, ∀n ∈ N, Cn ∈ Y ′ generateY ′. We can assume
thatC is aπ-system and thatY′ ∈ C .

Consider∀ n ∈ N, ∀ m ∈ N, the functionw → νw(Em ∩ Cn).
This function belongs toÔλ and Em ∩ Cn ∈ Y . Therefore, there ex-
ist functions f m,n

1 and f m,n
2 on Ω belonging toO such thatf m,n

1 (w) ≤ 59

νw(Em∩Cn) ≤ f m,n
2 (w) for all w ∈ Ω and the set

Nm,n
=

{
w ∈ Ω | f m,n

1 (w) , f m,n
2 (w)

}

hasλ-measure zero.
Let N3 =

⋃
m∈N
n∈N

Nm,n. ThenN3 ∈ O andλ(N3) = 0.

If y0 is any point ofY, define the measure valued functionν′ onΩ
with values inm+(Y,Y ) as follows.

ν′w =


νw, if w < N1 ∪ N2 ∪ N3

δy0, if w ∈ N1 ∪ N2 ∪ N3

From the definition, it is clear that∀λw, ν′w = νw. To prove the
lemma, we have to prove only thatν′ ∈ O. Now,
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∀m ∈ N,∀n ∈ N ,∀w ∈ Ω,

ν′w(Em ∩Cn) = χ∁{N1∪N2∪N3}
(w) · νw(Em ∩Cn) + χN1∪N2∪N3(w) · χEm∩Cn(y0)

= χ∁{N1∪N2∪N3}
· f m,n

1 (w) + χN1∪N2∪N3(w) · χEm∩Cn(y0).

Since f m,n
1 ∈ O andN1 ∪ N2 ∪ N3 ∈ O, it is clear that the function

ν′(Em∩Cn) belongs toO.
Now fix am ∈ N. Let

B =
{
B ∈ Y

′ | ν′(B∩ Em) belongs toO
}
.

It is clear thatB is ad-system.B contains theπ-systemC which
generatesY ′. Hence, by the Monotone class theorem,B = Y ′. Hence,
sincem is arbitrary,∀ m∈ N, ∀ B ∈ Y ′, ν′(B∩Em) belongs toO. Since
∀B ∈ Y ′, ∀ w ∈ Ω, ν′w(B) = lim

m→∞
ν′w(B ∩ Em), it follows that ν′(B)

belongs toO.
Let

A ∈ Y , A = A∩ Y′ ∪ A∩ N.

If w < N1 ∪ N2 ∪ N3, ν′w(A) = ν′w(A ∩ Y′), sinceν′w(A ∩ N) =60

νw(A∩ N) = 0. Hence,

ν′w(A) = χ∁{N1∪N2∪N3}
(w).ν′w(A∩ Y′) + χN1∪N2∪N3(w).χA(y0)

for all w ∈ Ω. SinceA∩ Y′ ∈ Y ′, the functionν′(A∩ Y′) belongs toO.
SinceN1 ∪ N2 ∪ N3 ∈ O, it follows from the above expression ofν′(A),
thatν′(A) belongs toO.

SinceA ia an arbitrary set∈ Y , it follows that the measure valued
functionν′ belongs toO. �

Proof of theorem 46From the above lemma (3,§ 6, 47) there exists
a measure valued functionν′ on Ω with values inm+(Y,Y ) such that
ν′ ∈ O and∀λw, ν′w = νw. From theorem (3,§ 6, 45) there exists a
conditional expectationν′C with respect toC for ν′, sinceν′ ∈ O. Since
∀λw, ν′w = νw, it is clear thatν′C is also a conditional expectation ofν
with respect toC .

The uniqueness follows from theorem (3,§ 3, 36).
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Thus, we see, if a disintegration ofλ with respect toC exists, how
theorem (3,§ 6, 45) guarantees immediately the existence of conditional
expectations with respect toC of measure valued functions belonging to
O and how theorem (3,§ 6, 46) guarantees the same for measure valued
functions belonging toÔλ if J isσ-finite and ifY has theJ-countability
property whereJ is the integral ofν with respect toλ. But theorems (3,
§ 5, 43) and (3,§ 5, 44) give sufficient conditions for the existence of
disintegration ofλ. Hence, we have the following existence theorem of
conditional expectations for measure valued functions.

Theorem 48. (i) Let C be a completeσ-algebra contained inÔλ and
le there exist a sequence(Kn)n∈N of compact sets ofΩ and a set N∈ O

with λ(N) = 0 such thatΩ =
⋃

n∈N
Kn ∪ N and the restriction ofλ to

Kn∀ n ∈ N is a Radon measure on Kn.
Or (ii) Let C be an arbitraryσ-algebra contained inÔλ and letΩ 61

have theλ-compacity metrizability property.

Then, under either of the conditions (i) and (ii), ifν is any mea-
sure valued function onΩ with values inm+(Y,Y ), ν ∈ O , a conditional
expectation ofν with respect toC exists.

If ν ∈ Ôλ, if J =
∫
νwdλ(w), if J is σ-finite, and ifY has theJ-

countability property, then under either of the conditions(i) and (ii), a
conditional expectation ofν with respect toC exists and is unique.

7 Conditions for a given family (λC
w )w∈Ω of positive

measures onO, to be a disintegration of λ with
respect toC and consequences

Throughout this section, let (Ω,O , λ) be a measure space and letC be
aσ-algebra contained in̂Oλ. Let (λC

w )w∈Ω be a given family of positive
measures onO. We shall discuss below some necessary and sufficient
conditions for this family to be a disintegration ofλ, with respect toC .

Proposition 49. For (λC )w∈Ω to be a disintegration ofλ, it is necessary
and sufficient that the following three conditions are verified.
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(i) The measure valued functionλC taking w∈ Ω to λC
w , belongs to

C

(ii) λ =
∫
λC

w dλ(w) and

(iii) ∀ A ∈ C , ∀λw, λC
w is carried by A or by∁A according as w∈ A

or w ∈ ∁A.

Proof. Necessity.Let (λC
w )w∈Ω be a disintegration ofλ with respect to

C . Then, by the definition of disintegration, (i) and (ii) are fulfilled. Let
us verify (iii).

Let A ∈ C . λC (∁A) is a conditional expectation ofχ∁A with respect
to C . Therefore,

∫

A

χ∁A(w)dλ(w) =
∫

A

λC
w (∁A)dλ(w)

i.e. 0= λ(A∩ ∁A) =
∫

A

λC

A (∁A)dλ(w).

62

Therefore,∀λw, χA(w). λC

A (∁A) = 0. Similarly,

∀λw, χ∁A(w).λC
w (A) = 0.

This proves that∀λw, λC
w (∁A) = 0 if w ∈ A andλC

w (A) = 0, if
w ∈ ∁A. Hence,∀λw, λC

w is carried byA if w ∈ A and is carried by∁A
if w ∈ ∁A.

Sufficiency. We have to prove that∀B ∈ O. λC (B) is a conditional
expectation ofχB with respect toC . i.e., we have to prove that∀ A ∈ C ,

∫

A

χBdλ =
∫

A

λC (B)dλ;

i.e. we have to prove that

λ(A∩ B) =
∫

A

λC (B)dλ.
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∫

A

λC
w (B)dλ(w) =

∫

A

λC
w (B∩ A)dλ(w) +

∫

∁A

λC
w (B∩ ∁A)dλ(w).

Since∀λw, w ∈ A, λC
w is carried byA,

∀λw, w ∈ A, λC
w (B∩ ∁A) = 0.

Hence, ∫

A

λC
w (B∩ ∁A)dλ(w) = 0.

Therefore,
∫

A

λC
w (B)dλ(w) =

∫

A

λC
w (A∩ B)dλ(w).

Since

λ =

∫
λC

w dλ(w),

λ(A∩ B) =
∫

λC
w (A∩ B)dλ(w)

=

∫

A

λC
w (A∩ B)dλ(w) +

∫

∁A

λC
w (A∩ B)dλ(w).

Since∀λw, λC
w is carried by∁A if w ∈ ∁A, 63

∫

∁A

λC
w (A∩ B)dλ(w) = 0.

Hence

λ(A∩ B) =
∫

A

λC
w (A∩ B)dλ(w)

=

∫

A

λC
w (B)dλ(w)

�
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Definition 50. Let (X,X ) be a measurable space. Let x∈ X. TheX-
atom ofx is defined to be the intersection of all sets belonging toX and
containing x.

Definition 51. Let (X,X) be a measurable space. We sayX is countably
separatingif there exists a sequence(An)n∈N, An ∈ X ∀n ∈ N, such that
∀x ∈ X, theX-atom of x is the intersection of all the An’s that contain x.

It can be easily proved that ifX is countably generated, then it is
countably separating.

Proposition 52. Let (i) the measure valued functionλC onΩ taking w
to λC

w belong toC .

(i) λ =
∫
λC

w dλ(w) and

(ii) ∀λw, λC
w is carried by theC -atom of w.

Then(λC
w )w∈Ω is a disintegration ofλ.

Proof. Let (λC
w )w∈Ω have (i), (ii) and (iii). From condition (iii), we see

by the definition of theC -atom ofw, givenA ∈ C , ∀λw, λC
w is carried

by A if w ∈ A andλC
w is carried by∁A if w ∈ ∁A. Thus, the condition

(iii) of this proposition implies the condition (iii) of theproposition (3,
§ 7, 49). Hence, the conditions (i), (ii) and (iii) of this proposition imply
the conditions (i), (ii) and (iii) of the proposition (3,§ 7, 49). Hence
(λC

w )w∈Ω is a disintegration ofλ with respect toC �

Proposition 53. Let C be countably separating. Then, the conditions64

(i), (ii) and (iii) of the previous proposition (3,§ 7, 52) are necessary for
(λC

w )w∈Ω to be a disintegration ofλ with respect toC .

Proof. Let C be countably separating and let (λC
w )w∈Ω be a disintegra-

tion of λ with respect toC . Then (i) and (ii) are obvious. We have to
only verify that∀λw, λC

w is carried by theC -atom ofw.
SinceC is countably separating, by definition, there exists a se-

quence (An)n∈N of sets belonging toC such that∀w ∈ Ω, theC -atom of
w is the intersection of all theAn’s that containw.
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By condition (iii) of the proposition (3,§ 7, 49),∀ n ∈ N, ∃ a set
Nn ∈ O with λ(Nn) = 0 such that ifw < Nn, λC

w is carried byAn if
w ∈ An and is carried by∁An if w < An.

Let N =
⋃

n∈N
Nn. ThenN ∈ O andλ(N) = 0. Let w < N and let

Aw be theC -atom ofw. SinceC is countably separating, there exists a
sequence (nk) of natural numbers such that

Aw =

⋃

Ank∋w

Ank ,

Ank belonging to the sequence (An)n∈N∀nk.
For everynk, sincew ∈ Ank, λ

C
w is carried byAnk and hence is carried

by Aw sinceAw =
⋂

Ank∋w

Ank.

Sincew < N is arbitrary, it follows that∀λw, λC
w is carried by the

C -atom ofw. �

The followingcounter examplewill show that the condition (iii) of
the proposition (3,§ 7, 52), namely∀λw, λC

w is carried by theC -atom
of w is not necessarily true for a disintegration (λC

w )w∈Ω of λ with respect
to C , without further assumptions onC .

Let Ω be the circleS1 in R2. Let O be the Borelσ-algebra ofΩ. 65

Let λ be the Lebesgue measure ofS1 on O. Let C be theσ-algebra of
all symmetric Borel sets. SinceΩ is a compact metric space andλ is
a Radon probability measure, by theorem (3,§ 5, 44), a disintegration
(λC

w )w∈Ω of λ with respect toC exists and is unique. Consider the family
(δC

w )w∈Ω of measures given byδC
w =

1
2(δw+ δ−w). It is easy to check that

(δC
w )w∈Ω is a disintegration ofλ with respect toC . Since the disintegra-

tion is unique, we have∀λw, λC
w = δ

C
w , i.e. ∀λw, ∀C

w =
1
2(δw + δ−w).

Let Ĉ be theσ-algebra generated byC and all theλ-null sets ofO.
i.e. letĈ = C Vηλ. By theorem (3,§ 5, 44), a disintegration (λĈ

w )w∈Ω of
λ with respect toĈ exists and is unique. It is clear that (λC

w )w∈Ω is also
a disintegration ofλ with respect toĈ . Hence, by uniqueness,

∀λw, λ
Ĉ
w = λ

C
w =

1
2

(δw + δ−w).
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If w ∈ Ω, theĈ -atom ofw is the single pointw itself. Since we see
that ∀λw, λĈ

w =
1
2(δw + δ−w), ∀λw, λĈ

w is carried by the pair of points
w and−w and hence not by theĈ -atom of w for thesew for which
λĈ

w =
1
2(δw + δ−w). Hence, the condition (iii) of proposition (3,§ 7, 52)

is violated.
Let us now state and prove some simple, but useful consequences of

the previous propositions.
Let (Z, z) be a measurable space such thatz is countably separating

and let∀ z ∈ Z, thez-atom ofz bez itself. This means that there exists
a sequence (Zn)n∈N of sets belonging toz such that every pointz ∈ Z is
the intersection of a suitable subsequence of theseZn’s.

Proposition 54. Let h be a mapping fromΩ to Z such that h∈ C . Let
(λC

w )w∈Ω be a disintegration ofλ with respect toC . Then,

∀λw, ∀λC
w

w′, h(w′) = h(w).

i.e. ∀λw, h isλC
w almost everywhere is a constant equal to h(w).66

Proof. Let w ∈ Ω. There exists a subsequence (Znk)nk∈N of (Zn)n∈N such
that

h(w) =
∞⋂

nk=1

Znk.

Hence,

h−1(h(w)) =
∞⋂

nk=1

h−1(Znk).

∀ n ∈ N, h−1(Zn) ∈ C sinceh ∈ C .
Now, by condition (iii) of the proposition (3,§ 7, 49),∀ n ∈ N, ∀λw,

λC
w is carried byh−1(Zn) if w ∈ h−1(Zn). Hence,∀λw, ∀ n ∈ N, λC

w is
carried byh−1(Zn) if w ∈ h−1(Zn).

Therefore,∀λw, λC
w is carried by the intersection of all thoseh−1(Zn)

for which w ∈ h−1(Zn). But the intersection of all theh−1(Zn) for which
wh−1(Zn) is h−1(h(w)).

Hence,∀λw, λC
w is carried byh−1(h(w)). This precisely means that

∀λw, ∀λC
w

w′, h(w′) = h(w).
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�

Corollary 55. Let (hn)n∈N be a sequence of functions onΩ with values
in Z such that∀ n, hn ∈ C . Then,

∀λw, ∀λC
w

w′,∀n ∈ N, hn(w′) = hn(w).

Proof. This is an immediate consequence of the above proposition (3, §
7, 54). �

Corollary 56. LetO be countably generated. Then∀λw,∀λC
w

w′, λC

w′ =

λC
w .

Proof. Let (Bn)n∈N be aπ-system generatingO. Define a sequence
(hn)n∈N of functions onO ashn(w) = λC

w (Bn)∀w ∈ Ω.
Then,∀ n, hn is a function onΩ with values in the extended real67

numbers andhn ∈ C ∀ n ∈ N. Hence, by the above Corollary (3,§ 7,
55),

∀λw,∀λC
w

w′, ∀n ∈ N, λC

w′(Bn) = λ
C
w (Bn).

A standard application of the Monotone class theorem therefore
gives,

∀λw, ∀λC
w

w′, ∀B ∈ O , λC

w′(B) = λC
w (B).

Hence,
∀λw, ∀λC

w
w′, λC

w′ = λ
C
w .

�
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Chapter 4

Supermartingales

1 Extended real valued Supermartingales

Throughout this chapter, let (Ω,O , λ) be a measure space. Let (C t)t∈R 69

be a family of subσ-algebras ofÔλ, which is increasingin the sense
that∀ s, t ∈ R, s ≤ t, C s ⊂ C t. Let us further assume thatλ restricted
to C t is σ-finite ∀t ∈ R. It C is aσ-algebra contained in̂Oλ and f is a
function onΩ with values inR̄+, belonging toÔλ, f C will stand for a
conditional expectation off with respect toC .

If f is a function fromΩ × R to R̄+, f t will denote∀ t ∈ R, the

function onΩ with values inR̄+, takingw ∈ Ω to f (w, t). ∀w ∈ Ω, fw
will denote the function onR to R̄+, takingt to f (w, t).

Let f be a function fromΩ × R to R̄+. We have the following series
of definitions.

Definition 57. f is said to beadaptedto (C t)t∈R if ∀ t, f t ∈ C t.

Definition 58. f is said to beright continuousif ∀λw, fw is a right
continuous function.

Definition 59. f is said to beregulatedif ∀λw, fw has finite right and
finite left limits at all points t∈ R.

Definition 60. A function g fromΩ×R to R̄+ is said to be amodification
or a versionof f if ∀ t ∈ R, ∀λw, g(w, t) = f (w, t).

71
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Definition 61. f is said to be asupermartingale(resp. martingale)
adapted to(C t)t∈R if

(i) f is adapted to(C t)t∈R and70

(ii) ∀ s, t ∈ R, s≤ t, ∀λw, ( f t)C
s
(w) ≤ f s(w).

(resp.

(i) f is adapted to(C t)t∈R and

(ii) ∀ s, t ∈ R, s≤ t, ∀λw, ( f t)C
s
(w) = f s(w))

Note that every martingale is a supermartingale. A simple example
of a supermartingale adapted to(C t)t∈R is given by any function f from
Ω × R to R̄+, adapted to(C t)t∈R for which ∀λ w, fw is a decreasing
function of t.

Let g be any function onΩ with values inR̄+ and belonging toÔλ.
Let∀ t, w→ f (w, t) be a given conditional expectation ofg with respect
to C t. Then, it is clear that the functionf onΩ × R to R̄+, taking (w, t)
to f (w, t) is a martingale, adapted to (C t)t∈R.

If f is a supermartingale adapted to (C t)t∈R, note thatt → Jt
=∫

f tdλ is a decreasing function oft. If f is a right continuous super-
martingale, we easily see by applying Fatou’s lemma thatt → Jt is right
continuous.

Definition 62. A supermartingale adapted to(C t)t∈R, is said to bereg-
ular if it is right continuous and regulated.

Note that if f is a regular supermartingale adapted to (C t)t∈R, then
∀λw, fw is a real valued function onR.

Definition 63. A supermartingale g adapted to(C t)t∈R is said to be a
regular modificationof a supermartingale f adapted to(C t)t∈R if g is
regular and is a modification of f .

Remark 64. If f is a supermartingale adapted to (C t)t∈R and ifg1 andg2

are two regular modifications off , we easily see that∀λw, ∀t, g1(w, t) =
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g2(w, t). In this sense, we say that a regular modification of a super-
martingale adapted to (C t)t∈R is unique if exists. In particular, iff is a
regular supermartingale adapted to (C t)t∈R and if g is a regular modifi-71

cation of f , then∀λw, ∀t, g(w, t) = f (w, t).

The following theorem is very fundamental in the theory of super-
martingales. It guarantees the existence of a regular modification for
a supermartingale, under some conditions. Whenever, we refer to the
following theorem, we refer to it as ‘the fundamental theorem’.

The Fundamental theorem. Let f be a supermartingale adapted to
(C t)t∈R such that∀ t ∈ R, Jt < +∞ and t → Jt right continuous. Let
further the family (C t)t∈R of σ-algebras beright continuousin the sense
that∀t ∈ R, C t

=
⋂
u>t

C u. Then, there exists a functiong onΩ × R with

values inR+ such thatg is a regular modification off .
This theorem is proved in P.A. Meyer [1] in theoremsT4 andT3

of Chap. VI, in pages 95 and 94. In that book, the supermartingales
are assumed to take only real values. Hence to deduce the fundamental
theorem from the theoremsT4 andT3 mentioned above, we observe the
following.

Since∀ t, Jt < +∞, we have∀ t, ∀λw, f (w, t) < +∞. Define a
functionh onΩ × R with values inR+ as follows:

h(w, t) =


f (w, t) if f (w, t) < +∞.

0 otherwise.

Then,h is a modification off with values inR+. Hence by applying
the theoremsT4 andT3 of Chap. VI of P.A. Meyer [1], we get a regular
modification forh and it is also a regular modification off as well.

Remark 65.Let (C t)t∈R be an increasing right continuous family ofσ-
algebras contained in̂Oλ. Let f be a right continuous supermartingale
adapted to (C t)t∈R, such that∀ t ∈ R, Jt

=

∫
f (w, t)dλ(w) < +∞. Then

f is regular.

For, by the fundamental theorem, there exists a regular modification
g of f sinceJt < +∞ ∀ t ∈ R andt → Jt is right continuous by Fatou’s
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lemma.

∀t, ∀λw, g(w, t) = f (w, t)

∀λw, ∀t ∈ Q, g(w, t) = f (w, t).

72

Because∀λw, gw and fw are right continuous, it follows that∀λw,
∀t ∈ R, g(w, t) = f (w, t). Since∀λw, gw is regular, it follows that∀λw,
fw is also regular.

The following procedure is standard and gives a method of finding
out the regular modification of a supermartingale, wheneverit exists.

Let

(
k
2n

)

k∈Z,n∈N
be the set of all dyadic rationals. Then,∀n ∈ N,

R =
⋃
k∈Z

(
k
2n ,

k+ 1
2n ]. ∀n ∈ N, define the functionsτn from R to R as

follows:

If t ∈ R, τn(t) =
k+ 1

2n if t ∈ (
k
2n ,

k+ 1
2n ].

Then∀t ∈ R, τn(t) ↓ t asn→∞ and if t is a dyadic rational,τn(t) = t
for all n large enough.

Let f be a function onΩ × R with values inR̄+. Define another
function f̄ onΩ × R with values inR̄+ as follows:

f̄ (w, t) =


lim
n→∞

f τn(t)(w), if the limit exists and is finite.

0, otherwise.

It is obvious that ift is a dyadic rational and iff (w, t) < +∞, then
f̄ (w, t) = f (w, t).

Proposition 66. Let f be a function onΩ × R with values inR̄+. Then

(i) If the family (C t)t∈R is right continuous, and if f is adapted to
(C t)t∈R, so is f̄ .

(ii) If f is right continuous, and if∀λw, ∀t, f (w, t) < +∞, then∀λw,
∀t, f̄ (w, t) = f (w, t).
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Proof. (i) Since f is adapted to (C t)t∈R and (C t)t∈R is right contin-
uous, we can easily see that∀ t, the set{w : lim

n→∞
f τn(t)(w) exists

and is finite} belongs toτt. From this, it follows that∀t, f̄ t ∈ C73

and this means that̄f is adapted to (C t)t∈R.

(ii) Since f is right continuous, there exists a setN1 ∈ O with λ(N1) =
0 such that ifw < N1, fw is a right continuous function onR. Let
N2 ∈ O, λ(N2) = 0 be such that ifw < N2, f (w, t) < +∞ for
all t ∈ R. Then if w < N1 ∪ N2, for all t, lim

n→∞
f τn(t)(w) exists

and is equal tof (w, t) and hence is finite. Thus, ifw < N1 ∪ N2,
f̄ (w, t) = f (w, t)∀t ∈ R.

Hence,∀λw, ∀t ∈ R, f̄ (w, t) = f (w, t). �

We have the following obvious corollary.

Corollary 67. Let(C t)t∈R be a right continuous increasing family of sub
σ-algebras ofÔλ. Let f be a supermartingale adapted to(C t)t∈R and
let g be a regular modification of f . Then,∀λw, ∀t, g(w, t) = f̄ (w,mt).
In particular, if f is a supermartingale adapted to(C t)t∈R with Jt <

+∞ and t→ Jt right continuous, then∀λw, ∀t, lim
n→∞

f (w, τn(t)) exists

and is finite and∀ t, ∀λw, f(w, t) = f̄ (w, t). Moreover, f̄ is a regular
modification of f .

In the course of proofs of several theorems in this book, the follow-
ing important theorem will be needed. We call it the “Upper envelope
theorem” and whenever we refer to it, we will refer to it as the “Upper
envelope theorem”. We state this without proof.

Let (X,X, µ) be a measure space. Let (Xt)t∈R be an increasing right
continuous family ofσ-algebras contained in̂Xµ. Let (fn)n∈N be an in-
creasing sequence of regular supermartingales in the sensethat∀ n ∈ N,
fn is a regular super martingale adapted to (Xt)t∈R such that∀µx, ∀t,
fn(x, t) ≤ fn+1(x, t) for all n ∈ N. Let f (x, t) = sup

n
fn(x, t). Then f is

a right continuous supermartingale and∀µx, limits from the left exist at
all points.

For a proof see P.A. Meyer [1]. T16, p.99.
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2 Measure valued Supermartingales

Let (Y,Y ) be a measurable space. Letν be a measure valued function74

onΩ × R with values inm+(Y,Y ), taking a point (w, t) of Ω × R to the
measureνt

w on Y . Let ∀ t ∈ R, νt be the measure valued function on
Ω with values inm+(Y,Y ) taking w ∈ Ω to νt

w and∀ w ∈ Ω, let νw be
the measure valued function onR taking t ∈ R to the measureνt

w. If f
is a function onY, f ≥ 0, f ∈ Y , let ν( f ) be the function onΩ ×R with
values inR̄+ taking (w, t) to νt

w( f ), ∀w ∈ Ω, let νw( f ) be the function on
R taking t to νt

w( f ) and∀ t ∈ R, let νt( f ) be the function onΩ taking
w ∈ Ω to νt

w( f ).

Definition 68. ν is said to be ameasure valued supermartingale(resp.
measure valued martingale) adapted to(C t)t∈R if

(i) ∀ t, νt ∈ C t

(ii) ∀ s, t ∈ R, s≤ t and∀ A ∈ C s and
∫

A

νt
wdλ(w) ≤

∫

A

νs
wdλ(w)

(resp.

(i) ∀ t, νt ∈ C t

(ii) ∀ s, t ∈ R, s≤ t and∀ A ∈ C s,
∫

A

νt
wdλ(w) =

∫

A

νs
wdλ(w) )

in the sense that∀ function f on Y, f∈ Y , f ≥ 0,
∫

A

νt
w( f )dλ(w)

∫

A

νs
w( f )dλ(w)

(resp.
∫

A

νt
w( f )dλ(w) =

∫

A

νs
w( f )dλ(w). )
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It is clear thatν is a measure valued supermartingale (resp. measure
valued martingale) adapted to (C t)t∈R if and only if ∀ function f on Y,
f ∈ Y , f ≥ 0, ν( f ) is and extended real valued supermartingale (resp.
martingale) adapted to (C t)t∈R.

Definition 69. ν is said to be aregularmeasure valued supermartin-75

gale adapted to(C t)t∈R if ∀ B ∈ Y , ν(χB) is a regular supermartingale
adapted to(C t)t∈R .

Definition 70. If ν and µ are two measure valued supermartingales,
adapted to(C t)t∈R, with values inm+(Y,Y ), µ is said to be amodifica-
tion of ν if ∀t, ∀λw, µt

= νt.

Definition 71. If ν andµ are two measure valued supermartingales with
values inm+(Y,Y ) and adapted to(C t)t∈R, µ is said to be aregular
modificationof ν if µ is regular and is a modification ofν.

Let ν be a measure valued supermartingale adapted to (C t)t∈R, with
values inm+(Y,Y ). Let ∀ t ∈ R, Jt

=

∫
νt

wdλ(w). Then,∀ t, Jt is a
positive measure onY . Sinceν is a measure valued supermartingale,
∀ s, t ∈ R, s ≤ t, we haveJt ≤ Js in the sense that∀ B ∈ Y , Jt(B) ≤
Js(B). In this sense we say thatt → Jt is decreasing. Let sup

t∈R
Jt be

the set function defined onY as,∀ B ∈ Y , (sup
t∈R

Jt)(B) = sup
t∈R

Jt(B).

With a similar definition for the set functions, sup
t∈Z

Jt, sup
t∈Z
t≤0

Jt, we have

sup
t∈R

Jt
= sup

t∈Z
Jt
= sup

t∈Z
t≤0

sincet → Jt is decreasing. sup
t∈Z
t≤0

Jt is a measure on

Y , since it is the supremum of an increasing sequence of measures on
Y . Let us denote this measure by J. Thus,

J = sup
t∈R

Jt
= sup

t∈Z
Jt
= sup

t∈Z
t≤0

Jt.
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3 Properties of regular measure valued
supermartingales

In this section, letν be a regular measure valued supermartingale with
values inm+(Y,Y ), adapted to an increasing right continuous family
(C t)t∈R of σ-algebras contained in̂Oλ. Let Jt

=

∫
νt

wdλ(w) and J =
sup
t∈R

Jt.

Proposition 72. Let f be a function on Y, f≥ 0, f ∈ Y such that f76

is J-integrable. Then,ν( f ) is a regular supermartingale with values in
R̄+, adapted to(C t)t∈R and∀λw,∀t, f is νt

w-integrable.

Proof. We know that∀ B ∈ Y , ν(χB) is a regular supermartingale, with
values inR̄+ adapted to (C t)t∈R. Hence if s is a step function onY,
s ≥ 0, s ∈ Y , ν(s) is again a regular supermartingale with values in
R̄+ and adapted to (C t)t∈R. Since f is J-integrable,f ∈ Y and f ≥ 0,
there exists an increasing sequence (sn)n∈N of step functions such that∀
n ∈ N, 0 ≤ sn ≤ f , sn ∈ Y andsn(y) ↑ f (y) for all y ∈ Y.

Hence∀ t ∈ R, ∀ w ∈ Ω, νt
w(sn) ↑ νt

w( f ). Hence (ν(sn))n∈N is an
increasing sequence of supermartingales with values inR̄+, adapted to
(C t)t∈R, with limit as ν( f ). Hence, by the ‘Upper envelope theorem’.
ν( f ) is a right continuous supermartingale.∀ t,

∫
νt

w( f )dλ(w) = Jt( f ) ≤
J( f ) < +∞. Hence by remark (4,§ 1, 65),ν( f ) is a regular supermartin-
gale. Hence∀λw, ∀t, νt

w( f ) < +∞ and this proves that∀λw, ∀t, f is
νt

w-integrable. �

Corollary 73. Let f be a function on Y, with values in̄R, f ∈ Y and
J-integrable. Then,∀λw, ∀t, f is νt

w-integrable and∀λw, the function
νw( f ) onR taking t toνt

w( f ) is regulated and right continuous.

Proof. This follows immediately from the above proposition (4,§ 3, 72)
by writing f as f + − f − with the usual notation. �

Proposition 74. Let E be a Banach space overR. Let g be a step func-
tion on Y with values in E, g∈ Y and J-integrable. Then,∀λw, ∀t,
g is νt

w-integrable and∀λw, νw(g), the function onR taking t toνt
w(g),

is a right continuous and regulated function onR with values in E. (A
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Banach space valued function f onR is said to beregulatedif ∀ t ∈ R,
lim
s→t
s>t

f (s) and lim
s→t
s<t

f(s) exist in the Banach space).

Proof. Let g =
n∑

i=1
χAi xi where∀ i, i = 1, . . . n, xi ∈ E, Ai ∈ Y and 77

Ai ∩ A j = ∅ if i , j. Sinceg is J-integrable,∀ i = 1, . . . n, J(Ai) <
+∞. Hence, by proposition (4,§ 3, 72),∀i = 1, . . . n, ν(Ai) is a regular
supermartingale and hence∀λw, ∀t, i = 1, . . . , n, νt

w(Ai) < +∞ and∀λw,
∀i = 1, . . . n, νw(Ai) is a right continuous regulated function onR.

Hence∀λw, ∀t, g is νt
w-integrable andνt

w(g) =
n∑

i=1
νt

w(Ai)xi for these

w and for allt for which g is νt
w-integrable.

Thus,∀λw, νw(g) =
∑
νw(Ai)xi on R. Hence∀λw, νw(g) is a right

continuous regulated function onR. �

Proposition 75. Let E be a Banach space overR and let f be a function
on Y with values in E, f∈ Y and J-integrable. Then,∀λw,∀t, f is νt

w-
integrable and∀λw, νw( f ) is a right continuous regulated function onR
with values in E.

Proof. Since f is J-integrable, and∈ Y , ∀n, ∃ a step functiongn on Y,

gn ∈ Y such that
∫
|gn − f |dJ ≤

1

22n
.

Let h =
∞∑

n=1
2n|gn − f |.

Thenh is ≥ 0 and isJ-integrable onY.

∀ n ∈ N, | f | ≤ |gn − f | + |gn| ≤
h
2n + |gn|

By proposition (4,§ 3, 72),∀λw, ∀t, h is νt
w-integrable and by proposi-

tion (4,§ 3, 74)∀λw, ∀ n ∈ R, gn is νt
w-integrable. Hence,∀λw, ∀t, f is

νt
w-integrable.

|gn − f | ≤
1
2n h.

Hence∀λw, ∀t, |νt
w(gn) − νt

w( f )| ≤
1
2nν

t
w(h). Sinceh is ≥ 0 and J-

integrable, by proposition (4,§ 3, 72),∀λw, νw(h) is a right continuous
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regulated function onR. Hence∀λw, νw(h) is locally bounded onR. 78

Hence∀λw, νt
w(gn) converges toνt

w( f ) in E, asn→ ∞, locally uniformly
in the variablet.

By the previous proposition (4,§ 3, 74),∀λw, ∀n ∈ N, νw(gn) is right
continuous and regulated. Hence, sinceE is complete, and since∀λw,
the convergence ofνt

w(gn) to νt
w( f ) is locally uniform int, it follows that

νw( f ) is also right continuous and regulated. �



Chapter 5

Existence and Uniqueness of
regular modifications of
measure valued
supermartingales

1 Uniqueness theorem

Throughout this section, let (Ω,O , λ) be a measure space. Let (Y,Y ) 79

be a measurable space. Letν be a measure valued supermartingale on
Ω×Rwith values inm+(Y,Y ) adapted to an increasing right continuous
family (C t)t∈R of subσ-algebras ofÔλ. Letν take a point (w, t) of Ω×R
to the measureνt

w onY . Let∀ t, Jt
=

∫
νt

wdλ(w) and letJ = sup
t∈R

JT .

Theorem 76(Uniqueness). Let J be a finite measure onY and letY
have the J-countability property. Ifχ andΨ are two regular modifica-
tions ofν, then∀λw,∀t, χt

w = Ψ
t
w.

Proof. Sinceχ andΨ are regular,χ(1) andΨ(1) are regular supermartin-
gales. Hence∀λw, ∀t, χt

w(1) andΨt
w(1) are finite. Hence∀λw, ∀ t, χt

w
andΨt

w are finite measures onY . Thus, there exists a setN1 ∈ O with
λ(N1) = 0 such that ifw < N1, χt

w andΨt
w are finite measures onY for

81
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all t ∈ R.
SinceY has theJ-countability property, there exists a setN ∈ Y

such that theσ-algebraY ′
= Y ∩ ∁N on Y′ = Y ∩ ∁N is countably

generated. LetB be a countable class generatingY ′. Without loss of
generality, we can assume thatB is aπ-system, containingY′.

Let B ∈ B. The supermartingalesχ(B) andΨ(B) are both regular
modifications of the supermartingaleν(B). Hence, by remark (4,§ 1,
64),

∀λw, ∀t, χ
t
w(B) = Ψt

w(B).

Thus,∀ B ∈ B, ∀λw, ∀ t, χt
w(B) = Ψt

w(B).
SinceB is countable,80

∀λw,∀B ∈ B,∀ t, χt
w(B) = Ψt

w(B).

Hence there exists a setN2 ∈ O, with λ(N2) = 0 such that ifw < N2,
∀t ∈ R, ∀B ∈ B, χt

w(B) = Ψt
w(B). Let w ∈ Ω. Consider the classCw of

all setsC ∈ Y ′ such that∀t, χt
w(C) = Ψt

w(C). If w < N1 ∪ N2, the class
Cw is ad-system containing theπ-systemB. Hence, by the Monotone
class theorem, forw < N1∪N2, Cw contains theσ-algebra generated by
B which isY ′. Thus, ifw < N1 ∪ N2, ∀A ∈ Y ′, ∀t, χt

w(A) = Ψt
w(A).

Now, sinceJ(N) = 0,∀t, Jt(N) = 0.

Jt(N) =
∫

χt
w(N)dλ(w).

Hence∀t, ∀λw, χt
w(N) = 0. Therefore,∀λw, ∀t ∈ Q, χt

w(N) = 0. Since
∀λw, t → χt

w(N) is right continuous, it follows that,

∀λw, ∀t, χ
t
w(N) = 0.

Similarly, ∀λw, ∀t, Ψt
w(N) = 0.

Hence, there exists a setN3 ∈ O with λ(N3) = 0 such that ifw < N3,

∀ t, χt
w(N) = Ψt

w(N) = 0.

Let w < N1 ∪ N2 ∪ N3. Let A ∈ Y .

A = A∩ Y′ ∪ A∩ N.
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If t ∈ R, χt
w(A) = χt

w(A∩ Y′)

= Ψ
t
w(A∩ Y′)

= Ψ
t
w(A).

Hence, ifw < N1 ∪ N2 ∪ N3, ∀t ∈ R, ∀A ∈ Y , χt
w(A) = Ψt

w(A).
Therefore,

∀λw, ∀t, χ
t
w = Ψ

t
w onY .

�

2 Existence theorem

Throughout this section, let us assume that (Ω,O , λ) is a measure space,81

(C t)t∈R is an increasing right continuous family ofσ-algebras contained
in Ôλ, Y is a topological space,Y is its Borelσ-algebra,ν is a measure
valued supermartingale onΩ × R with values inm+(Y,Y ), adapted to
(C t)t∈R, Jt

=

∫
νt

wdλ(w) andJ = sup
t∈R

Jt.

Definition 77. We say t→ Jt is right continuousif ∀ function f on Y,
f ≥ 0, f ∈ Y , t→ Jt( f ) is right continuous.

Theorem 78(Existence). Let J be a finite measure onY and let t→ Jt

be right continuous. Let Y have the J-compacity metrizability property.
Then, there exists a regular modification ofν.

Proof. SinceJ is a finite measure,∀t, Jt is also a finite measure. Hence
∀t, ∀λw, νt

w is a finite measure. Define the measure valued functionν′

onΩ × R as

ν′
t
w =


νt

w, if νt
w is a finite measure

0, otherwise.

Then,ν′ is a modification ofν and for allw ∈ Ω, for all t ∈ R, ν′tw is
a finite measure onY . ν′, being a modification ofν, has the sameJt ∀t
and the sameJ. Hence, if we can prove the theorem forν′ under the
assumptions mentioned in the statement of the theorem, the theorem for
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ν is obvious. Hence, without loss of generality, we shall assume that∀t,
∀w, νt

w is a finite measure onY .
Let us divide the proof in two cases Case I and Case II. In Case I, we

shall prove the theorem assumingY to be a compact metrizable space
and in case II, we shall deal with the general case and deduce the result
from Case I.

In Case I the proof is carried out in four steps, Step I, Step II, Step82

III and Step IV.
In Step I, we define a measure valued function ˜ν onΩ×Rwith values

in +(Y,Y ) such that∀t ∈ R and∀w ∈ Ω, ν̃t
w is a Radon measure onY.

In Step II, we prove that∀t, ν̃t ∈ C t.
In Step III, we prove that ifC (Y) is the space of all real valued

continuous functions onY, ∀ϕ ∈ C (Y), ∀λw, the function ˜νw(ϕ) on R
taking t ∈ R to ν̃t

w(ϕ), is regular and ˜ν is a modification ofν.
In Step IV, we prove that ˜ν is a regular measure valued supermartin-

gale.

Case I.Y, a compact metrizable space.
SinceJ, Jt are finite measures onY , they are Radon measures onY,

sinceY is a compact metrizable space. LetC (Y) be the vector space of
all real valued continuous functions onY andC+(Y), the cone of all the
positive real valued continuous functions onY.

Step I.Letϕ ∈ C+(Y). Consider the real valued supermartingaleν(ϕ).∀t,∫
νt

w(ϕ)dλ(w) = Jt(ϕ) is finite and by hypothesis,t → Jt(ϕ) is right
continuous. Hence, by the fundamental theorem, a regular modification
for ν(ϕ) exists. Hence, by Corollary (4,§ 1, 67),∀λw, ∀t, lim

n→∞
ν
τn(t)
w (ϕ)

exists and is finite, and ifν(ϕ)(w, t) = lim
n→∞

ν
τn(t)
w (ϕ) if this limit exists

and is finite, and= 0 otherwise, then,ν(ϕ) is a regular modification of
ν(ϕ).

Hence, ifϕ ∈ C (Y), ∀λw, ∀t, lim
n→∞

ν
τn(t)
w (ϕ) exists and is finite.

Thus, forϕ ∈ C (Y), if

Ω
◦
t,ϕ = {w ∈ Ω | lim

n→∞
ν
τn(t)
w (ϕ) exists and is finite}.

and ifΩ◦ϕ =
⋂
t∈R
Ω
◦
t,ϕ, thenλ is carried byΩ◦ϕ and hence a priori byΩ◦t,ϕ,
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∀t ∈ R. Also,∀ϕ ∈ C (Y), ∀t ∈ R,Ω◦t,ϕ ∈ C t.
Let D be a countable dense subset ofC (Y), containing 1. LetΩ◦ = 83⋂

ϕ∈D
Ω
◦
ϕ andΩ◦t =

⋂
ϕ∈D
Ω
◦
t,ϕ. Note thatΩ◦ =

⋂
t∈R
Ω
◦
t .

SinceD is countable,λ is carried byΩ◦, Ω◦t ∈ C t ∀t ∈ R andλ is
carried byΩ◦t for everyt ∈ R.

Let w ∈ Ω◦t . Since 1∈ D, lim
n→∞

ν
τn(t)
w (1) exists and is finite. Hence∀t,

sup
n
ν
τn(t)
w (1) is finite. (1)

Also if w ∈ Ω◦t , ∀ϕ ∈ D, lim
n→∞

ν
νn(t)
w (ϕ) exists and is finite. (2)

From (1) and (2), we can easily deduce that ifw ∈ Ω◦t , then∀ϕ ∈
C (Y), lim

n→∞
ν
τn(t)
w (ϕ) exists and is finite. Thus,

Ω
◦
t =

⋂

ϕ∈C (Y)

Ω
◦
t,ϕ.

In the same way,
Ω
◦
=

⋂

ϕ∈C (Y′)

Ω
◦
ϕ.

Thus, if w ∈ Ω◦t , the vague limit ofντn(t)
w exists. Conversely if for a

w ∈ Ω and for at ∈ R, the vague limit ofντn(t)
w exists, then it is easy to

see thatw ∈ Ω◦t . Thus,

Ω
◦
t = {w ∈ Ω | vague limit ofντn(t)

w exists}.

Define the measure valued function ˜ν on Ω × R with values in
m+(Y,Y ) as follows.

ν̃t
w =


vague limit ofντn(t)

w , if w ∈ Ω◦t
0, otherwise.

ν̃t
w is thus a Radon measure onY for all w ∈ Ω and for allt ∈ R.

Step II. Let show that∀t, ν̃t ∈ C t.
For this, we have to show that∀B ∈ Y , the function ˜νt(B) ∈ C t.
Let us first show that ifϕ ∈ C+(Y), thenν̃t(ϕ) ∈ C t. 84
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ν̃t
w(ϕ) =


lim
n→∞

ν
τn(t)
w (ϕ), if w ∈ Ω◦t

0, otherwise.

Thus, ν̃t
w(ϕ) = χΩ◦t lim sup

n→∞
ν
τn(t)
w (ϕ). SinceΩ◦t ∈ C t and since

w→ lim sup
n→∞

ν
τn(t)
w (ϕ) belongs toC t, it follows thatν̃t(ϕ) ∈ C t.

Let U be an open subset ofY, U , ∅. Then, sinceY is metrizable,
there exists an increasing; sequence (ϕn)n∈N of continuous functions on
Y such that 0≤ ϕn ≤ χn∀ n ∈ N andϕn(y) ↑ χU(y) for all y ∈ Y.

Hence,∀ t ∈ R, ∀w ∈ Ω, ν̃t
w(χU) = lim

n→∞
ν̃t

w(ϕn). Since∀ n ∈ N,

∀ t ∈ R, ν̃t(ϕn) ∈ C t, it follows that∀t ∈ R, ν̃t(χU) also belongs toC t.
Now, the standard application of the Monotone class theoremgives

that∀ B ∈ Y , ∀t ∈ R, ν̃t(χB) ∈ C t. Hence∀ t ∈ R, ν̃t ∈ C t.

Step III. Let us shown that∀ ϕ ∈ C (Y), ∀λw, ν̃w(ϕ) is regular and that
ν̃ is a modification ofν.

Let w ∈ Ω◦. Then∀ ϕ ∈ C (Y), ∀t, lim
n→∞

ν
νn(t)
w (ϕ) exists and is finite

and this limit is equal to ˜νt
w(ϕ). Therefore, ifϕ ∈ C+(Y) andw ∈ Ω◦,

ν̃t
w(ϕ) = ν(ϕ)(w, t)

for all t. Sinceλ is carried byΩ◦, we therefore have

∀λw,∀t,∀ϕ ∈ C+(Y), ν̃t
w(ϕ) = ν(ϕ)(w, t). (1)

Now, ν(ϕ) is a regular modification ofν(ϕ) by Corollary (4,§ 1, 67).
Hence,∀λw, ν(ϕ)w is regular. Therefore, since from (1).

∀λw,∀ t, ∀ϕ ∈ C+(Y), ν̃t
w(ϕ) = ν(ϕ)(w, t),

it follows that,∀ϕ ∈ C+(Y), ∀λw, ν̃w(ϕ) is regular. Hence∀ϕ ∈ C (Y),85

∀λw, ν̃w(ϕ) is also regular.
If ϕ ∈ C+(Y), sinceν(ϕ) is a modification ofν(ϕ), we have

∀ϕ ∈ C+(Y), ∀λw, ν(ϕ) (w, t) = νt
w(ϕ).

Hence from this and from (1), we deduce that

∀ϕ ∈ C+(Y),∀t, ∀λw, ν̃
t
w(ϕ) = νt

w(ϕ).
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Hence∀ϕ ∈ C (Y), ∀t, ∀λw, ν̃t
w(ϕ) = νt

w(ϕ). Therefore, sinceD is
countable,

∀t, ∀λw, ν̃
t
w(ϕ) = νt

w(ϕ)

for all ϕ ∈ D.
SinceD is dense and the measures ˜νt

w andνt
w are finite measures for

all w ∈ Ω and for allt ∈ R, it follows that

∀t, ∀λw, ∀ϕ ∈ C (Y), ν̃t
w(ϕ) = νt

w(ϕ)

and hence,∀t, ∀λw, ν̃t
w = νt

w asνt
w and ν̃t

w are Radon measures for all
w ∈ Ω and for allt ∈ R.

Hence ˜ν is a modification ofν.

Step IV.
We shall show that ˜ν is regular. For this we have to show that∀B ∈

Y , ∀λw, ν̃w(χB) is regular.
From Step III, ifϕ ∈ C+(Y), ∀λw, ν̃w(ϕ) is regular. In particular,

∀λw, ν̃w(1) is regular. Hence,∀λw, ν̃w(1) is a locally bounded function
on R i.e. ∃ a setN ∈ O with λ(N) = 0 such that ifw < N, ν̃w(1) is a
locally bounded function onR. Hence ifB ∈ Y andw < N, ν̃w(χB) is
also a locally bounded function onR.

Let U be an open set ofY, U , ∅. Then sinceY is metrizable, there
exists an increasing sequence (ϕn)n∈N of continuous functions onY such 86

that∀n ∈ N, 0 ≤ ϕn ≤ χU and

ϕn(y) ↑ χU(y) for all y ∈ Y.

Hence∀ w ∈ Ω, ∀ t ∈ R, ν̃t
w(ϕn) ↑ ν̃t

w(χU). Since∀n, ν̃(ϕn) is a regular
supermartingale and since ˜ν(ϕn) is an increasing sequence of functions
onΩ×R, it follows from the ‘Upper envelope theorem’ that∀λw, ν̃w(χU )
is right continuous and has limits form the left at all pointst ∈ R. The
finiteness of these limits from the left at allt ∈ R, follows from the fact
that∀λw, ν̃w(χU) is locally bounded. Hence,∀λw, ν̃w(χU ) is regular.

Let C = {C ∈ Y | ∀λw, ν̃w(χC) is regular}. Then, the classC
is a d-system again by the ‘Upper envelope theorem’ and by the local
boundedness of ˜νw(χB) ∀B ∈ Y , for almost allw ∈ Ω. This classC
contains the classU of all open sets which is aπ-system generatingY .
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Hence,C contains theσ-algebraY and hence is equal toY . Thus,
∀B ∈ Y , ∀λw, ν̃w(χB) is regular.

Sinceν̃ is a modification ofν, ν̃(χB) is a supermartingale∀ B ∈ Y .
Moreover, since∀ B ∈ Y , ∀λw, ν̃w(χB) is regular, ˜ν(χB) is a regular
supermartingale∀B ∈ Y . Hence, ˜ν is a regular supermartingale and is
a regular modification ofν.

Thus, the proof in case I is complete. Note that in this case, because
of the uniqueness theorem, the regular modification ofν is unique.

Case II. Y, a general topological space having theJ-compactiy metriz-
ability property.

SinceY has theJ-compacity metrizability property, there exists a
sequence (Xn)n∈N of compact metrizable sets and a setN ∈ Y such that
J(N) = 0 andY =

⋃
n∈N

Xn ∪ N.

Let ∀n ∈ N, Yn =
n⋃

i=1
Xi. Then∀n, Yn is again a compact metrizable87

set. This is because∀n, Yn is both compact and Suslin eachXi is so.
Moreover, the sequence (Yn)n∈N is increasing andY =

⋃
n∈N

Yn ∪ N.

Let ∀n ∈ N, Yn be the Borelσ-algebra ofYn. Let ∀ n ∈ N, νn

be the measure valued function onΩ × R with values inm+(Yn,Yn)
associating to each (w, t) ∈ Ω × R, the measureνn,t

w on Yn, which is the
restriction of the measureνt

w to Yn. Then, it is easily seen that∀ n, νn is
a measure valued supermartingale onΩ × R with values inm+(Yn,Yn).
Let Jt

n =
∫
ν

n,t
w dλ(w) and Jn = sup

t∈R
Jt

n. Then,∀ n ∈ N, Jt
n and Jn are

respectively the restriction ofJt andJ to Yn. Hence∀ n, ∀t, Jt
n is finite,

Jn is finite andt → Jt
n is right continuous. Hence the hypothesis of

the theorem is verified forνn∀n ∈ N. Hence by Case I,∀n ∈ N, ∃
a uniquemeasure valued supermartingale ˜νn with values inm+(Yn,Yn)
taking (w, t) to ν̃n,t

w , which is a regular modification ofνn.
Let ∀ n ∈ N, ∀t, ν̃n+1,t

w

∣∣∣Yn denote the restriction of the measure ˜ν
n+1,t
w

to Yn and letν̃n+1
Yn

denote the measure valued function onΩ × R with

values inm+(Yn,Yn) associating (w, t) to ν̃n+1
w | Yn. Then it is easily

seen that∀n, ν̃n+1
Yn

is also a regular modification ofνn. Hence, because
of uniqueness,

∀λw,∀t, ν̃
n,t
w = ν̃

n+1,t
w | Yn (1)
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∀ n ∈ N, let us consider the measures ˜ν
n,t
w as measures onY by defining

it to be zero for any setB ∈ Y for which B∩ Yn = ∅.
Then from (1), it follows that∀λw, ν̃n,t

w is an increasing sequence
of measures onY for all t ∈ R. i.e. there exists a setN1 ∈ O with
λ(N1) = 0 such that ifw < N1, for all t ∈ R, (ν̃n,t

w )n∈N is an increasing
sequence of measures onY .

Now,∀ n ∈ N, define the measure valued functionµn onΩ×R, with
values inm+(Y,Y ) taking (w, t) to µn,t

w as follows.

µn,t
w =


ν̃

n,t
w , if w < N1

0, if w ∈ N1

Then∀w ∈ Ω, ∀t ∈ R, (µn,t
w )n∈N is an increasing sequence of measures88

of Y . ∀n ∈ N, µn is a regular measure valued supermartingale onΩ×R

with values inm+(y,Y ).
Define∀w ∈ Ω, and∀t ∈ R, the measuresµt

w as sup
n
µ

n,t
w . Then

∀ B ∈ Y , µt
w(B) = sup

n
µn,t

w (B).

Let µ be the measure valued function onΩ × R taking (w, t) to µt
w.

Since∀B ∈ Y , ∀n ∈ N, µn(χB) is a regular supermartingale, it
follows form the ‘Upper enveloppe theorem’ that∀λw, µw(χB) is right
continuous and limits from the left exist at allt ∈ R. Henceµ(χB) is a
right continuous supermartingale and∀ t ∈ R,

∫
µt

w(χB)dλ(w) = lim
n→∞

∫
µn,t

w (χB)dλ(w)

= lim
n→∞

∫
ν̃n,t

w (χB)dλ(w)

= lim
n→∞

∫
νn,t

w (χB)dλ(w)

= lim
n→∞

∫
νt

w(B∩ Yn)dλ(w)

= lim
n→∞

Jt(B∩ Yn)

= Jt(B) < +∞.



90 5. Existence and Uniqueness of...

Hence by remark (4,§ 1, 65),µ(χB) is a regular supermartingale. There-
foreµ is a regular measure valued supermartingale.

We have to show thatµ is a modification ofν. i.e. we have to show
that∀t, ∀λw, µt

w = ν
t
w.

Let t ∈ R be fixed. SinceJ(N) = 0, Jt(N) = 0. Hence∀λw, νt
w(N) =89

0 i.e. ∃ N1
t ∈ O such thatλ(N1

t ) = 0 and ifw < N1
t , thenνt

w(N) = 0.
∀n ∈ N, ν̃n is a modification ofνn. Hence,

∀ n ∈ N, ∀λw, ν̃
n,t
w = ν

n,t
w .

Therefore,∀λw, ∀n ∈ N, ν̃n,t
w = ν

n,t
w . Hence there exists a setN2

t ∈ O

with λ(N2
t ) = 0 such that ifw < N2

t ,

ν̃n,t
w = ν

n,t
w

for all n ∈ N,
Let M = N1

t ∪ N2
t ∪ N1. ThenM ∈ O andλ(M) = 0. If w < M, and

if B ∈ Y ,

νt
w(B) = lim

n→∞
νt

w(Yn ∩ B)

= lim
n→∞

νn,t
w (B)

= lim
n→∞

ν̃n,t
w (B)

= lim
n→∞

µn,t
w (B)

= µt
w(B).

Hence, ifw < M, νt
w = µ

t
w. Therefore

∀ t, ∀λw, µ
t
w = ν

t
w.

This proves thatµ is a modification ofν. �

3 The measuresνt
w and the left limits

Throughout this section, let (Ω,O , λ) be a measure space. Let (C t)t∈R90

be an increasing right continuous family ofσ-algebras contained in̂Oλ.
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Let Y be a compact metrizable space andY be its Borelσ-algebra. Let
ν be a regular measure valued supermartingale onΩ × R with values
in m+(Y,Y ), adapted to (C t)t∈R. Let ∀ t ∈ R, Jt

=

∫
νt

wdλ(w) and91

J = sup
t∈R

Jt. Let us assume thatJ is afinite measure onY .

Sinceν is a regular measure valued supermartingale,∀λw, νw(1) is a
right continuous, regulated function onR. Hence∀λw, νw(1) is locally
bounded onR. i.e. ∃ a setN1 ∈ O such thatλ(N1) = 0 and ifw < N1,
νw(1) is locally bounded onR.
∀ϕ ∈ C (Y), the space of all real valued continuous functions on

Y, ∀λw, νw(ϕ) is a right continuous regulated function onR. Hence,
∀ϕ ∈ C (Y), ∀λw, t → νt

w(ϕ) is right continuous and has finite left limits
at all points ofR.

Let D be a countable dense subset ofC (Y). We have,
∀λw, ∀ϕ ∈ D, t → νt

w(ϕ) is right continuous and has finite left limits
at all points ofR. i.e. there exists a setN2 ∈ O such that ifw < N2,
∀ϕ ∈ D, t → νt

w(ϕ) is right continuous and has finite left limits at all
points ofR.

Let w < N1 ∪ N2. Then it is easy to see that∀ϕ ∈ C (Y), t → νt
w(ϕ)

is right continuous and has finite limits at all points ofR.
Hence, define∀ w ∈ Ω, ∀ t ∈ R, the linear mappingsνt−

w on C (Y),
with values onR as follows,∀ϕ ∈ C (Y),

νt−
w (ϕ) =



lim
s→t
s<t

νs
w(ϕ), if w < N1 ∪ N2

0, if w ∈ N1 ∪ N2.

Then,∀ w ∈ Ω, ∀ t ∈ R, νt−
w is a positive linear functional onC (Y)

and thus defines a Radon measure onY. And, by definition,

∀λw,∀t, ν
t−
w (ϕ) = lim

s→t
s<t

νs
w(ϕ) ∀ ϕ ∈ C (Y).

Proposition 79. Let ( fn)n∈N be an increasing sequence of functions on
Yn, fn ≥ 0, fn ∈ Y and J-integrable∀ n ∈ N, such that fn increases
everywhere to a J-integrable function f . Further, let∀λw, ∀ n, ∀t, 92
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νt−
w ( fn) = lim

s→t
s<t

νs
w( fn). Then,∀λw, ∀ t, f is νt−

w integrable and∀λw, ∀t,

νt−
w ( f ) = lim

s→t
s<t

νs
w( f )

Proof. By passing to a subsequence if necessary, we shall assume that
∀ n ∈ N, ∫

| fn − f |dJ ≤
1

22n
.

Let h =
∞∑

n=1
2n| fn − f |. Thenh ≥ 0, h ∈ Y andJ-integrable.

∀w,∀t, |νt
w( fn) − νt

w( f )| ≤
1
2n
νt

w(h).

By proposition (4,§ 3, 72),∀λw, νw(h) is a right continuous, regu-
lated function onR and hence is locally bounded. Hence∀λw, νt

w( fn)
converges toνt

w( f ) asn→ ∞ locally uniformly in the variablet. Hence,

∀λw,∀ t ∈ R, lim
n→∞

lim
s→t
s<t

νs
w( fn) = lim

s→t
s<t

νs
w( f ).

(Proposition (4,§ 3, 72) guarantees the existence of lim
s→t
s<t

νs
w( fn) and

lim
s→t
s<t

νs
w( f ), ∀ n, ∀t). Hence,

∀λw,∀t ∈ R, lim
n→∞

νt−
w ( fn) = lim

s→t
s<t

νs
w( f ).

Now, sincef is J-integrable, by proposition (4,§ 3, 72),∀λw, νw( f )
is a right continuous regulated function onR and hence

∀λw, ∀t, lim
s→t
s<t

νs
w( f ) < +∞.

Therefore,∀λw, ∀t ∈ R lim
n→∞

. But ∀w ∈ Ω, ∀t ∈ R, lim
n→∞

νt−
w ( fn) =

νt−
w ( f ) since fn ↑ f everywhere onY. Hence,

∀λw,∀t ∈ R, ν
t−
w ( f ) < +∞
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and
∀λw, ∀t ∈ R, ν

t−
w ( f ) = lim

s→t
s<t

νs
w( f ).

�

Theorem 80. ∀ B ∈ Y , ∀λw,∀t

νt−
w (χB) = lim

s→t
s<t

νs
w(χB).

Proof. Note that∀ B ∈ Y , ∀λw, ∀t, lim
s→t
s<t

νs
w(χB) exists and is finite, since

ν(χB) is a regular supermartingale.
Let U be an open set,U , ∅. ThenχU is lower semi continuous and

J-integrable sinceJ is a finite measure. SinceY is a metrizable space,∃
an increasing sequence (ϕn)n∈N of real valued non-negative continuous
functions onY such thatϕn(y) ↑ χU(y) for all y ∈ Y.

∀λw,∀t,∀n, ν
t−
w (ϕn) = lim

s→t
s<t

νs
w(ϕn).

Hence, by the previous proposition (5,§ 3, 79),∀λw, ∀t, νt−
w (χU ) =

lim
s→t
s<t

νs
w(χU ). Let

C = {C ∈ Y | νt−
w (χC) = lim

s→t
s<t

νs
w(χC)}.

This class is ad-system, again by the previous proposition (5,§ 3,
79). Thisd-system contains theπ-systemU of all open subsets ofY.
Hence,C contains theσ-algebraY , which is generated byU. Hence,

∀ B ∈ Y , νt−
w (χB) = lim

s→t
s<t

νs
w(χB).

�

Proposition 81. Let f be any J-integrable extended real valued function
on Y, f ∈ Y . Then,∀λw,∀t, f is νt−

w -integrable and

∀λw,∀t, ν
t−
w ( f ) = lim

t′→t
t′<t

νt′
w( f ).

93
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Proof. Note that the existence of lim
t′→t
t′<t

νt′
w( f ) ∀ t ∈ R is guaranteed by

Corollary (4,§ 3, 73).
Sufficient to prove whenf is ≥ 0, f ∈ Y andJ-integrable.
If s is any step function onY, 0 ≤ s ≤ f and s ∈ Y , then s is

J-integrable and it follows from the previous theorem (5,§ 3, 80), that

∀λw, ∀t ∈ R, ν
t−
w (s) = lim

t′→t
t′<t

νt′
w(s).

Now, we can find as increasing sequence (sn)n∈N of step functions
on Y, sn ∈ Y and 0≤ sn ≤ f ∀ n ∈ N such that∀y ∈ Y, sn(y) ↑ f (y).

Now, from proposition (5,§ 3, 79) it follows that∀λw, ∀t, f is νt−
w -

integrable and
∀λw, ∀ t, νt−

w ( f ) = lim
t′→t
t′<t

νt′
w( f ).

�

Proposition 82. Let E be a Banach space overR. Let g be a step func-
tion on Y, with values in E, g∈ Y and J-integrable. Then,∀λw,∀t, g is
νt−

w -integrable and

∀λw, ∀t, ν
t−
w (g) = lim

t′→t
t′<t

νt′
w(g).

Proof. Note that the existence of lim
t′→
t′<t

νt′
w(g)∀t, is guaranteed by proposi-

tion (4,§ 3, 74).

Let g be of the form
n∑

i=1
χAi xi where∀ i = 1, . . . , n, Ai ∈ Y , xi ∈ E

andAi ∩ A j = ∅ if i , j.94

Since∀w ∈ Ω, ∀t ∈ R, νt−
w is a finite measure onY , ∀i, ∀w ∈ Ω,

∀t ∈ R, νt−
w (Ai) < +∞. Hence∀ w ∈ Ω, ∀ ∈ R, g is νt−

w -integrable,
and∀w ∈ Ω, ∀t ∈ R, νt−

w (Ai) < +∞. Hence∀ w ∈ Ω, ∀ t ∈ R, g is
νt−

w -integrable, and∀w ∈ Ω, ∀t ∈ R,

νt−
w (g) =

n∑

i=1

νt−
w (Ai)xi .
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By theorem (5,§ 3, 80),

∀λw, ∀t, ∀i, ν
t−
w (Ai) = lim

t′→t
t′<t

νt′
w(Ai).

Hence∀λ w, ∀ t,

νt−
w (g) =

n∑

i=1

lim
t′→t
t′<t

νt′
w(Ai)xi

= lim
t′→t
t′<t

n
lim
i=1

νt′
w(Ai)xi

= lim
t′→t
t′<t

νt′
w(g)

�

Theorem 83. Let f be a J-integrable function on Y, with values in a
Banach space E overR, f ∈ Y . Then∀λw,∀t, f is νt−

w -integrable and

∀λw, ∀t, ν
t−
w ( f ) = lim

t′→t
t′<t

νt′
w( f ).

Proof. Note that the existence of lim
t′→t
t′<t

νt′
w( f ), ∀λw, for everyt is guaran-

teed by proposition (4,§ 3, 75).
There exists a sequence (gn)n∈N of step functions onY with values

in E, gn ∈ Y ∀n ∈ N such that

∀ n ∈ N,
∫
|gn − f |dJ ≤

1

22n
.

Let h =
∞∑

n=1
2n|gn − f |. Thenh ≥ 0, h ∈ Y and isJ-integrable. 95

∀n, | f | ≤ |gn − f | + |gn| ≤
h
2n + |gn|.

By proposition (5,§ 3, 81),∀λw, ∀t, h is νt−
w -integrable, and by the

previous proposition (5,§ 3, 82),∀w, ∀t, ∀n, gn is νt−
w -integrable. Hence,

∀λw, ∀t, f is νt−
w -integrable. Moreover,∀λw, ∀t,

| νt−
w (gn) − νt−

w ( f ) | =| νt−
w (gn − f ) |
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≤
1
2nν

t−
w (h).

Since∀λw, ∀t, νt−
w (h) < +∞, it follows that lim

n→∞
νt−

w (gn) exists and is

equal toνt−
w ( f ). (1)

∀λw, ∀t, |∀
t
w(gn) − νt

w( f )| ≤ νt
w(|gn − f |) ≤

1
2nν

t
w(h).

By proposition (4,§ 3, 72),∀λw, νw(h) is right continuous and reg-
ulated. Hence,∀λw, νw(h) is a locally bounded function onR.

Hence,∀λw, νt
w(gn) converges toνt

w( f ) in E asn→ ∞ locally uni-
formly in the variablet. Hence

lim
n→∞

lim
t′→t
t′<t

νt′
w(gn) = lim

t′→∞
t′<t

νt′
w( f ).

Therefore,

lim
n→∞

νt−
w (gn) = lim

t′→t
t′<t

νt′
w( f ) (2)

From (1) and (2), we see that

∀λw, ∀t, ν
t−
w ( f ) = lim

t′→t
t′<t

νt′
w( f ).

�



Chapter 6

Regular Disintegrations

1 Basic Definitions

Throughout this chapter, let us assume that (Ω,O , λ) is a measure space,96

(C t)t∈R is an increasing right continuous family of subσ-algebras ofÔλ,
λ restricted toC t is σ-finite ∀ t ∈ R and that∀t, λ has a disintegration
(λt

w)w∈Ω with respect toC t.
Then (w, t) → λt

w is a measure valued martingale onΩ × R with
values inm+(Ω,O), adapted to (C t)t∈R.

Definition 84. (λt
w)w∈Ω is said to be aregular disintegrationof λwith re-

spect to the family(C t)t∈R if (w, t)→ λt
w is a regularmartingale adapted

to (C t)t∈R.
From the theorem (3,§ 6, 44), we see that ifΩ is a topological

space,O is its Borelσ-algebra andΩ has theλ-compacity metrizabil-
ity property, then∀ t ∈ R, λ has a disintegration(δt

w)w∈Ω with respect
to C t · (w, t) → δt

w is a measure valued martingale adapted to(C t)t∈R.
If further, λ is finite, then by theorem (5,§ 2, 78), this measure valued
martingale has a regular modification, say(λt

w)w∈Ω
t∈R

. Then,(λt
w)w∈Ω

t∈R
is

a regular disintegration ofλ with respect to(C t)t∈R. Hence, if we as-
sume thatΩ is a topological space,O is its Borelσ-algebra,Ω has the
λ-compacity metrizability property,(C t)t∈R is an increasing right con-
tinuous family ofσ-algebras contained inÔλ andλ is a finite measure

97
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onO, thenλ has a regular disintegration with respect to(C t)t∈R.

Definition 85. A set F⊂ Ω×R is said to beλ-evanescentif its projection
onΩ is ofλ-measure zero.

Note that ifF is aλ-evanescent set, then there exists a setB ∈ Ôλ97

such thatλ(B) = 0 andF ⊂ B × R. Hence, if a propertyP(w, t) holds
except for aλ-evanescent set, then there exists a setB ∈ Ôλ with λ(B) =
0 such that ifw < B, P(w, t) holds for allt ∈ R. Conversely, if there exists
a setB ∈ Ôλ with λ(B) = 0, such that a propertyP(w, t) holds for allt,
wheneverw < B, then the property holds except for theλ-evanescent set
B× R.

2 Properties of regular disintegrations

Let us assume hereafter that (λt
w)w∈R

t∈R
is a regular disintegration ofλ with

respect to (C t)t∈R.

Proposition 86. Let B∈ O with λ(B) = 0. Then∀λw,∀t, λt
w(B) = 0.

Proof. We have∀t, ∀λw, λt
w(B) = 0. Hence,

∀λw,∀t ∈ Q, λ
t
w(B) = 0.

Since∀λw, t → λt
w(B) is right continuous, it follows that

∀λw,∀t ∈ R, λ
t
w(B) = 0.

�

Proposition 87. λt
w is a probability measure except for aλ-evancescent

set.

Proof. ∀t, ∀λw, λt
w is a probability measure. Therefore,∀λw, ∀t ∈ Q,

λt
w is a probability measure.

Since∀λw, t → λt
w(Ω) is right continuous, it follows that∀λw, ∀t ∈

R, λt
w is a probability measure. �
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Proposition 88. Let A∈ C t∀t ∈ R. Then∀λw,∀t, λt
w is carried by A or

by∁A, according as w∈ A or w ∈ ∁A.

Proof. By proposition (3,§ 7, 49), we know that∀t, ∀B ∈ C t, ∀λwλt
w is98

carried byB or by∁B according asw ∈ B or w ∈ ∁B. i.e.∀ t, ∀ B ∈ C t,
∀λw, χB(w) · λt

w(∁B) andχ∁B(w) · λt
w(B) are both zero.

SinceA ∈ C t for all t, we have therefore,∀λw, ∀t ∈ QχA(w)·λt
w(∁A)

andχ∁A(w) · λt
w(A) are both zero.

Since∀λw, t → λt
w(∁A) and t → λt

w(A) are right continuous, it
follows that∀λw, ∀t ∈ R, χB(w) · λt

w(∁A) andχ∁A(w)λt
w(A) are both

zero. �

Proposition 89. Let f be a bounded regular supermartingale, adapted
to the family(C t)t∈R. Then,∀λw,∀s, t→ λB

w( f t) is right continuous.

Proof. Since f is a regular supermartingale,∀λw, fw is right continuous,
i.e. ∃B ∈ O with λ(B) = 0 such that ifw < B, t → f t(w) is right
continuous.

Let t be fixed. Lettn ↓ t. Then, ifw < B, f tn(w)→ f t(w).
By proposition (6,§ 2, 86),

∀λw, ∀s λs
w(B) = 0.

Hence,∀λw, ∀s, ∀λs
w
w′, f tn(w′) → f t(w′). Since by proposition (6,§ 2,

87), ∀λw, ∀ s, λs
w is a probability measure, and sincef is bounded, it

follows by the dominated convergence theorem, that

∀λw,∀s, λs
w( f tn)→ λs

w( f t).

�

Proposition 90. Let f be a bounded regular supermartingale adapted
to (C t)t∈R. Then,∀λw, ∀ s, t → λs

w( f t) is a decreasing function in
[s,+∞).

Proof. Let {t, t′} be a fixed pair of real numbers,t < t′. Since f is a
supermartingale adapted to (C t)t∈R, we have

∀ s, s≤ t, ∀λw, λ
s
w( f t′ ) ≤ λs

w( f t).
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Therefore,∀λw, ∀s∈ Q s≤ t, λs
w( f t′ ) ≤ λs

w( f t). 99

Now, (w, s)→ λs
w( f t′) and (w, s)→ λs

w( f t) are regular supermartin-
gales. Hence,∀λw, s→ λs

w( f t′) and s→ λs
w( f t) are right continuous.

Therefore∀λw, ∀s< t, λs
w( f t′) ≤ λs

w( f t).
Now,∀λw, λt

w( f t) = f t(w). Since f is a supermartingale,

∀λw, λ
t
w( f t′ ) ≤ f t(w).

Hence,∀λw, λt
w( f t′ ) ≤ λt

w( f t). Therefore,

∀λw, ∀s≤ t, λs
w( f t′) ≤ λs

w( f t).

Thus, for every pair{t, t′}t < t′, ∀λw, ∀s ≤ t, λs
w( f t′ ) ≤ λs

w( f t).
Hence,∀λw, ∀ pair {t, t′}, t ∈ Q t′ ∈ Q t < t′,

∀s≤ t, λs
w( f t′ ) ≤ λs

w( f t).

By the previous proposition (6,§ 2, 89),∀λw, ∀s, t → λs
w( f t) is right

continuous. Therefore,∀λw, ∀ pair {t, t′}, t, t′, ∀s≤ t,

λs
w( f t′) ≤ λs

w( f t).

Thus,∀λw, ∀s, t → λs
w( f t) is a decreasing function in [s,+∞). �

Theorem 91. Let f be a regular supermartingale adapted to(C t)t∈R.
Then∀λw,∀s, t→ λs

w( f t) is decreasing and right continuous in[s,+∞)
and

∀λw, ∀s, λs
w( f s) = f s(w).

Proof. If f is a bounded regular supermartingale, then from the previous
propositions, proposition (6,§ 2, 89) and proposition (6,§ 2, 90), we see
that

∀λw, ∀s, t → λs
w( f t)

is a decreasing right continuous function in [s,+∞). Hence,∀λw, ∀s,100

t → λs
w( f t) is decreasing and lower semi-continuous in [s,+∞). (At s,

we mean only right lower semi-continuity).
If f is an arbitrary regular supermartingale, not necessarily bounded,

∀m ∈ N, inf( f ,m) is a bounded regular supermartingale. Hence,
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∀m ∈ N, ∀λw, ∀s, t → λs
w[{inf( f ,m)}t] is decreasing and lower semi-

continuous in [s,+∞).
Since∀t, {inf( f ,m)}t ↑ f t, we have

∀s, ∀t, ∀w, λs
w( f t) = lim

m→∞
λs

w[{inf( f ,m)}t].

Therefore,∀λw,∀s, t → λs
w( f t) is decreasing and lower semi-continuous

in [s,+∞).
If a function, in an interval is decreasing and lower semi-continuous,

if is right continuous there.
Hence,∀λw, ∀s, t → λs

w( f t) is decreasing and right continuous in
[s,+∞).

Let us now prove that

∀λw, ∀s, λs
w( f s) = f s(w).

We have∀s, ∀λw, λs
w( f s) = f s(w). Hence,

∀λw,∀s∈ Q, λs
w( f s) = f s(w).

Since∀λw, s→ f s(w) is right continuous, to prove the theorem, it
is sufficient to prove that∀λw, s→ λs

w( f w) is right continuous. Now,

R =
⋃

k∈Z
n∈N

[
k
2n ·

k+ 1
2n

)
.

Define∀ n ∈ N, w ∈ Ω

f s
n(w) = λs

w( f
k+1
(2n) if s∈

[
k
2n ,

k+ 1
2n

)
..

We claim that∀n, fn is a regular supermartingale adapted to (C t)t∈R. 101

∀n, the regularity offn is clear, since (λs
w)w∈Ω

s∈R
is a regular disintegration

of λ. We have to only prove that∀ n ∈ N, fn is a supermartingale
adapted to (C t)t∈R.
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Clearly, fn is adapted to (C t)t∈R, ∀n ∈ N. We have to only prove that
∀ n, ∀ t, t′ ∈ R, t < t′, ∀ A ∈ Ct,

∫

A

f t′
n (w)dλ(w) ≤

∫

A

f t
n(w)dλ(w).

This is clear, if botht andt′ belong to the same interval

[
k
2n ,

k + 1
2n

)
.

for somet ∈ Z. Actually, in this case, we have even equality as (s,w)→

λs
w( f

k+ 1
2n ) is a martingale.

It is sufficient to prove the above inequality whent andt′ belong to

two consecutive intervals, anyt ∈

[
k
2n ,

k+ 1
2n

)
and t′ ∈

[
k+ 1

2n ,
k+ 2

2n

)
,

because for other values oft andt′, t < t′, the above inequality will then
follow from the transitivity of the conditional expectations.

Again to prove the inequality, it is sufficient to prove it whent =

k/2n for somek ∈ Z and t′ =
k+ 1

2n , because of the transitivity of the

conditional expectations and because of the fact that (s,w) → λs
w( f

k+1
2n )

is a martingale; i.e. we have to only prove that∀ n ∈ N, ∀ k ∈ Z,
∀ A ∈ C k/2n

∫

A

λ

k+ 1
2n

w ( f

k+ 2
2n )dλ(w) ≤

∫

A

λ
k/2n

w ( f

k+ 1
2n )dλ(w).

But this follows immediately from the fact thatf is a supermartin-
gale. It is easy to check that

∀ s,∀n, ∀λw, f s
n (w) ≤ f s

n+1(w).

Therefore, since∀n ∈ N, fn is regular, we have

∀λw,∀n,∀s, f s
n(w) ≤ f s

n+l(w).

Hence∀λw, ∀s, lim
n→∞

f s
n (w) exists. But102
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∀λw,∀s, t → λs
w( f t)

is right continuous in [s,+∞). Hence

∀λw,∀s, lim
n→∞

f s
n (w) = λs

w( f s).

Since (fn)n∈N is an increasing sequence of regular supermartingales,
it follows from the ‘Upper enveloppe theorem’ that

∀λw, s→ λs
w( f s)

is right continuous. �

We now state and prove another important theorem, which we call
the “theorem of trajectories”. In the course of the proof of this theo-
rem, we need the concepts relating to “Well-measurable processes” and
“C -analytic sets” where C is aσ-algebra onΩ. We state about well
measurable processes what we need. For the definition and properties
of C -analytic sets, we refer the reader to P.A. Meyer [1], Chapter, 3 and
section 1 “Compact pavings and Analytic sets”.

By a stochastic process XonΩ, with values in a topological spaces
E, we mean a collection (Xt)t∈R of mappings onΩ with values inE such
that∀t, Xt ∈ Ôλ. A stochastic process can be considered as a mapping
X fromΩ × R to E such that∀t ∈ R, Xt ∈ Ôλ. A stochastic processX is
said to beadaptedto (C t)t∈R if ∀t ∈ R, Xt ∈ C t.

Definition 92. A stochastic process X onΩ with values inR is said to
bewell-measurableif it belongs to theσ-algebra onΩ × R, generated
by all sets A⊂ Ω × R such that(w, t) → χA(w, t) is regulated and right 103

continuous and is adapted to(C t)t∈R.

See definition D14 in page 156 and remark (b) in page 157 in P.A.
Meyer [1].

We need the following important fact.
If X is a right continuous adapted process onΩ with values inR,

thenX is well-measurable.
For a proof see remark (c) in page 157, in P.A. Meyer [1].
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Theorem 93(The theorem of trajectories). Let X be a right continuous
stochastic process onΩ, adapted to(C t)t∈R, with values in a topolog-
ical space E which has a countable family of real valued continuous
functions separating its points (for example, a completelyregular Suslin
space). Then,

∀λw, ∀t ∈ R ∀λt
w
w′,∀s≤ t, Xs(w′) = Xs(w).

i.e. ∀λw,∀t, λt
w is carried by the set of all w′ whose trajectories coincide

with those of w upto the time t.

Proof. If BE is the Borelσ-algebra ofE, it is easy to see thatBE is
countably separating. Letsbe any fixed real number. Leth be a function
onΩ with values inE such thath ∈ C t for all t ≥ s. Then proceeding as
in the proof of proposition (3,§ 7, 54) and proposition (6,§ 2, 88), we
can prove that

∀λw, ∀ t ≥ s, ∀λt
w
w′, h(w′) = h(w).

Now Xs ∈ C t ∀t ≥ s. Hence,

∀s, ∀λw, ∀t ≥ s, ∀λt
w
w′, Xs(w′) = Xs(w).

Therefore,∀λw, ∀s ∈ Q, ∀t ≥ s, ∀λt
w
w′, Xs(w′) = Xs(w). Hence,∀λw,104

∀t, ∀λt
w
w′, ∀s ∈ Qs≤ t, Xs(w′) = Xs(w),

Now,∀λw, s→ Xs(w) is right continuous and hence∀λw, ∀t, ∀λt
w
w′,

s→ Xs(w′) is right continuous. Hence

∀λw, ∀t, ∀λt
w
w′, ∀s< t,Xs(w′) = Xs(w). (1)

To prove the theorem, we have to only prove that∀λw, ∀t, ∀λt
w
w′,

Xt(w′) = Xt(w).
First let us consider the case whenE = R.
Let us assume thatX is a regular supermartingale adapted to (C t)t∈R.

Let M be any real number> 0. Let XM = inf(X,M). Then,XM is also a
regular supermartingale. Therefore, by theorem (6,§ 2, 91),

∀λw, ∀t, λ
t
w(Xt

M) = Xt
M(w).
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Letw be such thatλt
w is a probability measure andλt

w(Xt
M) = Xt

M(w).
If Xt(w) ≥ M, thenXt

M(w) = M andXt
M(w′) ≤ M for all w′ ∈ Ω. Since

λt
w(Xt

w) = Xt
M(w), it follows therefore that∀λt

w
w′, Xt

M(w′) = M = Xt
M(w)

and hence,
∀λt

w
w′, Xt(w′) ≥ M.

Since ∀λw, ∀t, λt
w is a probability measure and since∀λw, ∀t,

λt
w(Xt

M) = Xt
M(w), we see that

∀ M ∈ R, M > 0, ∀λw, ∀t, if Xt(w) ≥ M, then

∀λt
w
w′,Xt(w′) ≥ M.

Hence,∀λw, ∀t, ∀M ∈ Q, M > 0, if Xt(w) ≥ M, then∀λt
w
w′, Xt(w′) ≥

M. Therefore∀λw, ∀t, ∀λt
w
w′, Xt(w′) ≥ Xt(w). But by theorem (6,§ 2,

91),
∀λw, ∀t, λ

t
w(Xt) = Xt(w).

Hence,∀λw, ∀t, ∀λt
w
w′, Xt(w′) = Xt(w).

This proves the theorem, whenX is a regular supermartingale. 105

Since an adapted right continuous decreasing process with values
in R, is a regular supermartingale, the theorem holds whenX is such a
process. Therefore also, whenX is a bounded adapted right continuous
increasing process. By passing to the limit, the theorem therefore also
holds whenX is an adapted increasing right continuous process.

Now, let X be any regulated right continuous process with values in
R.

Let ∀w ∈ Ω andt ∈ R,

σ(w, t) = X(w, t) − X(w, t−).

σ is again an adapted process with values inR. Letα > 0.
Since∀λw, Xw is a regulated function onR, ∀λw, the number oft’s

in any relatively compact interval ofR for whichσ(w, t) ≥ α is finite.

Let n ∈ N andw ∈ Ω andt ∈ R. Define
α

Mn(w, t) as the number of
τ’s, τ ∈ (−n, t] for whichσ(w, τ) ≥ α, if t > −n and zero otherwise.

Then∀λw, ∀n,
α

Mn(w, t) is an integer for allt and it is easy to see
that∀w, for which Xw is regulated, given anyt ∈ R, ∃ δ > 0 such that
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Mn(w, .) is constant in [t, t + δ). Hence∀λw, t → Mn(w, t) is trivially a
right continuous function. Moreover,∀λw, ∀n, Mn(w′, ·) is an increasing
function oft.

Hence,∀ n ∈ N,
α

Mn is an increasing right continuous process on
Ω × R.

Let us show that it is adapted to the family (Ĉ t
λ
)t∈R; i.e. let us show

that
∀ t ∈ R, ∀n ∈ N, w→

α

Mn(w, t) ∈ Ĉ
t
λ.

To understand the ideas involved in this prove, the reader isreferred
to the proof of T52 in page 71 if P.A. Meyer [1], where similar ideas are
used.

Any right continuous or a left continuous processZ adapted to
(C t)t∈R is progressively measurablewith respect to (C t)t∈R and hence
∀t, the restriction ofZ to Ω × (−n, t] belongs toC t ⊗ B(−n, t] where106

B(−n, t] is the Borelσ-algebra of (−n, t]. (seeD45 in page 68 andT47
in page 70 of P.A. Meyer [1]). Note that (w, t) → X(w, t−) is a left con-
tinuous process and henceσ is progressively measurable with respect to
(C t)t∈R.

Since
α

Mt
n is an integer valued function, to prove that∀ ∈ N,

α

Mt
n ∈

Ĉ t
λ
, it is sufficient to show that∀ m ∈ N,

{
w : Mt

n(w) ≥ m
}

is a C t-
analytic set.

Let A be the subset ofΩ × Rm+1 consisting of points (w,−n, s1, s2,

. . . , sm) wherew ∈ Ω, −n < s1 < s2 . . . < sm ≤ t and

σ(w, s1) ≥ α, σ(w, s2) ≥ α, . . . , σ(w, sm) ≥ α.

This setA ∈ C t ⊗ Bm+1(−n, t] whereBm+1(−n, t] is the Borelσ-
algebra of (−n, t] × (−n, t] . . . × (−n, t]︸                              ︷︷                              ︸

m+1 times

.

This is because of the fact thatσ is progressively measurable with
respect to (C t)t∈R.

The projection ofA on Ω is precisely the set{w :
α

Mt
n(w) ≥ m}.

Hence{w : Mt
n(w) ≥ m} is aC t-analytic set. Hence

∀ n, ∀ t,
α

Mt
n ∈ Ĉ

t
λ.
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Let ∀t, Ft be theσ-algebra
⋂
u>t

Ĉ u
λ

. Then (Ft)t∈R is an increasing right

continuous family ofσ-algebras onΩ, contained inÔλ and∀n ∈ N,
α

Mn

is adapted to (Ft)t∈R. Since
α

Mn is an increasing right continuous process
adapted to (Ft)t∈R, the theorem is valid for this process.

Hence∀ n ∈ N, ∀α > 0, ∀λw, ∀t, ∀λt
w
w′, ∀s ≤ t,

α

Mn(w′, s) =
α

Mn(w, s).
This shows that∀n ∈ N, ∀α > 0, ∀λw, ∀t, ∀λt

w
w′, for all s ≤ t, the

number of jumps in (−n, s] of magnitude greater than or equal toα are
the same forXw andXw′ .

Since this is true for all rationalα > 0 and the same thing analo-107

gously for all rationalα < 0, it follows that∀ n ∈ N, ∀λw, ∀t, ∀λt
w
w′, for

all s≤ t, the number of jumps in (−n, s] of any given magnitude are the
same forXw andXw′ .

Hence∀ n ∈ N, ∀λw, ∀t, ∀λt
w
w′, for all s≤ t, Xw′ andXw have jumps

precisely at the same points in (−n, s] and the magnitudes of the jumps
at each point of a jump are the same forXw′ andXw.

Since this is true for everyn ∈ N, we therefore have that

∀λw, ∀t, ∀λt
w
w′, Xw′

has a jump at a points≤ t if and only if Xw has one atsand the magni-
tudes of the jumps forXw andXw′ at sare the same.

Let C = {w ∈ Ω | ∀t, ∀λt
w
w′,w′ has a jump at a points ≤ t if and

only if Xw has one atsand the magnitudes of the jumps forXw′ andXw

at sare the same}. Then, by what we have seen,λ is carried byC.
Let B = {w ∈ Ω | ∀t, ∀λt

w
w′,∀s < t,Xs(w′) = Xs(w)}. Then, from

(1), λ is carried byB.
Let w ∈ B∩ C. Let t be any point ofR. Let Xw be continuous att.

We have, sincew ∈ B,

∀λt
w
w′, ∀s< t, Xs(w′) = Xs(w).

Hence,∀λt
w
w′, lim

s→t
s<t

Xs(w′) exists and is equal toXt(w), sinceXw is

continuous att.
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Let us prove that

∀λt
w
w′, lim

s→t
s<t

Xs(w′) = Xt(w′).

If not, the setBt
w = {w

′ ∈ Ω |
∑
s→t
s<t

Xs(w′) , Xt(w′)} is of positive108

λt
w-measure. But, sincew ∈ C and sinceXw is continuous att and hence

has no jump att, on no set of positiveλt
w-measure, all thew′ can have a

jump att. HenceBt
w must be ofλt

w-measure zero. Hence,

∀λt
w
w′, lim

s→t
s<t

Xs(w′) = Xt(w′) = Xt(w).

Therefore,∀λt
w
w′, Xt(w′) = Xt(w).

Now, let w ∈ B∩ C andt be a point at whichXw is discontinuous.
ThenXw has a jump att and sinceXw is right continuous att, the jump
is equal toX(w, t) − X(w, t−). Hence, sincew ∈ C, ∀λt

w
w′, w′ has also a

jump att and

X(w′, t) − X(w′, t−) = X(w, t) − X(w, t−).

But sincew ∈ B,

∀λt
w
w′,∀s< t, Xs(w′) = Xs(w)

Hence
∀λt

w
w′, X(w′, t−) = X(w, t−).

Therefore,
∀λt

w
w′,X(w′, t) = X(w, t).

Sinceλ is carried byB∩C and sincet ∈ R is arbitrary, we have

∀λw,∀t,∀λt
w
w′, Xt(w′) = Xt(w).

This combined with (1) gives that∀λw, ∀t, ∀λt
w
w′, ∀s ≤ t, Xs(w′) =

Xs(w).
Hence the theorem is proved whenX is an adapted, regulated, right

continuous real valued process.
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Let C109

= {A ⊂ Ω×R | χA is adapted and the theorem is true for the processχA}.

ThenC is aσ-algebra onΩ × R.
C contains by the preceding, all the setsA for whichχA is an adapted

regulated right continuous process. HenceC contains all the well-
measurable processes.

Since a right continuous, adapted process is well-measurable, the
theorem is true for any right continuous adapted process with values in
R.

Now, if ( fn)n∈N is a countable family of continuous functions onE,
separating the points ofE, and ifX is a right continuous adapted process
with values inE, then∀ n ∈ N, fn ◦ X is a real valued, adapted right
continuous process and hence the theorem is true forfn ◦ X, ∀n ∈ N.
Since thefn’s separate the points ofE and are countable, the theorem is
true forX. �

Theorem 94. LetO be countably generated. Then,

∀λw,∀s,∀t,
∫

λt
w′λ

s
w(dw′) = λMin(s,t)

w .

Proof. ∀B ∈ O, ∀s, t, s≤ t,

∀λw,
∫

λt
w′(B)λs

w(dw′) = λs
w(B)

since (t,w′)→ λt
w′(B) is a martingale. Hence,

∀ B ∈ O , ∀t, ∀λw, ∀s∈ Q, s≤ t,∫
λt

w′(B)λs
w(dw′) = λs

w(B).

Since (λs
w)w∈Ω

s∈R
is a regular disintegration,∀λw, s → λs

w(B) and s →
∫
λt

w′(B)λs
w(dw′) are right continuous. Hence,

∀ B ∈ O , ∀t, ∀λw, ∀s< t,
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∫
λt

w′(B)λs
w(dw′) = λs

w(B).

Therefore, 110

∀B ∈ O , ∀λw, ∀t ∈ Q,∀s< t,∫
λt

w′(B)λs
w(dw′) = λs

w(B).

Since (λt
w)w∈Ω

t∈R
is a regular disintegration,∀B ∈ O, ∀λw, t → λt

w(B) is

right continuous. Hence∀B ∈ O, ∀λw, ∀s, ∀λs
w
w′, t → λt

w′(B) is right
continuous. Hence,

∀B ∈ O , ∀λw, ∀t, ∀s< t,∫
λt

w′(B)λs
w(dw′) = λs

w(B) (1)

Since (λs
w(B))w∈Ω

s∈R
is an adapted right continuous process with values

in R, by the previous theorem (6,§ 2, 93),

∀ B ∈ O , ∀λw, ∀s, ∀λs
ww′,∀t ≤ s, λt

w′(B) = λt
w(B).

Therefore,

∀λw, ∀s, ∀t ≤ s,
∫

λt
w′(B)λs

w(dw′) = λt
w(B),

since∀λw, ∀s, λs
w is a probability measure. II

From (I) and (II), we see therefore that

∀B ∈ O , ∀λw,∀s,∀t,
∫

λt
w′ (B)λs

w(dw′) = λMin(s,t)
w (B).

SinceO is countably generated, by the Monotone class theorem,

∀λw,∀s,∀t,∀B ∈ O ,

∫
λt

w′(B)λs
w(dw′) = λMin(s,t)

w (B).

Hence,

∀λw,∀s,∀t,
∫

λt
w′λ

s
w(dw′) = λMin(s,t)

w .

�



Chapter 7

Strongσ-Algebras

1 A few propositions

We shall prove in this section two propositions which will beused later 111

on.

Proposition 95. Let (Ω,O , λ) be a measure space andC , aσ-algebra
contained inÔλ. Letλ restricted toC beσ-finite. Then, the following
are equivalent:

(i) λ is disintegrated with respect toC by the constant measure val-
ued function w→ λC

w = λ.

(ii) λ is ergodic onC i.e. ∀A ∈ C , λ(A) = 0 or 1.

Proof. Let us assume (i) and prove (ii).
By the definition of a measure space,λ . 0. (i) implies thatλ is a

probability measure. By proposition (3,§ 7, 49), for any disintegration
(λC

w )w∈Ω of λ with respect toC , givenA ∈ C , ∀λw, λC
w is carried byA or

by ∁A, according asw ∈ A or w ∈ ∁A. Therefore, givenA ∈ C , either
λ(A) = 0 or if λ(A) > 0, there exists aw ∈ A such thatλC

w is carried
by A. Applying this to our special case whereλC

w = λ ∀w ∈ Ω, we
see that ifλ(A) > 0, λ is carried byA and henceλ(A) = 1, sinceλ is a
probability measure. Thus,λ is ergodic onC .

111
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Let us now assume (ii) and prove (i). (ii) implies thatλ is a proba-
bility measure.

To verify thatλ is disintegrated with respect toC by the constant
measure valued functionw→ λC

w = λ, according to proposition (3,§ 7,
49), it is sufficient to verify that112

(1) for anyA ∈ O, w→ λ(A) belongs toC .

(2) λ =
∫
λdλ(w)

(3) GivenA ∈ C , λ is carried byA or by∁A.

(1) and (2) are clear and (3) follows from the fact thatλ is ergodic. �

Proposition 96. Let (X,X, µ) be a measure space. Let x→ νx be a
measure valued function on X with values in a measurable space (Ω,O),
ν ∈ X. Let ρ =

∫
νxµ(dx). Let C be aσ-algebra contained inÔρ ∩⋂

x∈X
Ôνx. Let∀µx, νx have(λC

w )w∈Ω as disintegration with respect toC .

Thenρ also has(λC
w )w∈Ω as disintegration with respect toC .

Proof. We have to only prove that

∀A ∈ C , χA · ρ =

∫

A

λC
w dρ(w).

Let B ∈ O.

χA · ρ(B) = ρ(A∩ B) =
∫

νx(A∩ B)dµ(x).

∀µx, νx(A∩ B) =
∫

λC
w (A∩ B)dνx(w).

∫
λC

w (A∩ B)dνx(w) = νx(λC .(A∩ B)) = νx(χA · λ
C .(B)). Therefore,

∫
νx(A∩ B)dµ(x) =

∫
νx(χA · λ

C .(B))µ(dx)

=

∫
χA(w) · λC

w (B)ρ(dw)
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= (
∫

A

λC

Aρ(dw))(B).

SinceB ∈ O is arbitrary,

χA · ρ =

∫

A

λC
wρ(dw).

�

2 Strongσ-Algebras

Hereafter throughout this chapter, we shall make the following assump- 113

tions regardingΩ, O andλ.

(1) Ω is a topological space andO is its Borelσ-algebra

(2) O is countably generated

(3) λ is a probability measure onO and

(4) Ω has theλ-compacity metrizability property.

For example ifΩ is a Suslin space andO is its Borelσ-algebra, (2)
is verified and (4) is also true for any probability measureλ.

Let Ō be theσ-algebra of alluniversally measurablesets ofΩ. i.e.
Ō =

⋂
Ô

µ∈m+(Ω)
wherem+(Ω) where is the set of all probability measures

onΩ.
We remark that our assumptions regardingΩ, O andλ implies the

existence and uniqueness of disintegrations ofλ with respect to anyσ-
algebra contained in̄O.

If H is anyσ-algebra contained in̄O, let (λH
w )w∈Ω denote a disin-

tegration ofλ with respect toH .

Definition 97. LetS andC be twoσ-algebras contained in̄O. We say
C is λ-stronger thanS if ∀λw,λC

w admits as disintegration with respect
to C , the family of measures(λC

w′ )w′∈Ω.
The following proposition shows that the property “C is λ-stronger

thanS ” does not depend on the chosen disintegrations.
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Proposition 98. Let S andC be twoσ-algebras contained inŌ. Let
(λC

w )w∈Ω (resp. (λC
w )w∈Ω) and (χC

w )w∈Ω (resp. (χC
w )w∈Ω) be two disinte-

grations ofλ with respect toS (resp. C ). If ∀λw, λS
w has (λC

w′)w′∈Ω114

for disintegration with respect toC , then∀λw, χS
w has (χC

w′ )w′∈Ω for
disintegration with respect toC .

Proof. Since∀λw, λS
w has (λC

w′)w′∈Ω for disintegration with respect to
C , we have

(1) ∀λw, λC
w =

∫
λC

w′dλ
S
w (dw′)

(2) ∀λw, givenA ∈ C , ∀λS
w

w′, λC

w′ is carried byA or ∁A according

asw′ ∈ A or w′ ∈ ∁A.

To prove the proposition, we have only to prove that

(i) ∀λw, χS
w =

∫
χC

w′dχ
S
w (w′)

(ii) ∀λw, givenA ∈ C , ∀χS
w

w′, χC

w′ is carried byA or∁A according as

w′ ∈ A or w′ ∈ ∁A.

Because of the uniqueness of disintegrations, we have

(a) ∀λw, λS
w = χ

S
w

(b) ∀λw, λC
w = χ

C
w and therefore,

(c) ∀λw, ∀χs
w
w′, λC

w′ = χ
C

w′ .

It is now easy to see that (i) and (ii) follow from (1) and (2) because
of (a) and (c).

�

Proposition 99. LetC be aσ-algebra contained inŌ. If C is countably
separating (in particular, ifC is countably generated), it isλ-stronger
than all its subσ-algebras.

Proof. Let S ⊂ C be aσ-algebra. SinceO is countably generated, we
have

∀λw, λ
S
w =

∫
λC

w′λ
S
w (dw′)
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because of the transitivity of the conditional expectations. Therefore,115

sincew′ → λC

w′ belongs toC , to prove the proposition, it is sufficient
to prove by proposition (3,§ 7, 52) that∀λw, ∀λC

w
w′, λC

w′ is carried by

theC -atom ofw′. Since (λC
w )w∈Ω is a disintegration ofλ with respect to

C and sinceC is countably separating, according to proposition (3,§ 7,
53),∀λw′, λC

w′ is carried by theC -atom ofw′. Therefore,∀λw, ∀λS
w

w′,

λC

w′ is carried by theC -atom ofw′. �

Proposition 100. LetC andS be twoσ-algebras contained in̄O . If C

is λ-stronger thanS , it is λ-stronger than every subσ-algebra ofS .

Proof. Let S ′ be aσ-algebra contained inS . SinceO is countably
generated, we have∀λw, λS

′

w =

∫
λS

w′dλ
S
′

w (w′) by the transitivity of the
conditional expectations.

SinceC is λ-stronger thanS , ∀λw′, λS

w′ has (λC

w′′ )w′′∈Ω for disinte-
gration with respect toC . Therefore,∀λw, ∀S ′

λw
w′, λS

w′ has (λC

w′′ )w′′∈Ω

for disintegration with respect toC . Hence by proposition (7,§ 1, 96),
∀λw, λS ′

w has (λC

w′′ )w′′∈Ω for disintegration with respect toC .
This proves thatC is λ-stronger thanS ′. �

Definition 101. Aσ-algebraC contained inŌ is said to beλ-strongif
it is λ-stronger than itself.

We see by the above proposition, proposition (7,§ 2, 100), that aλ-
strongσ-algebra isλ-stronger than all its subσ-algebras. From propo-
sition (7,§ 2, 99) we see that if aσ-contained inŌ is countably sepa-
rating, it isµ-strong for any probability measureµ on O, if Ω has the
µ-compacity metrizability property.

Proposition 102. Let C be aσ-algebra contained inŌ . C is λ-strong 116

if and only if one of the two following equivalent conditionsis true.

(i) ∀λw, λC
w is disintegrated with respect toC by the constant mea-

sure valued function w′ → λC
w .

(ii) ∀λw, λC
w is ergodic onC .
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Proof. The equivalence of (i) and (ii) follows from proposition (7,§ 1,
95).

SinceO is countably generated, by Corollary (3,§ 7, 56), we have

∀λw, ∀λC
w

w′, λC

w′ = λ
C
w .

Let C be λ-strong. Let us prove (i).∀λw, λC
w is disintegrated by

(λC

w′)w′∈Ω with respect toC , and since∀λw, ∀λC
w

w′, λC

w′ , λ
C

w′ = λC
w ,

we see that∀λw, λC
w is disintegrated by the constant measure valued

functionw′ → λC
w , with respect toC . This is (i)

Let us assume (i) and prove thatC is λ-strong.
∀λw, λC

w is disintegrated with respect toC by the constant measure
valued functionw′ → λC

w and∀λw, ∀λC
w

w′, λC

w′ = λ
C
w .

Hence,∀λw, λC
w is disintegrated with respect toC by the family

(λC

w′)w′∈Ω. This proves thatC is λ-strong. �

In the following proposition, we will be using the fact that if f is
a λ-integrable function and if (C n)n∈N is a decreasing sequence ofσ-
algebras contained in̄O with C =

⋂
n=1

C n, then∀λw, f C n
(w) → f C (w).

This follows immediately from the convergence theorem for martingales
with respect to a decreasing sequence ofσ-algebras. See P.A. Meyer [1],
Chap. V. T21.

Proposition 103. Let (C n)n∈N be a decreasing sequence ofσ-algebras

contained inŌ and letC =
∞⋂

n=l
C n. If ∀ n ∈ N, C n is λ-strong thenC is

alsoλ-strong.

Proof. We have to prove that∀λw, λC
w is disintegrated with respect toC117

by (λC

w′)w′∈Ω. We have only to check that

∀λw,∀B ∈ O ,w′ →
∫

χB(w′′)λC

w′ (dw′′)

is a conditional expectation ofχB with respect toC for the measureλC
w .

i.e. we have to only prove that∀λw, ∀B ∈ O, for all A ∈ C ,
∫

A

χB(w′)λC
w (dw′) =

∫

A

(
∫

χB(w′′)λC

w′ (dw′′))λC
w (dw′).
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To prove this, it is sufficient to prove that

∀ B ∈ O , ∀λw,
∫

A

χB(w′)λC
w (dw′) =

∫

A

(
∫

χB(w′′)λC

w′(dw′′))λC
w (dw′)

for all A ∈ C . For if we prove this, an application of Monotone class
theorem will give the result, sinceO is countably generated.

Let B ∈ O. Sinceλ is a probability measure,χB is λ-integrable.
Hence,

∀λw
′ · (χB)C

n
(w′)→ (χB)C (w′).

i.e. ∀λw′,
∫
χB(w′′)λC n

w′ (dw′′)→
∫
χB(w′′)λC

w′(dw′′). Hence,

∀λw,∀λC
w

w′,
∫

χB(w′′)λC n

w′ (dw′′)→
∫

χB(w′′)λC

w′(dw′′).

Therefore, by Lebesgue’s dominated convergence theorem (which
is applicable here since∀λw, ∀λC

w
w′, λC n

w′ is a probability measure for all

n and hence
∫
χB(w′′)λC n

w′ (dw′′) ≤ 1 and 1 is integrable with respect to
λC

w for λ-almost allw), we have∀λw, for all A ∈ C ,
∫

A

(
∫

χB(w′′)λC n

w′ (dw′′))λC
w (dw′)→

∫

A

(
∫

χB(w′′)λC

w′(dw′′))λC
w (dw′).

Since∀ n ∈ N, C n is λ-strong, and hence isλ-stronger thanC , ∀λw, 118

λC
w is disintegrated with respect toC n by (λC

w′)w′∈Ω for all n ∈ N. Hence,
∀λw, ∀B ∈ O, for all A ∈ C , for all n ∈ N,

∫

A

(
∫

χB(w′′)λC n

w′ (dw′′))λC
w (dw′) =

∫

A

χB(w′)λC
w (dw′).

Hence∀B ∈ O, ∀λw, for all A ∈ C ,
∫

χB(w′)λC
w (dw′) =

∫

A

(
∫

χB(w′′)λC

w′(dw′′))λC
w (dw′).

This is what we wanted to prove. �
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3 Choquet-type integral representations

In this section, we shall obtain a Choquet-type integral representation
for probability measures which have a given family of probability mea-
sures as disintegration with respect to a givenσ-algebra ofŌ .

Definition 104. LetC be a subσ-algebra ofŌ . C is said to beuniver-
sally strongif it is λ-strong for every probability measureλ onO.

Let us fix a subσ-algebraC of Ō which is universally strong,
throughout this section. Let (λw)w∈Ω be a family of probability mea-
sures onO. Let us assume that the measure valued functionw → λw

belongs toC , i.e.∀ B ∈ O, w→ λw(B) ∈ C .
∀ w ∈ Ω, consider the set{w′ ∈ Ω | λw′ = λw}. This set∈ C and

hence is a union ofC -atoms. Hence, we shall call it the molecule ofw
and write it as Molw.

Let Ω̃ = {w ∈ Ω | λw is disintegrated with respect toC by (λw′)w′∈Ω

and is carried by Molw }.
Let K = {λ | λ a probability measure onO such thatλ has (λw)w∈Ω

as disintegration with respect toC }.119

ThenK is a convex set.

Proposition 105. If λ ∈ K , λ is carried byΩ̃ andλ =
∫

Ω

λwdλ(w). If

µ is any probability measure carried bỹΩ and if ρ =
∫

Ω

λwdµ(w), then

ρ ∈ K .

Proof. Let λ ∈ K . SinceC is universally strong, it is in particular
λ-strongλ has (λw)w∈Ω for disintegration with respect toC . Hence,
∀λw, λw is disintegrated with respect toC by (λw′)w′∈Ω. Moreover, by
Corollary (3,§ 7, 56),

∀λw, ∀λww′, λw′ = λw.

This shows thatλ is carried byΩ̃. Sinceλ =
∫

Ω

λwλ(dw) and sinceλ

is carried byΩ̃, λ =
∫

Ω̃

λwλ(dw). The rest of the proposition follows

immediately from proposition (7,§ 1, 96). �
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Theorem 106. The extreme points ofK are precisely the measuresλw

where w∈ Ω̃.

Proof. Let us first show that∀w ∈ Ω̃, λw is extreme.
Let w ∈ Ω̃. Thenλw ∈ K . Let µ andν be two measures∈ K andt

be a real number with 0< t < 1 such that

λw = tµ + (1− t)ν.

Mol w ∈ C andλw(Molw) = 1 sinceλw is carried by Molw. Hence
µ andν are also carried by Molw. By the previous proposition 7,§ 3,
105),µ =

∫
λw′µ(dw′) andν =

∫
λw′ν(dw′). Sinceµ andν are carried

by Mol w, the integration is actually over only Molw. Thus,

µ =

∫

Mol w

λw′µ(dw′) andν =
∫

Mol w

λw′ν(dw′).

But for w′ ∈ Mol w, λw′ = λw and henceµ = λw = ν.
Thusλw is extreme∀ w ∈ Ω̃. 120

Now, letλ be an extreme point ofK . Let us show that there exists
aw ∈ Ω̃ such thatλw = λ.

First of all, we claim thatλ must be ergodic onC . For, if not,
∃A ∈ C such that 0< λ(A) < 1,

λ = λ(A) ·
χA · λ

λ(A)
+ λ(∁A) ·

χ∁A · λ

λ(∁A)
.

Thus,λ is a convex combination of the measures
χA · λ

λ(A)
and

χ∁A · λ

λ(∁A)
.

SinceA ∈ C , andλ ∈ K ,
χA · λ

λ(A)
also∈ K . Similarly,

χ∁A · λ

λ(∁A)
also

belongs toK . These two measures are not the same since
χA · λ

λ(A)
is

carried byA and
χ∁A · λ

λ(∁A)
is carried by∁A. Thus, we get a contradiction

to the fact thatλ is extreme. Henceλ must be ergodic onC . Hence
by proposition (7,§ 1, 95)λ is disintegrated with respect toC by the
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constant measure valued functionw → λC
w = λ. It follows therefore,

by uniqueness of disintegrations that∀λw, λw = λ. By the previous
propositionλ is carried byΩ̃. Hence there exists aw ∈ Ω̃ such that
λw = λ. �

In view of theorem (7,§ 3, 106) and proposition (7,§ 3, 105) we see
that the integral representation ofλ ∈ K as

∫

Ω̃

λwλ(dw) is indeed of the

same type as the one considered by Choquet. But, we have not deduced
our result from Choquet’s theory.

Let us now prove a kind of uniqueness theorem.
Let Ω̃ • be the quotient set of̃Ω by the molecules. Letp be the canon-

ical mapping fromΩ̃ to Ω̃ •. LetC ◦ be theσ-algebra onΩ̃ • consisting of
sets whose inverse image underp belongs toC . If w ∈ Ω̃, let us denote
by ẇ the elementp(w) of Ω̃ •. ∀ẇ ∈ Ω̃ • define the measureλẇ on C ◦

as the image measure ofλw under the mappingp wherew is such that
p(w) = ẇ.

This is independent of the choice ofw in p−1(ẇ), for if p(w1) =121

p(w2), thenλw1 = λw2. If µ is any measure onC , let us denote by ˙µ
its image measure underp on C ◦. We note that ifA ∈ C ◦, λẇ(A) = 1
or 0 according as ˙w ∈ A or not. For, ifẇ ∈ A, thenw ∈ p−1(A) where
w is such thatp(w) = ẇ. Hence Molw ⊂ p−1(A). Therefore,λẇ(A) =
λw(p−1(A)) = 1 sinceλw is carried by Molw. If ẇ < A, ẇ ∈ ∁A and by
the same argumentλẇ(∁A) = 1. Henceλẇ(A) = 0.

Theorem 107. Let λ ∈ K . If µ is any probability measure carried by
Ω̃ such thatλ =

∫
λwµ(dw) , thenµ̇ = λ̇ onC ◦.

Proof. Let λ =
∫

Ω̃

λwµ(dw). We first see thaṫλ =
∫

Ω̃
•

λẇµ̇(dẇ). For let

A ∈ C ◦

λ̇(A) = λ(p−1(A)) =
∫

λw(p−1(A))µ(dw)

=

∫
λẇ(A)µ(dw)

=

∫
λp(w)(A)µ(dw)
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=

∫
λẇ(A)µ̇(dẇ).

Hence,

λ̇ =

∫

Ω̃
•

λẇµ̇(dẇ).

For anyA ∈ C ◦, λ̇(A) =
∫

Ω̃
•

λẇ(A)µ̇(dẇ). Sinceλẇ(A) = 1 or 0

according as ˙w ∈ A or∁A, the integration is actually only overA; i.e.

λ̇(A) =
∫

A

λẇ(A)µ̇(dẇ).

But,
∫

A

λẇ(A)µ̇(dẇ) = µ̇(A) sinceλẇ(A) = 1 for ẇ ∈ A. Hence,

λ̇(A) = µ̇(A), ∀A ∈ C
◦

and therefore,̇λ = µ̇. �

4 The Usualσ-Algebras

In this section, we shall define theσ-algebras that occur in the theory of122

Brownian motion on the real line and prove some properties ofthem.
Let Ω[0,+∞) be the set of all real valued continuous functions on

[0,+∞). Let D be a countable dense subset of [0,+∞). For t ∈ [0,+∞)
define the mappingπt fromΩ[0,+∞) to R asπt(w) = w(t), wherew is an
element ofΩ[0,+∞). πt is called thet′th projection. LetID be the topol-
ogy onΩ[0,+∞) which is the coarsest making all the (πt)t∈D continuous.
Let OD be the Borelσ-algebra ofΩ[0,+∞) for the topologyID. It can be
easily checked thatOD is the smallestσ-algebra making the projections
(πt)t∈D measurable. Since∀t ∈ [0,+∞), πt = lim

tn→t
tn∈D

πtn, it follows imme-

diately thatOD is also the smallestσ-algebra making all the projections
(πt)t∈[0,+∞) measurable.

Let IP be the topology of pointwise convergence onΩ[0,+∞) i.e. IP

is the coarsest topology making all the (πt)t∈[0,+∞) continuous. LetOP be
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the Borelσ-algebra ofΩ[0,+∞ in this topologyIP. LetI be the topology
of uniform convergence on compact sets of [0,+∞). Let O be the Borel
σ-algebra ofΩ[0,+∞) in this topologyI. We easily see thatID is coarser
thanIP which in turn is coarser thanI . HenceOD ⊂ OP ⊂ O.

Now,Ω[0,+∞) is a separable Fréchet space under the topologyI and
hence is a Polish space i.e. is homeomorphic to a complete separable
metric space. It is a theorem that the Borelσ-algebra of a Polish space
is the same as the Borelσ-algebra of any coarser Hausdorff topology.
HenceOD = OP = O.

Thus the smallestσ-algebra making all the (πt)t∈[0,+∞) measurable
coincides with the Borelσ-algebra of the topology of pointwise con-
vergence on [0,+∞) and it is countably generated sinceO is countably
generated.

LetU′ be theσ-algebra onΩ[0,+∞) generated by (πs)s≤t wheret ∈123

[0,+∞). LetΩ[0,t] be the space of all real valued continuous functions on
[0, t]. For 0≤ s ≤ t, let π′s be the map defined onΩ[0,t] asπ′s(w) = w(s)
wherew ∈ Ω[0,t] . As above, we can see that the Borelσ-algebra ofΩ[0,t]

for the topology of pointwise convergence on [0, t] is the same as the
σ-algebra generated by (π′s)0≤s≤t. Let us denote thisσ-algebra byO t.
As above we can see thatO t is countably generated.

Let p : Ω[0,+∞) → Ω[0,t] be the restriction map. It is easily checked
thatUt is equal top−1(O t) wherep−1(O t) is theσ-algebra consisting of
setsp−1(A) asA varies overO t. SinceO t is countably generated,Ut is
also countably generated.

Let w ∈ Ω[0,+∞). TheUt-atom ofw is p−1(p(w)) i.e. the set of all
trajectories which coincide withw upto timet.

Proposition 108. A ∈ Ut ⇐⇒ A ∈ O and is a union ofUt-atoms.

Proof. Let A ∈ Ut. Then clearlyA ∈ O and is a union ofUt-atoms. We
have to prove only the other way.

Let ( fn)n∈N be a countable number of functions generating theσ-
algebraUt. Consider the mappingϕ : Ω[0,+∞) → R

N given byϕ(w) =
( fn(w))n∈N. Since∀ n ∈ N, fn ∈ Ut, ϕ also∈ Ut and hence is Borel
measurable i.e. measurable with respect toO. Henceϕ(Ω[0,+∞)) is a
Suslin subset ofRN sinceΩ[0,+∞) is a Polish space for the topologyI
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andO is its Borelσ-algebra. SinceA ∈ O, A is Suslin and henceϕ(A)
ia Suslin. Similarlyϕ(∁A) is also Suslin. SinceA is union ofUt-atoms,
it is easily checked thatϕ(Ω[0,+∞))ϕ(A) is preciselyϕ(∁A). Thus the
Suslin subsetsϕ(A) and ϕ(∁A) are complementary inϕ(Ω[0,+∞)) and
hence are Borel. SinceA is a union ofUt-atoms,A = ϕ−1(ϕ(A)). Since 124

ϕ ∈ U′ andϕ(A) is Borel, it follows thatϕ−1(ϕ(A)) i.e. A ∈ Ut. �

Let ∀t ∈ [0,+∞), C t be theσ-algebra
⋂
ǫ>0
Ut+ǫ .

Corollary 109. A ∈ C t
=⇒ A ∈ O and is a union ofC t-atoms.

Proof. If A ∈ C t, thenA ∈ O and is a union ofC t-atoms. Conversely if
A ∈ O and is a union ofC t-atoms, it is∀ǫ > 0, a union ofUt+ǫ -atoms
and hence by the above proposition,A ∈ U t+ǫ∀ǫ > 0. HenceAǫC t. �

Proposition 110. TheC t-atom of w consists of precisely the trajectories
which coincide with w a little beyond t. i.e.

C
t − atom of w= {w′ | ∃ tw′ > t such that w′ = w in [0, tw′ ]}.

Proof. Let B = {w′ | ∃ tw′ > t such thatw′ = w in [0, tw′ ]}

B =
⋃

ǫ>0

{w′ | w′ = w in [0, t + ǫ]}

=

⋃

ǫ>0

{Ut+ǫ − atom ofw}.

Let A be any setǫC t containingw. Then,∀ǫ > 0, AǫUt+ǫ and hence
A contains theUt+ǫ-atom ofw, ∀ǫ > 0. HenceA ⊃ B.

Therefore, to prove the proposition, sufficient to prove thatB ∈ C t.

B =
⋃

ǫ>0

{Ut+ǫ − atom ofw}

=

⋃

n∈N

{U
t+

1
n − atom ofw}

=

⋃

m∈N

⋃

1
n<

1
m

n∈N

{Ut+ 1
n − atom ofw}
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∀ m ∈ N,
⋃

1
n<

1
m

n∈N

{Ut+ 1
n − atom ofw} ∈ Ut+ 1

m and hence,

⋂

m∈N

⋃

1
n<

1
m

n∈N

{Ut+ 1
n − atom ofw}ǫC t.

�

One can prove that∀t, C t is not countably separating. For a proof125

see L. Schwartz [1], page 161.
However,∀t, C t is universally strong. For, since∀ǫ > 0, Ut+ǫ is

countably generated, it is universally strong by proposition (7,§ 2, 99).
SinceC t

=
⋂

n∈N
Ut+ 1

n , by proposition (7,§ 2, 103), it follows thatC t is

universally strong∀t ∈ [0,+∞).

5 Further results on regular disintegrations

In this section, let us assume thatΩ is a compact metrizable space and
O is its Borelσ-algebra. Let (C t)t∈R be a right continuous increasing
family of σ-algebras contained inO which is theσ-algebra of all uni-
versally measurable sets ofΩ. Let λ be a probability measure onO.

Note that a unique regular disintegration ofλ with respect to (C t)t∈R

exits.
Let us assume that∀t ∈ R, C t is λ-strong.

Theorem 111.Let (λt
w)w∈Ω

t∈R
be a regular disintegration ofλ with respect

to (C t)t∈R. Then∀λw, ∀s, λs
w has a regular disintegration with respect

to (C t)t∈R given by

(t,w′)→ λt
w′ for t ≥ s

(t,w′)→ λs
w for t < s.

Proof. Let t be fixed. SinceC t is λ-strong,∀λw, λt
w has (λt

w)w′∈Ω for
disintegration with respect toC t. Since a set ofλ-measure zero is also
∀λw, ∀s, of λs

w-measure zero, it follows therefore that
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∀λw, ∀s, ∀λs
ww′, λt

w′ has (λt
w′′ )w′′ǫΩ for disintegration with respect to

C t.
By theorem (6,§ 2, 94), we have 126

∀λw, ∀s≤ t, λs
w =

∫
λt

w′λ
s
w(dw′).

Hence, by proposition (7,§ 1, 96),∀λw, ∀s ≤ t, λs
w has (λt

w′′ )w′′∈Ω

for disintegration with respect toC t. Thus,∀t, ∀λw, ∀s ≤ t, λs
w has

(λt
w′′)w′′∈Ω for disintegration with respect toC t.

Therefore,∀λw, ∀t, a dyadic rational∀ s ≤ t, λs
w has (λs

w′′)w′′∈Ω for
disintegration with respect toC t.

Now, letµ be a probability measure onO and let (δt
w)w∈Ω be a dis-

integration ofµ with respect toC t ∀ dyadict.
For anyt ∈ R, define

δt
w =


vague limδτn(t)

w , if it exists

0, i f not

Then, sinceΩ is compact metrizable, we can easily check that
(δt

w)w∈Ω
t∈R

is a regular disintegration ofµ with respect to (C t)t∈R.

Now we have,

∀λw, ∀t ∈ R, λ
t
w = vague lim

n→∞
λ
τn(t)
w .

Hence, since∀λw,∀s, λs
w has a disintegration (λt

w′′)w′′∈Ω with respect
to C t for all t dyadic≥ s, by the preceding paragraph,∀−λw, ∀s, λs

w has
(λt

w′′)w′′∈Ω for a regular disintegration with respect toC t for all t ≥ s.
By the theorem of trajectories, i.e. by theorem (6,§ 2, 93),

∀λw, ∀s,∀λs
w
w′, ∀t ≤ s, λt

w′ = λ
t
w.

In particular,
∀λw, ∀s, ∀λs

w
w′, λs

w′ = λ
s
w.

SinceC s is λ-strong. ∀λw λs
w is disintegrated by (λs

w′)w′∈Ω with 127

respect toC s. Since∀λw, ∀s, ∀λs
w
w′, λs

w′ = λs
w, ∀λw, ∀λw, ∀s, λs

w is
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disintegrated with respect toC s by the constant measure valued function
w′ → λs

w. Hence, by proposition (7,§ 1, 95),∀λw, ∀s, λs
w is ergodic on

C s. Hence∀λw, ∀s, ∀t ≤ s, λs
w is ergodic onC . Hence, again by the

proposition (7,§ 1, 95),∀λw, ∀s, ∀t ≤ s, λs
w is disintegrated with respect

to C t by the constant measure valued functionw′ → λs
w.

Thus, we have proved that∀λw, ∀s, λs
w has with respect to (C t)t∈R

a disintegration given by (t,w′) → λt
w′ for t ≥ s and (t,w′) → λs

w for
t < s.

We have to check only that this is a regular disintegration. Since
(t,w) → λt

w is a regular disintegration ofλ, we have to check only the
right continuity at the points. i.e., we have to only prove that

∀ B ∈ O , ∀λw, ∀s, ∀λs
ww′, lim

t↓s
λt

w′(B) = λs
w(B).

But this follows immediately from the fact that∀λw′, lim
t↓s

λt
w′(B) =

λs
w′(B) and

∀λw, ∀s, ∀λs
w
w′, λs

w′ = λ
s
w.

�

Corollary 112. Let f be a regular supermartingale adapted to(C t)t∈R.
Then∀λw,∀s, f remains a supermartingale on the setΩ × [s,+∞), for
the measureλs

w.

Proof. From the above theorem, we have∀λw, ∀s, ∀ pair {t, t′} with
s≤ t ≤ t′, ∀λs

ww′.

Eλs
w( f t′ | C t)(w′) = λt

w′( f t′ )

whereEλs
w( f t′ | C t)(w′) stands for the value atw′ of the conditional

expectation off t′ with respect toC t for the measureλs
w.128

Becausef is a supermartingale,∀λw, λt
w( f t′ ) ≤ f t(w). Hence

∀λw,∀s,∀λs
w
w′ · λt

w′( f t′ ) ≤ f t(w′).

Hence∀λw, ∀s, ∀ pair {t, t′} with s ≤ t ≤ t′, ∀λs
w
w′, Eλs

w( f t′ |

C t)(w′) ≤ f t(w′).
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This shows that∀λw, ∀s, f is a supermartingale onΩ × [s,+∞) for
the measureλs

w.
The regularity of f with respect toλs

w follows from that of f with
respect toλ. �

Remark 113.Under the assumptions thatC t is λ-strong∀ t ∈ R and
Ω, compact metrizable, note that the above corollary is stronger than
theorem (6,§ 2, 91).
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