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Foreword

The solution of time dependent equations of hydrodynamics is a subject
of great importance. Except for some very particular cases,the solution
cannot be obtained in an analytic form which, in passing, causes diffi-
culties when onw wishes to test a numerical method because one only
has very few solutions, chiefly related to 2-dimensional problems.

For the 1-dimensional problems, the numerical methods studied in
these notes are the method of characteristics and the methodof finite
differences. Unfortunately, we had not much time to treat 2-dimensional
problems. But the last chapter is an introduction of the method of finite
elements which one can utilise for solving them.

Here we have essentially restricted ourselves to non-viscous fluids
and we have especially studied the cases of propagation of shocks. To
resolve this problem, we have presented a method of “shock-fitting” if
one uses the method of characteristics and a method of pseudo-viscosity
if one wants to use the method of finite differences.

The course is mainly concentrated on the study of the stability of the
various schemes. We have considered only the stability for linearised
problems. A rigorous analysis in the nonlinear case is impossible at the
present moment.

In the first part of the course, we have chosen to study the schemes
for the three particularly simple model equations (in one-space variable
and in one time-variable): the heat equation, the wave equation, and the
advection equation.

To do this, we have first introduced the mathematical notionsof the
hyperbolic system of equations, weak solutions of the equations, energy

v



vi 0. Foreword

inequalities and the boundary conditions for the problem tobe well-
posed.

Next, we have studied the consistency and stability of sufficiently
large number of schemes by obtaining energy inequalities using the
Fourier transform.

In the second part of the course, we have shown the practical ap-
plication of these numerical methods to the solution of the equations of
hydrodynamics.

Thereforem, this course covers only a very small portion of the vast
subject of the Numerical approximation of the equations of Fluid Me-
chanics. The interested reader can refer to the various articles and works
given in the references. He can also find a very complete bibliography
in the book of ROACHE. Every two years, a Congress on the Numeri-
cal methoda of Fluid mechanics takes place whose Proceedings furnish
precise details. Numerous articles on this subject are published in the
following 2 reviews:

Physics of Fluids and especially Journal of Computational Physics.
I thank all those who have enabled me to deliver this course, in

particular Professor K.G. Ramanathan and Professor R. Sridharan of
T.I.F.R., Bombay. My thanks go to Messrs. Kesavan and Vanninathan
who have written these notes with great clarity and within a very short
time. I appreciate the discussions I had with them and with some of their
collegues at the Indian Institute of Science, Bombay.

I conclude by saying that India is a wonderful country which has
won my heart and I hope to have another opportunity to visit itagain.

P. Lascaus
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Chapter 1

The equations of fluid
dynamics

1.1 Introduction

In this section we merely write down the basic equations of fluid dynam- 1

ics involving one space variable and time. (This occurs, forinstance, in
the study of the flow of a gas in a narrow cylindrical tube wherethe
state of flow is constant across any cross section and so depends only on
the linear coordinate measured along the axis of the tube, and on time).
From these general equations, we write down three simple particular
equations whose properties will then be studied in the sequel. We will
return to the general equations in section 9.

1.2 Notations

To start with we put down the various notations which will be used in
writing these equations. We will denote byρ, the density of the fluid;

by V =
1
ρ

, the specific volume; byp, the pressure; byq, the pseudo-

viscosity term; byε, the internal energy per unit of mass; byE, the total
energy per unit of mass; byu, the velocity of the fluid; byT the absolute
temperature.

1



2 1. The equations of fluid dynamics

One has the relation

E = ε +
1
2

u2 (1.1)

We denote byµ, the coefficient of viscosity and byk, the coefficient
of conductivity of the relevant fluid,

The quantitiesρ, p, ε andT are thermodynamical quantities and they
are related by theequations of state:

p = p (ρ,T)

ε = ε (ρ,T)















(1.2)

For instance, in the case of a perfect fluid the equations (1.2) assume the
form

p = R ρ T

=
RT
γ − 1























(1.3)

whereR is the universal gas constant andγ the constant ratio of specific2

heats.

1.3 Coordinate systems

In writing down the equations of fluid dynamics we express in mathe-
matical form the following three laws: the law of conservation of mass,
the law of conservation of quantity of movement (i.e. momentum) and
the law of conservation of energy.

One way write these equations in several equivalent forms. Chiefly,
one uses the two types of coordinate systems described below.

(i) The Eulerian System. Here the independent variables arex and
t, wheret is the time andx is the position of a point in space with
reference to a frame fixed in the laboratory.

(ii) The Lagrangian System. We now have the independent vari-
ablesa and t wheret is as in (i). Nowa is the position at time
t = 0, of the particle which is at positionx = x(a, t) at timet.



1.4. The equations in eulerian system 3

One assumes that the particles do not cross one another at anyin-
stant. In other words, for everyt, the transformationa 7→ x(a, t) is
invertible. If we denote byJ the Jacobian of the transformation, i.e.

J =
∂x
∂a
. (1.4)

thenJ , 0 everywhere.
Given any physical quantity in one system we can always express it

in the other using this transformation. Thus we have

f (x, t) = f (x(a, t), t) = f (a, t). (1.5)

The derivative off̄ w.r.t t is given in terms of the derivatives off by the 3

relation
∂ f̄
∂t
=
∂t
∂t
+ u

∂ f
∂x

(1.6)

whereu, the derivative ofx w.r.t. t, is the velocity of the fluid particle at
time t which is at positionx. The relation (1.6) leads to the following

Definition 1.1. The Lagrangian (or particular) time derivative of a func-
tion f (x, t) is given by

D f
Dt
=
∂ f
∂t
+ u

∂ f
∂x

(1.7)

1.4 The equations in eulerian system

We now write down the equations of fluid dynamics in Eulerian form,
in the slab symmetric case. The equations of one-dimensional cylin-
drical or spherical symmetric flows will assume different forms. The
derivations of these equations can be found in any standard text on fluid
dynamics.

E1. Conservation of Mass

∂ρ

∂t
+
∂

∂x
(ρu) = 0 (1.8)



4 1. The equations of fluid dynamics

E2. Conservation of Momentum

∂

∂t
(ρu) +

∂

∂x

(

ρu2 + p− 4
3
µ
∂u
∂x

)

= gρ (1.9)

whereg is the volume acceleration applied from the exterior of the sys-
tem.

E3. Conservation of Energy

∂

∂t
(ρE) +

∂

∂x

(

ρuE+ pu− 4
3
µu
∂u
∂x

)

= ρgu+
∂

∂x

(

k
∂T
∂x

)

. (1.10)

4

Exercise 1.1. (a) Starting from (E1) and (E2) show that one can write
(E2) also as

∂u
∂t
+ u

∂u
∂x
+

1
ρ

∂

∂x

(

p−
4
3
µ
∂u
∂x

)

= g. (E2′)

(b) Using (E1) and (E2′) show that one can rewrite (E3) as

∂

∂t
(ρε) +

∂

∂x
(ρuε) + p

∂u
∂x
− 4

3
µ

(

∂u
∂x

)2

=
∂

∂x

(

k
∂T
∂x

)

E3′

or as

∂ε

∂t
+ u

∂ε

∂x
+

1
ρ

(

p−
4
3
µ
∂u
∂x

)

∂u
∂x
=

1
ρ

∂

∂x

(

k
∂T
∂x

)

. E3′′

Remark 1.1.Equations (E3′) and (E3′′) give the law of conservation
of energy in terms of theinternal energy while (E3) gives the same in
terms of the total energy.

Remark 1.2.Setting

Ū =





















ρ

ρu
ρE























1.5. The equations in the lagrangian system 5

one can put the equationsE1, E2 andE3 into a single vector equation

∂Ū
∂t
+
∂

∂x

(

F̄

(

Ū,
∂Ū
∂x

))

= Ḡ(Ū), (1.11)

where

F̄ =









































ρu

ρu2 + p− 4
3
µ
∂u
∂x

ρuE+ pu−
4
3
µu
∂u
∂x
− k

∂T
∂x









































and

Ḡ =





















0
ρg
ρgu





















.

This is known as theConservation formof the equations and is quite5

useful.

1.5 The equations in the lagrangian system

For problems with free surfaces or for solution with shocks,the La-
grangian form of the equations is more useful. As we will see presently,
the Largrangian form of the equations does not contain advective terms

like
∂

∂x
(ρu2) and

∂

∂x
(ρuE) which have been found difficult to approxi-

mate in numerical methods.
We now give the Lagrangian form of these equations.

L1. Conservation of Mass

Dρ
Dt
+ ρ

∂u
∂x
= 0. (1.12)

Since one can check that
1
J

DJ
Dt
=
∂u
∂x

, we can write (1.12) equivalently
as

D
Dt

(ρJ) = 0. (1.12′)
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(Note: To be strictly Lagrangian in our formulation, we must omit usage

of
∂

∂x
. One should replace it by

1
J
∂

∂a
).

L2. Conservation of Momentum

ρ
Du
Dt
+
∂

∂x

(

p− 4
3
µ
∂u
∂x

)

= ρg (1.13)

L3. Conservation of Energy

Dε
Dt
+

(

p−
4
3
µ
∂u
∂x

)

D
Dt

(

1
ρ

)

=
1
ρ

∂

∂x

(

k
∂T
∂x

)

. (1.14)

Exercise 1.2.Starting from the Eulerian form of the equations, derive6

the equationsL1, L2, andL3.

Having written down these general equations we write down three
model equations which arise out of these.

1.6 The advection equations

This is the law of conservation of mass all over again:

∂ρ

∂t
+
∂(ρu)
∂x
= 0.

As a particular case, supposeu is a constat. Then the equation be-
comes

∂ρ

∂t
+ u

∂ρ

∂x
= 0. (1.15)

Then one can readily check that

ρ(x, t) = ρ(x− ut, 0), (1.16)

satisfies (1.15). Thus the value ofρ at any point (x, t) is determined
by the value at the point (x − ut, 0). Thusρ is constant along the lines
x− ut = constant and these are thecharacteristic curvesof (1.15). (Cf.
Sec.2).
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CHARACTERISTIC

CURVE

o

Figure 1.1:

Exercise 1.3.Find an analytic expression forρ(x, t) in terms ofρ(x, 0) 7

andu(x, t) whenu is not longer constant.

Remark 1.3.As such that advection equation is not difficult to solve ex-
actly. However when coupled with the other equations of fluiddynamics
difficulties arise and one looks for an efficient numerical scheme of ap-
proximation. But one must be cautious in the choice of such a scheme
or else a “diffusion process” is likely to be introduced into the approx-
imate equation while no such thing exists in the exact case. We will se
this later.

1.7 The wave equations

We specialize to the case whenµ = k = 0, and assume thatg is negligi-
ble. Then L3 becomes

Dε
Dt
+ p

D
Dt

(

1
ρ

)

= 0. (1.17)

This together with the equation of state (Cf. (1.2)) can be integrated to
give a relationship betweenp andρ. For instance, in the case of a perfect
gas, we getpρ−γ = ϕ(a), ϕ(a) being a constant if the initial state of the
fluid is constant. In this case the equations L1 and L2 read as

Dρ
Dt
+ ρ

∂u
∂x
= 0

Du
Dt
+

1
ρ

∂

∂x
(p(ρ)) = 0.



























(1.18)



8 1. The equations of fluid dynamics

Writing in vector form, we get

D
Dt

[

ρ

u

]

+













0 ρ
p′(ρ)
ρ

0













∂

∂x

[

ρ

u

]

= 0 (1.19)

As such this equation is non-linear. If one wants to study small
perturbations around a constant state of the fluid at rest at time t = 0, on8

e can linearize the state equation as

p− p◦ = C2
◦(ρ − ρ◦) (1.20)

wherep◦, ρ◦,C◦ are respectively the pressure, density and sound-speed
of the constant state att = 0. By neglecting second order terms one can
then write

D
Dt

[

ρ

u

]

+

[

0 ρ◦
C2
◦/ρ◦ 0

]

∂

∂x

[

ρ

u

]

= 0. (1.21)

Setting

ϕ =
ρ

ρ◦
+

u
C◦

ψ =
ρ

ρ◦
−

u
C◦
,

we get, on substitution into (1.21),

∂ϕ

∂t
+C◦

∂ϕ

ϕx
= 0

∂ψ

∂t
−C◦

∂ψ

∂x
= 0



























(1.22)

which are of the advective type. We know thatϕ, ψ assume the form

ϕ(x, t) = ϕ(x−C◦t, 0)

ψ(x, t) = ψ(x+C◦t, 0).















(1.23)

We now have two characteristic curvesx − C◦t = constant andx +
C◦t = constant. The value at (x, t) is now dependent on the values over
thefinite interval [x−C◦t, x+C◦t] on the real axis (Cf. Fig. 1.2).



1.8. The heat equation 9

CHARACTERISTIC

CURVES

o

Figure 1.2:
9

1.8 The heat equation

We assumeρ to be constant andu to be zero. Then using an equation of
state like (1.3), L3 will read as

∂T
∂t
−
∂

∂x

(

k
∂T
∂x

)

= 0. (1.24)

In particular ifk is a constant then we have

T(x, t) =
1

2
√

kπt

+∞
∫

−∞

exp

(

−(x− y)2

4kt

)

T(y, 0)dy.

This shows that unlike the advective or the wave equations, the value
at (x, t) of the solution of the heat equation depends on the initial value,
on theentire real line.

Our immediate aim is to study the mathematical properties ofthese
three types of equations and methods of approximating them.

References:General references for the entire course are Richtmyer and
Morton [32], Potter [30], Ames [2] and Mitchell [27]. For theequa-
tions of fluid dynamics and their properties one can refer to Courant and
Friedrichs [9].





Chapter 2

Hyperbolic System

2.1 Introduction

In this section we define a first order hyperbolic system and its character- 10

istic cruves. We study the characteristic form of a first order hyperbolic
system and apply these ideas to the equations of hydrodynamics.

Consider a system ofn equations given by

∂ui

∂t
+

n
∑

j=1

ai j (u, x, t)
∂u j

∂x
= 0, 1 ≤ i ≤ n. (2.1)

By setting
A = (ai j ), 1 ≤ i, j ≤ n

UT = (u1(x), . . . , un(x))















(2.2)

we can write (2.1) in the vector form as

∂U
∂t
+ A(U, x, t)

∂U
∂x
= 0. (2.3)

Given a system of equations of the form (2.1) or equivalently(2.3)
with A depending onx, U andt, we look for a curveC parametrised by
x = x(s), t = t(s) so that alongC some kind of differential relationship
holds forU.

11



12 2. Hyperbolic System

2.2 Characteristic form of a first order hyperbolic
system

In the study of first order systems as in (2.1), the eigenvalues and eigen-
vectors of the matrixA play an important role. We start our discussion
with the following:

Definition 2.1. The system of equations (2.1) is strictly hyperbolic if,
and only if, for all values of its arguments, the matrixA always hasn
real and distinct eigenvalues.

We will henceforth consider only such systems which are strictly11

hyperbolic.

Remark 2.1. If A depends onU then the system of equations is non-
linear.

Let us now study the various cases involved in equation (2.3).

Case (i). Let us assume that the matrixA is constant. LetpT be a left-
eigen vector ofA, i.e.

pTA = λpT . (2.4)

SinceA is a constant matrix,λ is a constant andpT is a constant row-
vector. Using these facts and multiplying (2.3) on the left by pT , we
get

∂

∂t
(pTU) + λ

∂

∂x
(pTU) = 0. (2.5)

If we now define a plane curveC (which is easily seen to be a
straight line in this case) by

dt
ds
= 1;

dx
ds
= λ (2.6)

or, equivalently,
dx
dt
= λ (2.6′)

We then get
d
ds

(pTU) = 0 (2.7)



2.2. Characteristic form of a first order hyperbolic system 13

where the derivative w.r.t.s indicates differentiation alongC. ThuspTU
is constant alongC and is called theRiemann Invariantof the system
(2.1). The curveC is acharacteristic curveof the system.

Case (ii). Let us assumeA is purely a function ofx and t. Again we 12

choosepT so that (2.4) holds. Note that nowλ andpT are also functions
of x andt. If U is a solution of (2.3), we have

∂

∂t
(pTU) + λ

∂

∂x
(pTU) = pT ∂U

∂t
+ λpT ∂U

∂x
+
∂pT

∂t
U + λ

∂pT

∂x
U

= pT
(

∂U
∂t
+ A

∂U
∂x

)

+
∂pT

∂t
U + λ

∂pT

∂x
U

=
∂pT

∂t
U + λ

∂pT

∂x
U.

Thus if we again defineC by (2.6) or ((2.6′)), (observe thatC is no
longer a straight line) we get the relation

d
ds

(pTU) = RTU, alongC (2.8)

where

RT =
∂pT

∂t
+ λ

∂pT

∂x
. (2.9)

The relation (2.8) is the differential relation along the characteristic
curveC.

Case (iii). Let A depend explicitly onU alone.
Let us choosepT andλ to satisfy (2.4). Thenλ = λ(U), pT = pT(U).

We then get from (2.3) that

0 = pT
(

∂U
∂t
+ A

∂U
∂x

)

= pT
(

∂U
∂t
+ λ

∂U
∂x

)

= pT dU
ds

, alongC
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whereC is again given by (2.6). Thus we get the differential relation

pT =
dU
ds
= 0 alongC. (2.10)

We do not treat the most general case whereA = A(x, t,U).13

Remark 2.2. If n = 2, one can always find a functionR = R(U) such
that (2.10) takes the form

d
ds

(R(U)) = 0, alongC. (2.11)

Thus a Riemann invariant always exists in case (iii) whenn = 2. (Cf.
Exercise 2.2).

Remark 2.3.Evern though it is not always possible to get a Riemann
invariant in case (iii), nevertheless a relation of the type(2.10) is always
useful. There are numerical methods based on such relationships as will
be seen later. Instead of working on the original set of equations, we can
work on these equations in numerical schemes (Cf. Section 8).

2.3 Application to the hydrodynamic equations

Let us now turn to the hydrodynamic equations. We will work inthe
Lagrangian form. The parallel derivations in the Eulerian framework
will be left as an exercise.

We take the special case whereµ = 0, k = 0, g = 0. The Lagrange
equations assume the form

(i)
Dρ
Dt
+ ρ

∂u
∂x
= 0, or,

D
Dt

(ρJ) = 0,

(ii)
Du
Dt
+

1
ρ

∂p
∂x
= 0, and

(iii)
Dε
Dt
+ p

D
Dt

(

1
ρ

)

= 0.



















































(2.12)

From (2.1) it follows thatρJ is free of t and sinceJ = 1 at t = 0, we
have

ρJ = ρ(a, 0) = ρ◦(a). (2.13)



2.3. Application to the hydrodynamic equations 15

We now introduce a functionm = m(a) which gives the total mass14

betweena and a fixed point ¯a at timet = 0. In other words

m(a) =

a
∫

ā

ρ◦(a)da, (2.14)

or, equivalently
dm
da
= ρ◦(a). (2.15)

Using the relationV =
1
ρ

, we rewrite equations (2.12) with indepen-

dent variablest andm. Dividing (2.12), (i) byρ2, we get

0 =
1

ρ2

Dρ
Dt
+

1
ρ

∂u
∂a

1
J

= − D
Dt

(

1
ρ

)

+
1
ρ◦

∂u
∂m

dm
da

= −
D
Dt

(V) +
∂u
∂m

.

Thus the equations (2.12) become

(i)
DV
Dt
−
∂u
∂m
= 0,

(ii)
Du
Dt
+
∂p
∂m
= 0, and

(iii)
Dε
Dt
+ p

DV
Dt
= 0,















































(2.16)

(In the equation (2.16), (ii) we have used

1
ρ

∂

∂x
=

1
ρJ

∂

∂a
=

1
ρ◦

∂

∂m
dm
da
=

∂

∂m
.

Again we may replace
DV
Dt

in (2.16) (iii) by
∂u
∂m

by virtue of (2.16) (i).

We further assume that the state equationε = f (p,V) can be inverted to
give p = g(ε,V).
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Thus if we set 15

UT = (V, u, ε), (2.17)

on gets the equations (2.16) in the form

DU
Dt
+





















0 −1 0
gv 0 gε
0 p 0





















∂U
∂m
= 0, (2.18)

wheregV, gε are the corresponding partial derivatives ofg. Thus the
equations have been put in a form similar to (2.3).

The characteristic polynomial of the matrix in (2.18) is

−λ(λ2 + (gV − pgε)) = 0. (2.19)

From physical considerations it is known thatpgε − gV > 0. In fact
one has a relation of the type

pgε − gV =
C2

V2
(2.20)

whereC2 =
∂p
ερ

along an adiabatic transformation, is the square of the

velocity of sound. (Along an adiabatic we havedε + pdV = 0. Since
p = g(ε,V), dp = gεdε + gVdV = (gV − pgε)dV and sinceV = 1/ρ,
dp
dρ
=
−1
ρ2

dp
dV

. Thuspgε − gV =
dp
dV
= − 1

V2

dp
dρ
=

C2

V2
, by definition of

C2).

Thus we get three distinct and real eigen values 0,+
C
V

and−
C
V

,

or, equivalently, 0,±Cρ. We then have three characteristic curves, one
vertical line, corresponding toλ = 0, and two curves on either side of it,
in thex− t plane, (Cf. Fig. 2.1).
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o

Figure 2.1:
16

Remark 2.4. In the fluid dynamic case the equations are non-linear and
we cannot know beforehand the characteristic values. However, their
signs are known and these already give some insight into the properties
of the solution.

Exercise 2.1.Perform the same analysis in the Eulerian framework and
show that the eigenvalues areu, u±C.

Remark 2.5. In fact the characteristics in them− t plane are defined by

dm
ds
= λ;

dt
ds
= 1.

In the x − t plane, the images of the characteristic curves will be the
curves

x = x(m(s), t(s)); t = t(s),

and

dx
ds
=
∂x
∂m

dm
ds
+
∂x
∂t

dt
ds
=

J
ρ◦
λ + u =

λ

ρ
+ u

dt
ds
= 1.

Hence the eigenvalues areu, u±C.

Exercise 2.2.In the euqations (2.16), assuming we can integrate (iii) to17

get p in terms ofV, we are then left with only two equations. Thus for a
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perfect gas we getpVγ = a constant. For the system (2.16) (i) and (ii) in
this case compute the eigenvalues and eigen vectors. Find the Riemann
invariant for each characteristic curve. (They exist by virtue of remark
2.2).

Reference. The reader is referred to Courant and Friedrichs [9] for a
detailed exposition of characteristics of a hyperbolic system and appli-
cations to hydrodynamic equations.



Chapter 3

Discontinuous solutions of
hyperbolic systems-shocks

3.1 Introduction

We illustrate the notion of a solution with shocks via a very simple equa- 18

tion known as the Burger’s equation. We derive the Rankine-Hugoniot
relation to determine the curve across which a discontinuity occurs. We
then generalise these ideas to a system of equations.

3.2 Burger’s equation

Burger’s equation is given by

∂u
∂t
+ u

∂u
∂x
= 0. (3.1)

(In the literature one also finds at times an extra term−ǫ ∂
2u

∂x2
on the left

hand side, but we consider the limiting case asǫ → 0). This equation
is trivially a hyperbolic “system” (a system with a matrix oforder 1 and
the single eigen valueu!). If we set

dt
ds
= 1;

dx
dt
= u(x, t), (3.2)

19
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then (3.1) will read as

du
ds
=
∂u
∂t

dt
ds
+
∂u
∂x

dx
ds
= 0. (3.3)

Henceu is constant along the characteristic curveC whose slope is given
by

dx
dt
= u(x, t). (3.4)

Thus from (3.4) and the fact thatu is constant alongC we see that all
the characteristics of (3.1) are straight lines.

In the following figure, the lower graph indicates the initial value
u(x, 0) as a function ofx. The characteristics through (x, 0) in thex− t
plane are shown in the upper graph. These are lines whose slopes are
given by (3.4).

o

Figure 3.1:
19

(Sinceu(x1, 0) > 0, the characteristic at (x1, 0) has positive slope
and so on).

Note, however, that for an arbitrary initial value functionu(x, 0), it is
possible that the various characteristics intersect. Thenwe have a contr-
diction because the point of intersection lies on two different character-
istics and must possess two different values ofu, which is impossible.
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So we try to find a discontinuous solution to this problem. Forthis
we need the notion of the weak form of the equation.

To do this we first rewrite the equation (3.1) in theproperconserva-
tive form:

∂u
∂t
+
∂

∂x

(

1
2

u2
)

= 0. (3.5)

(The importance of the proper conservative form cannot be over- 20

emphasized. Cf. Remark 3.2).
Let ϕ be a test-function (i.e. a function overRx × Rt with compact

support which is as smooth as we please). We multiply (3.5) byϕ and
integrate by parts over the domainΩ, where

Ω = Rx × {t ∈ R | t > 0}.

Thus we get

0 = −
∫

Ω

ϕ

[

∂u
∂t
+
∂

∂x

(

1
2

u2
)]

dx dt

=

∫

Ω

u
∂ϕ

∂t
dx dt+

∫ ∞

−∞
u(x, 0)ϕ(x, 0)dx+

∫

Ω

u2

2
∂ϕ

∂x
dx dt

whereu(x, 0) is given to us already. The weak form is then the problem
of finding u such that

∫

Ω

u
∂ϕ

∂t
dx dt+

∫

Ω

u2

2
∂ϕ

∂x
dx dt+

∫ ∞

−∞
u(x, 0)ϕ(x, 0)dx = 0 (3.6)

for any test-functionϕ.
Note that ifu is smooth and satisfies (3.6) we can reverse the inte-

gration by parts and show thatu satisfies (3.5) as well.
Let us now assume thatu is piecewise continuously differentiable.

LetΓ be a curve across which a discontinuity occurs inu. Assume thatΓ
is smooth. LetΓ divide the domainΩ into two partsΩ1 andΩ2. Denote
by n̄ = (nx, nt) the unit normal alongΓ directed fromΩ1 into Ω2. Thus
u | Ωi is smooth (i = 1, 2) andu satisfies (3.6). By choosingϕ to have
support completely contained either inΩ1 or inΩ2 we see immediately
thatu | Ωi satisfies (3.5) inΩi(i = 1, 2).
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Now chooseϕ so that suppϕ ⊂ Ω, and suppϕ∩Γ is non-empty. We 21

set down the following notations:

Di = supp.ϕ ∩ Ωi , i = 1, 2.

F = suppϕ ∩ Γ.















(3.7)

Figure 3.2:

Using this particular test-functionϕ in (3.6) and splitting the inte-
grals overDi(i = 1, 2), we get

0 =
∫

D1

(

uϕt +
u2

2
ϕx

)

dx dt+
∫

D2

(

uϕt +
u2

2
ϕx

)

dx dt

= −
∫

D1

1utϕdx dt+
∫ 1

F
uϕntds−

∫

D1

(

(1u)2

2

)

x
ϕdx dt

+

∫

F

(1u)2

2
ϕnxdx

−
∫

D2

2utϕdx dt−
∫

F

2uϕntds−
∫

D2

(

(2u)2

2

)

x
ϕdx dt

−
∫

F

(2u)2

2
ϕnxds

where,ds denotes integration alongF, and1u = u | Ω1, 2u = u | Ω2.
The change of sign in the integrals overF for the second set of terms is
due to the fact that the outer normal toΩ2 is the negative of the toΩ1.
Since1u and 2u are smooth inside their domains, they satisfy (3.5) in
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these domains and hence in the above expression the integrals overD122

andD2 vanish. Thus we are left with

∫

F
ϕ

[

(1u− 2u)nt +

(

(1u)2

2
− (2u)2

2

)

nx

]

dx= 0 (3.8)

for all test-functionsϕ with support inΩ. Therefore if we define the
jump in a functionf acrossΓ by

[ f ] = 1 f − 2 f , (3.9)

we then get

[u]nt +

[

u2

2

]

nx = 0. (3.10)

If we assumeΓ to be the curvex = x(t), we can write
dx
dt
=
−nt

nx
. Hence

(3.10) can be rewritten as

[u]
dx
dt
=

[

u2

2

]

. (3.11)

The relation (3.11) is most fundamental in determiningΓ. It is
known as theRankine-Hugoniot relation.

We illustrate these ideas by means of examples.

Example 3.1.Let

u(x, 0) =















1, x ≤ 0

0, x > 0.

We then draw the characteristics as we did in Fig. 3.1.
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o

o

Figure 3.3:
23

Thus we look for a discontinuous (weak) solution of the Burger’s
equation which will be as in the following figure.

o

Figure 3.4:

The region shaded horizontally (to the left ofΓ) hasu = 1 and to the
right of Γ (shaded vertically) hasu = 0.

To determine the curveΓ we use (3.11). The jump [u] = 1 acrossΓ24

and

[

u2

2

]

= 1
2. Thus by (3.11) one has

dx
dt
=

1
2

(3.12)
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as the slope ofΓ. ThusΓ is the straight line through origin with slope
given by (3.12).

Remark 3.1.This case has a parallel in the case of solution with shocks
in fluid dynamics. In gas dynamics,Γ is the curve where the shock

occurs and
dx
dt

is the speed of the shock. This speed is ‘supersonic’

(i.e. larger than the slopes of characteristics) w.r.t. thestate ahead and
‘subsonic’ (i.e. smaller than the slope of characteristics) w.r.t. the state
behind.

Exercise 3.1.Perform a similar analysis for the solution of the Burger’s
equation whenu(x, 0) is of the following form:

u(x, 0) =



























1, if x ≤ −1,

−x, if − 1 ≤ x ≤ 0,

0, if x ≥ 0.

Example 3.2.Consider the solution of Burger’s equation when the ini-
tial value is given by

u(x, 0) =















0, if x < 0

1, if x ≥ 0.

We then draw the characteristics.
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o

o

Figure 3.5:

25

It is clear that in the region to the left of thet-axis (i.e. forx < 0) we
must haveu(x, t) = 0. Similarly if (x, t) lies to the right of the linex = t
(i.e. the characteristic through the origin) we must haveu(x, t) = 1. The
problem is in the (shaded) region in between. Here we now havetwo
possibilities.

First we may search for a straight lineΓ passing throught origin so
that to its left,u = 0 and to its right,u = 1. Using (3.11) it is easy to

check that this line has slope given by
dx
dt
= 1

2.

On the other hand, we see that the functionx/t satisfies Burger’s
equation. The solution tends to zero asx→ 0 and to 1 asx→ t. Thus
if we defineu to be x/t in this region, we get a continuous solution to
Burger’s equation. Thus we now have two solutions to the equation (Cf.
Fig. 3.6).



3.2. Burger’s equation 27

o

1

Figure 3.6: (a):Discontinuous solution
26

o

(b): Continuous solution

We therefore need one more condition to fix up uniquely the solution
for Burger’s equation in this case. Such a condition comes from analogy
with physical considereations of admissibility of a solution. We demand

that
∂u
∂x
, +∞. Using this we see that thecontinuoussolution alone is

admissible. The “velocity”u in case of a shock cannot step up in the
positive direction of thex-axis.

This latter example is the analogue of a rarefaction wave in fluid
dynamics. Here the functionu is continuous while its derivative is not,
whereas in the case of a shock,u is iteself discontinuous. 27

Remark 3.2.We now reiterate the need for a cautious choice of the con-
servative form. As an example consider the equation (3.1). Multiplying
by 2u throughout and settingv = u2, we get

∂v
∂t
+
∂

∂x
(
2
3

v3/2) = 0, (3.13)

which is in conservative form. If we apply the relation (3.11) to get the
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slope of the curveΓ for the case of example 3.1, we get

[

v
]dx
dt
=

[

2
3

v3/2
]

,

or
[

u2
] dx

dt
=

[

2
3

u3
]

,

or
dx
dt
=

2
3

which contradicts the result of example 3.1.
Thus one must make the right choice of the conservative form.In

general, changes in thedependentvariable are inadmissible unless the
solution is continuous. But one can change the independent variables;
one can work with Lagrangian or Eulerian coordinates.

3.3 Rankine-Hugoniot relations for a system

We now turn to the case of a system of equations. Consider the system

∂U
∂t
+
∂

∂x
(F(U)) = 0,

whereU = U(x, t) is a column vector and the vectorF(U) has no ex-
plicit dependence on the derivatives ofU. This is in conservative form.
The above system may also be written as28

∂ui

∂t
+
∂ f j

∂x
=
∂u j

∂t
+

n
∑

j=1

∂ fi
∂u j

∂u j

∂x
= 0 (3.15)

We assume the system to be strictly hyperbolic. In other words, the

matrix

(

∂ fi
∂u j

)

1≤i, j≤n

is assumed to haven distinct and real eigen values.

The weak form is now formulated in terms of “test-vectors”Φ, whose
components are test-functions:

∫

Ω

(〈U,Φt〉 + 〈F(U),Φx〉)dx dt+

+

∞
∫

−∞

〈U(x, 0), Φ(x, 0)〉dx = 0











































(3.16)
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for every test-vectorφ.
Proceeding as in the scalar case we get the Rankine-Hugoniotrela-

tion for the slope of the curve of discontinuity:

[U]
dx
dt
= [F(U)]. (3.17)

This is a vector relation which holds componentwise.

Remark 3.3. In this linear case [F(U)] = A[U] and thus
dx
dt

has to be

an eigenvalue ofA. Thus the discontinuities can only be across charac-
teristic curves.

3.4 Application to the hydrodynamic system

We now give the Rankine-Hugoniot relations for the hydrodynamic sys-
tem of equations considered in section 2.3. The equations are

(i)
DV
Dt
−
∂u
∂m
= 0,

(ii)
Du
Dt
+
∂p
∂m
= 0, and

(iii)
Dε
Dt
+ p

∂u
∂m
= 0















































(3.18)

29

This is not in conservative form. We multiply (3.18) (ii) byu and
add it to (3.18) (iii). Using the fact thatE = ε + 1

2u2, one has

(i)
DV
Dt
− ∂u
∂m
= 0,

(ii)
Du
Dt
+
∂p
∂m
= 0, and

(iii)
DE
Dt
+

∂

∂m
(pu) = 0,















































(3.19)

which is in conservative form. Setting

UT = (V, u,E)

F(U)T = (−u, p, pu)















. (3.20)
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one gets (3.19) in the vector form

DU
Dt
+

∂

∂m
(F(U)) = 0. (3.21)

Hence, if we look for a discontinuous solution, the Rankine -Hugo-
niot relations (3.17) take the form

(i) M(2V − 1V) = −(2u− 1u)

(ii) M(2u− 1u) = (2p− 1p), and

(iii) M(2E − 1E) = (2p2u− 1p1u),



























(3.22)

whereM =
dm
dt

along the line of discontinuity, calledshock.

Exercise 3.2.Obtain the Rankine-Hugoniot relations in the Eulerian30

framework and show that they are equivalent to the relation (3.22).

References:The reader is referred to Lax [21],[22] and to Conway and
Smoller [8].



Chapter 4

Energy Inequalities

4.1 Introduction

The question of well-posedness of a system of partial differential equa- 31

tions with given initial or boundary conditions is fundamental. This
question is often answered using what are called energy estimates or
energy inequalities. From these estimates one obtains the existence,
uniqueness and continuous dependence on the data of the solution of
the problem, thus establishing well-posedness.

In this section, we take up the threee types of equations of section
1-the advection, wave and heat equations - and obtain energyestimates
in the linear case. We do not talk about the existence of solutions as it
entails some work in functional analysis. We only briefly sketch how
existence is proved, at the end of this section.

Before we go forth, it is useful to put down our notations for the
various norms that we will be using. We write|| · ||p for the norm in
Lp(−∞,∞) where 1≤ p ≤ +∞. If U is a vector withn components, its
Euclidean norm is denoted by

|U |2 =
n

∑

i=1

u2
i . (4.1)

31
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We also define

||U ||2 =
∫ ∞

−∞
|U |2dx=

∫ ∞

−∞

n
∑

i=1

u2
i dx, (4.2)

when each componentui is in L2(−∞,∞). We also consider only those
functions inL2(−∞,∞) which vanish at±∞.

4.2 The advection equation

We consider the simplest case whereu is aconstant. Then we have32

∂ϕ

∂t
+
∂ϕ

∂x
= 0 (4.3)

with ϕ(x, 0) = ϕ0(x), given,
Multiplying (4.3) by ϕ and integrating w.r.t.x over the entire real

line, we get

∫ ∞

−∞

∂

∂t

(

1
2
ϕ2

)

dx+ u
∫ ∞

−∞

∂

∂x

(

1
2
ϕ2

)

dx= 0. (4.4)

Since we look for a solutionϕ such thatϕ(·, t) ∈ L2
x(−∞,∞) for each

t > 0 and which vanishes atx = ±∞, the above equation gives

1
2

d
dt

(||ϕ(·, t)||22) = 0 (4.5)

which gives theenergy equality

||ϕ(·, t)||2 = ||ϕ◦||2. (4.6)

Observe that the uniqueness of the solution for givenϕ◦ is imme-
diate from (4.6). Indeed if,ϕ1, ϕ2 are two solutions to (4.3) then so
is ϕ1 − ϕ2 with (ϕ1 − ϕ2)(x, ◦) = 0 for all x. Then (4.6) shows that
||(ϕ1 − ϕ2)(·, t)||2 = 0 for all t and hence the uniqueness follows.
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Exercise 4.1.Consider the equation

∂ϕ

∂t
+
∂

∂x
(ϕu) = 0,

whereu is not a constant. Assuming thatu and
∂u
∂x

are bounded and

looking for a solutionϕ(x, t) such thatϕ(·, t) is in L2
x(−∞,∞) for eacht,

vanishing forx = ±∞, derive the energy inequality 33

||ϕ(·, t)||2 ≤ C||ϕ(·, 0)||2, 0 < t < t̄.

Remark 4.1.We have derived the energy inequality in the homogeneous
case. It can be shown that in case of linear equations, the estimate in the
homogeneous case also implies the existence of such an energy estimate
in the non-homogeneous case. For example, consider the equation

∂ϕ

∂t
+ u

∂ϕ

∂x
= f , u constant. (4.7)

Multiplying by ϕ and integrating w.r.t.x, we get

1
2

d
dt

(||ϕ(·, t)||22) =
∫ ∞

−∞
f (x, t)ϕ(x, t)dx≤ || f (·, t)||2||ϕ(·, t)||2.

Hence
d
dt

(||ϕ(·, t)||2) ≤ || f (·, t)||2. (4.8)

Integrating (4.8) we get the energy inequality in the non-homogeneous
case as

||ϕ(·, t)||2 ≤ ||ϕ(·, 0)||2 +
∫ 2

◦
|| f (·, s)||2ds. (4.9)

Again, this is a key-step in the proof of well-posedness of the prob-
lem.

Remark 4.2.One can also seek such ‘a priori’ estimates in other spaces.
For instance in case of equation (4.3) we know from section 1.6 that the
solution is given by

ϕ(x, t) = ϕ◦(x− ut). (4.10)
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Thus we can get the estimate in theL∞-norm, assumingϕ◦ ∈ L∞

(−∞,∞), as

||ϕ(·, t)||∞ = ||ϕ◦||∞. (4.11)

34

4.3 The wave equation

We will follow Friedrichs’ argument for symmetric systems.We will
deal with the hyperbolic case. The system

∂U
∂t
+ A

∂U
∂x
= 0 (4.12)

whereU is ann-vector, is said to be symmetric if the matrixA is sym-

metric. For instance ifA =

[

0 1
0 0

]

, we get the wave equation.

First of all we observe that

n
∑

i=1

ui
∂ui

∂t
=

1
2

n
∑

i=1

∂(ui)2

∂t
=

1
2
∂

∂t
(|U |2). (4.13)

One also has

∂

∂x



















∑

i, j

ai j uiu j



















=
∑

i, j

∂ai j

∂x
uiu j +

∑

i, j

ai j
∂ui

∂x
u j +

∑

i, j

ai j ui
∂u j

∂x
=

=
∑

i, j

∂ai j

∂x
uiu j + 2

∑

i, j

uiai j
∂u j

∂x

by the symmetry ofA. Hence one has

∑

i, j

ai j ui
∂u j

∂x
=

1
2

[

∂

∂x
〈U,AU〉 − 〈U, ∂A

∂x
U〉

]

(4.14)

where〈·, ·〉 denotes the scalar product inRn.
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Using these, we get, by taking the scalar product withU of the equa-
tion (4.12).

1
2
∂

∂t
(|U |2) +

1
2

[

∂

∂x
〈U,AU〉 − 〈U, ∂A

∂x
U〉

]

= 0. (4.15)

Integrating w.r.t.x, and using the notation of section 4.1, we get

1
2

d
dt

(||U(·, t)||2) =
1
2

∫

〈U, ∂A
∂x

U〉dx. (4.16)

Assume that the
∂ai j

∂x
are all bounded, we get the inequality 35

d
dt

(||U(·, t)||2) ≤ C||U(·, t)||2. (4.17)

It is a simple step to get the energy inequality from (4.17). We leave
it as an

Exercise 4.2.Starting from (4.17) deduce the inequality

||U(·, t)|| ≤ ||U(·, 0)||exp(Ct).

4.4 The heat equation

We take the simplet case:

∂u
∂t
−
∂2u

∂x3
= 0. (4.18)

Again, multiplying byu and integrating w.r.t.x, we get

1
2

d
dt

(||u(·, t)||22) −
∫ ∞

−∞
u
∂2u

∂x2
dx= 0. (4.19)

Integrating the second term by parts, (4.19) becomes

1
2

d
dt

(||u(·, t)||22) +
∫ ∞

−∞
(
∂u
∂x

)2dx= 0 (4.20)
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Since the second term is non-negative, we can write

d
dt

(||u(·, t)||22) ≤ 0 (4.21)

which gives the energy inequality

||u(·, t)||2 ≤ ||u(·, 0)||2. (4.22)

4.5 Remarks on existence of solutions

A word about the existence of solutions. As is readily seen, the unique-
ness of the solution and its continuous dependence on the data follows
easily from the energy estimates. However, for the existence of solu-36

tions more work is necessary. In the linear case we have the Galerkin
method. We take a basis{v1, . . . vn, . . .} for L2(−∞,∞) and then consider
the finite dimensional spacesSn, spanned by{v1, . . . , vn}. We approxi-
mate the initial value functionu(x, 0) by un(x, 0) in Sn and in the space
Sn, the partial differential equations give a system of ordinary differen-
tial equations. To this we apply we existence theory available and get
an approximate solutionun(x, t). We then use the energy inequalities to
show thatun(·, t) are bounded and we can extract a subsequence con-
verging (weakly) to a functionu which can be shown to be a solution of
the equations.

In the non-linear case,

∂u
∂t
+
∂

∂x
(F(u)) = 0, (4.23)

one not only has to show thatun → u but also thatF(un) → F(u) for
which a single ‘a priori’ estimate is not enough. One does nothave
general techniques for non-linear systems. Work has been done only on
a few specific examples.

Reference:Lions [26].



Chapter 5

Boundary conditions and
well-posedness

5.1 Introduction

We have considered, so far, only initial value probelms. We now turn to 37

the situation when we have to solve a system of equations in a domain
which is bounded w.r.t.x, say 0 < x < 1, and are given a certain
initial-value function. In this case, we look for appropriate boundary
conditions onx = 0 andx = 1 which will lead to the well-posedness
of the problem. More precisely, we look for boundary conditions which
enable us to get energy estimates.

We illustrate the relevant ideas in the case of the three special equa-
tions of section 1.

5.2 The heat equation

Consider the simplest case of the heat equation given by

∂u
∂t
−
∂2u

∂x2
= 0, 0 < x < 1 (5.1)

with the initial conditionu(x, 0) = u◦(x) being given.

37
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We need boundary conditions on the linesx = 0 andx = 1. If n̄ is the
outer normal on the boundary, we shall try to maintain the same bound-

ary conditions which work for the stationary elliptic equation
∂2u

∂x2
= 0,

i.e. we write

u+ k
∂u
∂n
= 0, k ≥ 0, (5.2)

in case we look for a homogeneours boundary condition. Note that on

x = 1,
∂

∂n
=

∂

∂x
and onx = 0,

∂

∂n
=
−∂
∂x

. Thus (5.2) can also be written
as

u(1, t) + k1
∂u
∂x

(1, t) = 0, k1 ≥ 0

u(0, t) − k◦
∂u
∂x

(0, t) = 0, k◦ ≥ 0.



























(5.3)

We now obtain an energy inequality. Multiplying (5.1) byu and38

integrating w.r.t.x from 0 to 1, one has
∫ 1

0
u
∂u
∂t

dx−
∫ 1

0
u
∂2u

∂x2
dx= 0

or,

1
2

d
dt

1
∫

0

u2dx− u(1, t)
∂u
∂x

(1, t) + u(0, 1)
∂u
∂x

(0, t) +

1
∫

0

(
∂u
∂x

)2dx= 0.

Incorporating the conditions (5.3), we get

1
2

d
dt

1
∫

0

u2dx+

1
∫

0

(

∂u
∂x

)2

dx+
1
k1

u(1, t)2 +
1
k◦

u(0, t)2 = 0,

and, since the last three terms are non-negative, one gets,

d
dt

1
∫

0

u2dx≤ 0,

which leads to the energy estimate

||u(·, t)||2 ≤ ||u(·, 0)||2 (5.4)

where|| · ||2 denotes the norm inL2(0, 1).
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5.3 The advection equation

We study the linear case whereu is a constant. The equation is

∂ϕ

∂t
+ u

∂ϕ

∂x
= 0, 0 < x < 1 (5.5)

with given initial conditionϕ(x, 0) = ϕ◦(x).
We now ask ourselves if we can impose boundary conditions on

x = 0 andx = 1 freely. The answer comes from a consideration of the
characteristics.

Let us first consider the case whereu > 0. Then the characteristics
have positive slope. (Cf. Fig. 5.1).

o

Characteristic 

coming from inside 

the domainCharacteristic 

coming from 

outside the domain

Figure 5.1: (u > 0)
39

Since we know thatϕ(x, t) = ϕ◦(x−ut), if we take any point onx = 1,
with 0 < t < 1

u, then the value ofϕ at this point is already determined,
by the corresponding value ont = 0, on the same characteristic and we
have no freedom of imposing boundary conditions onx = 1.

On the other hand, if we impose a boundary condition onx = 0,
then for a pointP as in Fig. 5.1, we can determineϕ(P) = ϕ(P′). Thus
ϕ will be completely determined in the domain starting with the initial
valueϕ◦ and the boundary condition onx = 0.

If u < 0, the roles ofx = 0 andx = 1 are reversed.
More generally, for a point on the boundary, if the characteristic

through that point comes from inside the domain, we cannot impose
any condition there. If it comes from outside (i.e. cutst = 0 outside the
domain) we can impose a suitable condition there.
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By our above arguments we showed that a boundary condition on
x = 0 determinedϕ uniquely whenu > 0. We now show how to obtain
an energy estimate as well. Let us set the boundary condition

ϕ(0, t) = g(t) (5.6)

on the linex = 0.40

Multiplying (5.5) byϕ and integrating w.r.t.x over [0, 1], we get

1
2

d
dt

1
∫

0

ϕ2dx+
u
2

(ϕ2(1, t) − ϕ2(0, t)) = 0.

Integrating this w.r.t.t, we get

1
∫

0

ϕ2(x, t)dx−
1

∫

0

ϕ2(x, 0)dx+ u

t
∫

0

ϕ2(1, s)ds− u

t
∫

0

ϕ2(0, s)ds= 0.

Thus

1
∫

0

ϕ2(x, t)dx+ u

t
∫

0

ϕ2(1, s)ds=

1
∫

0

ϕ2(x, 0)dx+ u

t
∫

0

ϕ2(0, s)ds

where the right-hand side is known and so is bounded. The second term
on the left is non-negative and one can omit it to get an energyinequality
for ||ϕ(·, t)||2 in terms of known quantities.

5.4 The wave equation-method of characteristics

We write down the wave equation as a system of two first order equa-
tions:



























∂u
∂t
+
∂v
∂x
= 0

∂v
∂t
+
∂u
∂x
= 0

in 0 < x < 1 (5.7)
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with the initial conditions,u(x, 0) = u◦(x), andv(x, 0) = v◦(x). Adding
these two equations we get

∂

∂t
(u+ v) +

∂

∂x
(u+ v) = 0, (5.8)

and subtracting, one has

∂

∂t
(u− v) −

∂

∂x
(u− v) = 0. (5.9)

Thus, through each point we have two characteristics along which 41

u+ v andu− v are respectively constants, (Cf. Fig. 5.2).

o

Figure 5.2:

For a pointM as in the above figure, bothu+ v andu− v are known
from the corresponding values atP andQ, and henceu, v can also be
uniquely computed atM. On the other hand consider the pointsN and
N’. For these one only knowsu − v from the initial conditions. If we
impose a boundary condition onx = 0 so that we can solve foru+v and
u− v, thenu andv can also be uniquely computed.

To this end we impose a boundary condition of the type

u(0, t) + αv(0, t) = 0, α , −1 (5.10)

on x = 0. Then knowingu−vatN′, together with (5.10) we can compute
u andv atN′. Hence we knowu+v andu−v atN′ and atN, from which
we calculateu andv at N, uniquely.
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Similar arguments show that the boundary condition onx = 1 could
be

u(1, t) + βv(1, t) = 0, β , 1. (5.11)

Thus the conditions (5.10) and (5.11) help us to compute the solu-
tion uniquely in the entire domain.42

More generally, to get the boundary conditions by themethod of
characteristics, we take any point on the boundary and draw then char-
acteristics (for a hyperbolic system ofn equations) through the point. If
p of them come from outside, we may imposep boundary conditions
in such a way as to be independent of each other, as well as then − p
relations already given by the characteristics from insideso that, we can
solve for the solution in the entire domain.

However it must be noted that by this method we do not get any
energy estimate which is a key step in the study of well-posedness.

5.5 The wave equation-Friedrichs’ method

In order to get an energy estimate to study the well-posedness, we turn
to Friedrichs’ method for symmetric systems to find the appropriate
boundary conditions. We specialize to the simplest case, and refer the
interested reader to Friedrichs [10].

Consider the system ofn equations

∂U
∂t
+ A

∂U
∂x
= 0, 0 < x < 1 (5.12)

with the initial conditionU(x, 0) = U◦(x), and such that the matrix
A(x, t) is symmetric.

Define a matrixB(t) by

B1(t) = A(1, t)

B◦(t) = −A(0, t)















(5.13)

on the boundary. We introduce also a matrixM(t) (which is M1(t) on
x = 1 andM◦(t) on x = 0) which has the following properties:

(i) M + MT is positive semi-definite,

(ii) Ker(B+ M) ⊕ Ker(B− M) = Rn.















(5.14)
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43

Then the Friedrichs’ boundary condition is thatU ∈ Ker(B− M) on
the boundary. AssumingA to be a constant matrix, we derive an energy
inequality. Taking the scalar product of (5.12) withU and integrating
w.r.t. x over [0, 1], one has

1
∫

0

(〈

U,
∂U
∂t

〉

+

〈

U, A
∂U
∂x

〉)

dx= 0. (5.15)

Using the symmetry ofA and the fact thatA is constant, (5.15) can be
written as

1
2

d
dt

1
∫

0

|U |2dx+
1
2

1
∫

0

∂

∂x
〈U,AU〉dx= 0.

Or,

d
dt

1
∫

0

|U |2dx+ 〈U,AU〉x=1 − 〈U,AU〉x=0 = 0. (5.16)

Using the relations (5.13) and the fact thatU ∈ ker(B− M), one has

〈U,AU〉x=1 − 〈U,AU〉x=0 = 〈U, B1U〉 + 〈U, B◦U〉
〈U,M1U〉 + 〈U,M◦U〉.

But

〈U,MU〉 = 〈MTU,U〉 = 〈U,MTU〉

=
1
2
〈U,MU〉 +

1
2
〈U,MTU〉

=
1
2
〈U, (M + MT)U〉

≥ 0

by virtue of (5.14) (i).
Using this in (5.16) (i), we get the condition

d
dt

1
∫

0

|U |2dx≤ 0
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or, following the notation of Sec. 4.1,44

||U(·, t)||2 ≤ ||U(·, 0)||2, (5.17)

which is an energy inequality.

Remark 5.1.We have not used the condition (5.14) (ii) at all. This is
used in proving the existence of solution, for which one has to work with
the adjoint problem.

5.6 Comparison of the preceding methods

Observe that the case of the wave equation (5.7) falls withinthe frame-
work of Friedricns’ theory if we take

A =

[

0 1
1 0

]

.

Exercise 5.1.Find all matricesM which satisfy the conditions (5.14)
w.r.t. the above matrixA and compare the Friedrichs’ boundary condi-
tion with the boundary conditions (5.10) and (5.11).

The solution of exercise 5.1 will reveal that the Friedrichs’ condi-
tions are more restrictive. The advantage of Friedrichs’ method lies in
the fact that we get an energy estimate in this case while we could not
get one by the method of characteristics.

Another interesting question is whether Friedrich’s boundary condi-
tions, though restrictive, ar equal in number to those got bythe method
of characteristics.

We show that this is the case in a very particular situation. (The
general case is still open, to the best of the knowledge of theauthor).45

Assume thatB is symmetric and regular. Diagonalizing it by an
orthogonal matrixQ, one has

B1 = QDQT .

ChooseM = Q|D|QT . Thus,

B1 + M = Q(D + |D|)QT
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B1 − M = Q(D − |D|)QT .

If D = diag {λ1, . . . λk, −λk+1, . . . ,−λn} whereλi > 0 for all i, then

Ker(B1 − M) = QKer(D − |D|)QT

=
{

U |V = QTU with Vk+1 = . . . = Vn = 0
}

.

Similarly,

Ker(B1 + M) = QKer(D + |D|)QT

=
{

U |V = QTU, with Vk+1 = . . . = Vn = 0
}

.

On the boundaryx = 1, B(= +A) hask eigenvalues> 0. Thusn− k
characteristics come from outside and we should haven− k conditions.
One the other handU ∈ Ker(B − M) = Ker(D − |D|) also givesn − k
conditions.

Similarly one can argue forB◦ = −B1 on x = 0.
A final word on the wave equation. One can also write the equation

as one of second order in the form

∂2w

∂t2
− ∂

2w

∂x2
= 0, 0 < x < 1. (5.18)

By the substitutions

u =
∂w
∂t

; v = −∂w
∂x
, (5.19)

we can retrieve the system (5.7). 46

One of the types of boundary conditions one can impose on (5.18)
is the same as for the stationary elliptic problems, i.e.

w+ k
∂w
∂n
= 0, k ≥ 0, (5.20)

wheren̄ is the outer normal on the boundary.

Exercise 5.2.Find an energy estimate for the solution of (5.18) with the
boundary condition (5.20).
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However there is one other boundary condition which we statein

Exercise 5.3.Using the boundary condition

∂w
∂t
+ k

∂w
∂n
= 0, k ≥ 0, (5.21)

find an energy estimate for the solution of (5.18). Using the substitutions
(5.19) compare this boundary condition with that of Friedrichs or that
got by the method of characteristics for the system (5.7).

All this work has been done only when the equations are linear
and involve one space variable. Kreiss has done some work in the 2-
dimensional case.

For non-linear problems, one linearizes the problem aroundthe bou-
ndary to find out appropriate boundary conditions. As usual,the number
of characteristics from outside give as many boundary conditions which
must be chosen independent of themselves as well as of the relations
given by those characteristics from inside.



Chapter 6

Finite Difference Schemes,
Stability

6.1 Introduction

In this section we define what we mean by the stability of difference 47

schemes and view some conditions which are necessary and/or sufficient
for stability. In the study of stability, the Fourier transform is a useful
tool and so is it also in the study of well-posedness.

6.2 The Fourier Transform

For a well-posed problem we have a correspondence between the initial
dataϕ◦(x) and the solutionϕ(x, t). For a givent, define

ϕ(t) : x 7→ ϕ(x, t). (6.1)

If the problem is linear, then there exists a linear operatorG(t) such that

ϕ(t) = G(t)ϕ(0). (6.2)

The operatorG(t) acts on the space where we seek the solution and
where the initial data is also given. For instance we may haveϕ(0) ∈

47
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L2
x(R) and we may look for the solution in the same space. Then

G(t) : L2
x(R)→ L2

x(R). (6.3)

A fundamental question arising in the study of well-posedness is
whether the induced norm||G(t)||L(X,X) (whereX is the space on which
G(t) operates) is bounded or not.

One way to answer this question is via the energy inequality.A
second method, which is essentially the same but more convenient (es-
pecially when working inL2(R)), is that of the Fourier transform.

The Fourier transform, ˆϕ, of a functionϕ ∈ L1
R) is defined by

ϕ̂(ξ) =
1
√

2π

∞
∫

−∞

eixξϕ(x)dx. (6.4)

That this can be extended to the spaceL2(R) and that the map48

F : L2(R)→ L2(R)

which mapsϕ to ϕ̂ is an isometry ofL2(R) are all well-known results
of functional analysis. (See, for instance, Rudin:Functional Analysis,
McGraw-Hill). The invers. Fourier transform is given by

ϕ(x) =
1
√

2π

∞
∫

−∞

e−ixξϕ̂(ξ)dξ. (6.5)

Now considerϕ(·, t) andϕ(·, 0) to be inL2
x(R). ThenF maps them

to ϕ̂(·, t) andϕ̂(·, 0) respectively inL2
ξ(R). The correspondence defined

by (6.2) induces a relation between their Fourier transforms which we
denote by

ϕ̂(t) = Ĝ(t)ϕ̂(0). (6.6)

SinceF is an isometry fromL2
x(R) ontoL2(R) we see that||G(t)|| =

||Ĝ(t)||. Thus it is equivalent to checking either the boundedness of
||Ĝ(t)|| or that of||G(t)||. The former is often easier to apply when we are
in the case of partial differential equations with constant coefficients.
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Example 6.1.Consider the advection equation withu constant:

ϕt + uϕx = 0. (6.7)

Applying the Fourier transform w.r.t.x, we have, for fixecξ ∈ R,

d
dt

(ϕ̂(ξ, t)) − iuξϕ̂(ξ, t) = 0. (6.8)

Integrating this equation, we get

ϕ̂(ξ, t) = ϕ̂(ξ, 0) exp(iuξt). (6.9)

ThusG(t) is merely the multiplication by exp(iuξt). 49

Example 6.2.In the heat equation

ϕt − ϕxx = 0, (6.10)

we get, on applying the Fourier transform,

d
dt

(ϕ̂(ξ, t)) + ξ2ϕ̂(ξ, t) = 0, (6.11)

which gives
ϕ̂(ξ, t) = ϕ̂(ξ, 0) exp(−ξ2t). (6.12)

ThusĜ(t) is just multiplication by exp(−ξ2t) .

Exercise 6.1.FindĜ(t) for the wave equation system














ut + vx = 0

vt + ux = 0.

To compute the norms of these we need two simple results:

Lemma 6.1. Let a(ξ) be a bounded function onR and let A: L2
ξ(R) →

L2
ξ(R) be multiplication by a(ξ). Then

||A||L(L2
ξ
,L2
ξ
) = sup| a(ξ) | . (6.13)
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Proof. Let u(ξ) ∈ L2
ξ(R). Then

Au(ξ) = a(ξ)u(ξ).

One has

||Au||22 =
∞

∫

−∞

|a(ξ)|2 |u(ξ)|2dξ

≤ (sup
ξ
|a(ξ)|)2

∞
∫

−∞

|u(ξ)|2dξ.

Thus||Au||2 ≤ (sup
ξ
|a(ξ)|)||u||2. HenceA is bounded and its norm is50

≤ sup
ξ
|a(ξ)| = ||a||∞.

To complete the proof, we show that for anyε > 0, ||A|| > ||a||∞ − ε.
Consider the set

E = {ξ ∈ R | |a(ξ)| ≥ ||a||∞ − ε}.

By definition of || · ||∞, the above set has positive Lebesgue measure. By
properties of the Lebesgue measure one can find a subsetF of E which
is measurable and such that

0 < µ(F) < µ(E)

whereµ is the Lebesgue measure. Now takeu = χF/
√

µ(F) whereχF

is the characteristic function ofF. This is clearly inL2(R) and||u||2 = 1.
Hence

||A||2 ≥ ||Au||22 =
∫

R

|a(ξ)|2 (χF (ξ))2

µ(F)
dξ,

=
1

µ(F)

∫

F

|a(ξ)|2dξ
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≥
1

µ(F)

∫

F

(||a||∞ − ε)2dξ

≥ (||a||∞ − ε)2.

Thus||A|| ≥ ||a||∞ − ε for eachε > 0 and this establishes (6.13). �

We can extend this to the case of a finite product ofL2
ξ(R) with itself.

We omit the proof and merely state the result;

Lemma 6.2. If U T = (u1(ξ), . . . , un(ξ)) where ui(ξ) ∈ L2
ξ(R) and B is

defined by
BU(ξ) = A(ξ)U(ξ), (6.14)

A(ξ) being an n× n matrix, then the norm of B induced by the vector51

norm

||U ||2 =
∞

∫

−∞

|U(ξ)|2dξ (6.15)

is given by
B = sup

ξ
|A(ξ)| (6.16)

where|A(ξ)| is the Euclidean norm of the matrix A(ξ).

By virtue of these lemmas it is easy to see that in examples 6.1and
6.2, ||Ĝ(t)|| = 1. The case of exercise 6.1 for the wave equation is again
left as an exercise.

6.3 Stability of two-level schemes

We now turn to finite difference schemes. Given a system of differen-
tial equations over a domain, we discretize the system by establishing
a meshof discrete points over the region and replacing the differential
operators by difference operators involving these points.

Let us consider auniform mesh of step∆ x in the x-direction and
step∆ t in the t-direction. The nodes of this mesh are thus the points
( j∆x, k∆t) where j, k ∈ Z, the set of integers withk ≥ 0. The aim
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of a difference scheme would be to express the value of the solution at
u(x, n∆t) in terms ofu(y, k∆t) wherek < n. Let us denote by (un(x))
the valueu(x, n∆t). Then a general2-levelfinite difference scheme will
take the form

∑

j∈Z
b ju

n+1(x+ j ∆x) =
∑

j∈Z
c ju

n(x+ j ∆x). (6.17)

Remark 6.1.Though these summations range over allZ in theory, we
only have, in practice,j ranging over a finite set of values.

If b j = 0 for all j , 0, then we can explicitly computeun+1(x) in52

terms ofun. Such a scheme is called explicit. Otherwise the scheme is
implicit.

Remark 6.2.Though, on the face of it, it looks as if an explicit scheme
is more desirable compared to an implicit one, this is not always the
case. As we shall see in later examples, explicit schemes arenot always
“unconditionally stable” (i.e. stable for all values of (∆x, ∆t)) while
implicit schemes may have this important property.

In general, starting with a 2-level scheme, we can write, at least in
theory.

un+1(x) = G(∆x,∆t)un(x), (6.18)

whereG(∆x,∆t) : X → X, X being the space where theun,s belong.
Recursively, one has

un+1(x) = Gn+1u◦(x). (6.19)

Then we have

Definition 6.1. The scheme given by (6.17) is stable w.r.t. a given norm
|| · ||X if and only if

||Gn||L(X,X) ≤ a constant, (6.20)

the constant being independent ofn for all n > 0.
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The simplest case, because of the use of the Fourier transform, is the
study of theL2-stability of a scheme.

Starting from equation (6.17) and applying the Fourier transform,
we get

∑

j

∞
∫

−∞

b ju
n+1(x+ j∆x)eiξxdx=

∑

j

∞
∫

−∞

c ju
n(x+ j∆x)eiξxdx.

Replacingx+ j∆x by y j , we have 53

∑

j

b je
−iξ j∆xûn+1(ξ) =

∑

j

c je
−iξ j∆xûn(ξ).

Setting
b(ξ) =

∑

j

b je
−iξ j∆x

c(ξ) =
∑

j

c je
−iξ j∆x



































(6.21)

we have
b(ξ)ûn+1(ξ) = c(ξ)ûn(ξ). (6.22)

ThusĜ is merely multiplication bya(ξ) = c(ξ)/b(ξ), known as the
coefficient of amplificationof the scheme, and̂Gn is multiplication by
(a(ξ))n.

Thus the scheme (6.17) is stable if and only if there exists a constant
C, independent ofn, such that

max
ξ
|(a(ξ))n| ≤ C

i.e. (max
ξ
|a(ξ)|)n ≤ C.

or equivalently,
max
ξ
|a(ξ)| ≤ 1. (6.23)

Thus (6.23) is anecessary and sufficient condition for theL2 - sta-
bility when we have a singlescalar equation, and a scheme given by
(6.17).
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6.4 Extension of systems

In the case of a system ofn equations, theUk are alln-vectors. The
quantitiesb j and c j of (6.17) must now be replaced by matrices and54

hence we will have, on applying the Fourier transform, matricesB(ξ)
andC(ξ0 playing the roles ofb(ξ) andc(ξ) in (6.22). Thus the condition
for stability is

max
ξ
|(B−1(ξ)C(ξ))n| ≤ C, (6.24)

C being a constant independent ofn.
One cannot reduce this to a neat condition which is necessaryand

sufficient as in the scalar case. However, using the fact that| · | is a matrix
norm, asufficientcondition would be that

max
ξ
|B−1C(ξ)| ≤ 1. (6.25)

One can obtain a necessary condition by argueing with the spectral
radius. Since, we have for any matrixA,

(ρ(A))n ≤ |An|,

whereρ(A) is the spectral radius, anecessarycondition would be

max
ξ
ρ(B−1C(ξ)) ≤ 1. (6.26)

Since for a normal matrix, the spectral radius is equal to theEu-
clidean norm, we see that, ifB−1C(ξ) is normalthen the condition (6.26)
is necessary and sufficient.

A host of necessary and/or sufficient conditions under various hy-
potheses can be found in Richtmyer and Morton [32].

Thomee [36] has studied theLp-stability for 2≤ p ≤ +∞ using the
Fourier transform.

Remark 6.3. It must be observed that one can use Fourier transform
only when the coefficients of the partial differential equation are con-55

stants and when the mesh is uniform.
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Our subsequent study will be of numerical schemes for the heat and
advection equations. We will then turn to the general equations of hy-
drodynamics in Section 9.





Chapter 7

Finite Difference Schemes for
the Heat Equation

7.1 Introduction

In this , we view various examples of finite difference schemes for the56

heat equation,ut − uxx = 0. We study the stability and consistency
of these schemes. We sketch the proof of convergence, using stability
and consistency. Finally we sketch briefly how to deal with variable
coefficients and with non-linearity.

7.2 Four Schemes for the Heat Equation

Let us assume henceforth a uniform mesh of steps∆x and∆t. We use
the notation

un
i = u(i∆x, n∆t). (7.1)

We now proceed to give four different schemes for the heat equation.

Example 7.1.An explicit scheme.
The scheme reads as

un+1
i − un

i

∆t
−

1

∆x2
(un

i+1 − 2un
i + un

i−1) = 0. (7.2)

57
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This scheme is clearly explicit. Applying the Fourier transform as in
Sec. 6.3, we get

b(ξ) =
1
∆t

c(ξ) =
1
∆t
−

2

∆x2
+

1

∆x2
(eiξ∆x + e−iξ∆x)

which gives the cofficient of amplification

a(ξ) =
c(ξ)
b(ξ)

= 1−
4∆t

∆x2
sin2(

ξ∆x
2

). (7.3)

Hence57

ûn+1(ξ, t) = a(ξ)ûn(ξ, t) (7.4)

with a(ξ) as in (7.3).
Using the stability criteria of Sec. 6.3, viz.|a(ξ)| ≤ 1 for all ξ, we

see that this scheme is stable if and only if

2∆t

∆x2
≤ 1. (7.5)

Expanding the left-hand side of (7.2), for the exact solution u of the
heat equation, by means of a Taylor expansion about (i∆x.n∆t), we get

∂u
∂t
+
∆t
2
∂2u

∂t2
+ . . . −

[

∂2u

∂x2
+
∆x2

12
∂4u

∂x4
+ . . .

]

and sinceu satisfies the heat equation, we see that, for the explicit
scheme, theerror of discretizationis the orderO(∆t + ∆x2).

Note that by (7.5), in order to get a stable scheme, one needs∆t to
be of the order of∆x2 and then the overall error of discretization is of
orderO(∆t). However, when we combine the heat equation with other
equations, one needs∆t to be of the order of∆x. Thus one feels the need
for other schemes. As already remarked in Sec. 6.3, explicitschemes are
not generally unconditionally stable while implicit schemes are. Thus
one generally uses an implicit scheme.
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Example 7.2.An implicit scheme
This scheme reads as

un+1
i − un

i

∆t
− 1

∆x2

[

un+1
i+1 − 2un+1

i + un+1
i−1

]

= 0 (7.6)

Again one has the relation (7.4) witha(ξ) defined by 58

a(ξ) =

[

1+
4∆t

∆x2
sin2

(

ξ∆x
2

)]−1

(7.7)

and as this always has absolute value≤ 1, the scheme isunconditionally
stable, i.e. there is no relation between∆x and∆t for stability. Once
again, using a Taylor expansion, one finds the error of discretization to
be of orderO(∆x2 + ∆t).

Though this scheme is unconditionally stable, one would prefer an
error of discretization of orderO(∆x2 + ∆t2). To this end, we present
two such schemes

Example 7.3.Richardson’s Scheme.This is, in truth, a 3-level scheme
given by

un+1
i − un−1

i

∆t
− 1
∆x2

[

un
i+1 − 2un

i + un
i−1

]

= 0. (7.8)

One reduces this to asystemof two equations by the substitution
vn

i = un−1
i for all i. By applying the Fourier transform, one finds that the

spectral radius of the matrixB−1C(ξ) is always larger than 1, (Exercise
!) and hence the scheme isalways unstable.

Example 7.4.The Crank-Nicolson Scheme. The scheme is given by

un+1
i − un

i

∆t
− ∇2

(

un+1 + un

2

)

= 0 (7.9)

where

∇2v =
1

∆x2
(vi+1 − 2vi + vi−1). (7.10)
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Once again one has the relation (7.4) with

a(ξ) =

1− 2∆t

∆x2
sin2

(

ξ∆x
2

)

1+
2∆t

∆x2
sin2

(

ξ∆x
2

) (7.11)

and this scheme is seen to be unconditionally stable. The order of the
error of discretization is easily checked to beO(∆x2 + ∆t2).59

7.3 Consistency

The consideration of the order of the error of discretization leads to the
following definitions.

Definition 7.1. Let L be a finite difference operator approximating a par-
tial differential equation. Then, ifu is the exact solution of the equation,
the quantity

Lu = ε

is called the error of discretization.

Definition 7.2. A finite difference scheme is said to be consistent with
the (partial) differential equation it approximates if, for the exact solu-
tion u, the error of discretizationε satisfies

lim
∆x→0
∆t→0

ε = 0 (7.12)

Observe that by virtue of the orders of errors of discretization com-
puted for the examples 7.1 to 7.4 we see that all those schemesare con-
sistent with the heat equation. We now give an example of a scheme
which is not always consistent.

Example 7.5.The Du Fort and Frankel Scheme. Again this is a 3-level
scheme defined by

Lu =
1

2∆t

[

un+1
i − un−1

i

]

−
1

∆x2

[

un
i+1 − un+1

i − un−1
i + un

i−1

]

= 0. (7.13)
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This scheme is explicit and is unconditionally stable. However the

error of discretization is of orderO















(

∆t
∆x

)2












and hence will be consistent

only if ∆t → 0 faster than∆x (for instance∆t = O(∆x2)). This scheme 60

is not very much in use now.

7.4 The coefficient of amplification

For the schemes described above one gets, on applying the Fourier trans-
form, the coefficient of amplificationa(ξ). It is interesting to compare
this with the exact case. Applying the Fourier transform to the exact
equation, one has (Cf. Example 6.2)

aex(ξ) = exp.(−ξ2∆t). (7.14)

It can be proved that if one imposes a relation of the form∆t = ∆x2 in
case of the heat equation and the error of discretization is of order p in
∆t, then

aex(ξ) − a(ξ) = O(∆tp+1).

Thus in the explicit and implicit schemes the error of discretization
is of orderO(∆t) andp = 1. In the Crank-Nicolson schemep = 2.

If we plot a againstξ∆x, we get the graphs shown in Fig. 7.1.

If we have a small wave number, i.e.ξ, then we see thata(·) for
any of these systems is almost the same. However, close toξ∆x = π,
i.e. for large wave number, we have wide differences and through the
Crank-Nicolson scheme is of second order one cannot use it here since

we will get a wrong solution when
2∆t

∆x2
>> 1.
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o

Figure 7.1:
61

7.5 Convergence

Given a finite difference scheme we would like to study the convergence
of the approximate solutions to the true solution as the meshis made
more and more fine. In other words, one has to study how the error
between the approximate and true solutions behaves. LetL be the ap-
proximation of the differential operator,U the approximate solution and
u the exact solution. One then has

LU = 0

Lu = ε,















(7.15)

whereε is the error of discretization. The error in the solution ise =62

u− U and by virtue of (7.15) on has

Le= ε (7.16)

Let us assume that the scheme defined byL is stable, i.e.||Gn|| is
bounded for alln by a constant,C(∆x,∆). We are interested in the case
whereC is freee of∆x and∆t as well. This leads us to
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Definition 7.3. A given scheme is said to be uniformly stable, if the
constantC while bounds||Gn|| for all n, is independent of∆x and∆t
when∆x ≤ ∆x and∆t ≤ ∆t and (∆x,∆t) belonging to the subspace of
R

2 which gives the stability of the scheme.

Let us assume thatL gives a uniformly stable scheme in the sense
above and that it is consistent as well. Let us fix any timet. Then divide
[0, t] into n equal parts so thatt = n∆t. Let en be the error at time level
n∆t. (Since initial condition is assumed to be given, one hase◦ = 0).
One can then prove that

||en|| ≤ C||ε||. (1)

Let us make∆x, ∆t → 0. Then automatically,n → ∞ for n∆t = t
fixed. Furtherε → 0, by consistency. This implies that||en|| → 0. In
other words for each timet, the approximate solutions converge to the
exact solution in whatever norm we have stability.

This is a sketch of the proof of the fact that (uniform) stability and
consistency imply the convergence of the scheme. This is part of the
Lax’s equivalence theorem which states that stability and consistency 63

are together equivalent to convergence of a scheme.
For details of this theorem and for more difference schemes, the

reader can refer to Richtmyer and Morton [32].

7.6 The energy method

We now describe another technique for studying stability ofdifference
schemes. This is know as theenergy method.

Example 7.6.Consider the following scheme for the heat equation:

un+1
i − un

i

∆t
− 1

∆x2

1This is the analogue of remark 4.1 about the fact that an energy inequality in the
homogieneous case always implies the same in the inhomogeneous case. Here energy
inequality has to be replaced by stability.
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[

θ(un+1
i+1 − 2un+1

i + un+1
i−1 ) + (1− θ)(un

i+1 − 2un
i + un

i−1)
]

= 0 (7.17)

for 0 ≤ θ ≤ 1. (If θ = 0, we get the explicit scheme; forθ = 1 we get the
implicit scheme and forθ = 1

2 we have the Crank-Nicolson scheme).
We study stability on the spaceℓ2, of square summable sequences.

On this space we define the inner product

〈u, v〉 = ∆x
∞
∑

i=−∞
uivi (7.18)

whereu = (ui), v = (vi). ThenA : ℓ2→ ℓ2 is defined by

(Au)i = −
1
∆x2

[ui+1 − 2ui + ui−1] . (7.19)

We may write the equation (7.17) in vector form as

un+1 − un

∆t
+ A(θun+1 + (1− θ)un) = 0. (7.20)

Let us denote byu∗ the vectorθun+1 + (1− θ)un. Then we notice that

2u∗ = (un+1 + un) + (2θ − 1)(un+1 − un). (7.21)

One also recalls the familiar identity

〈a+ b, a− b〉 = |a|2 − |b|2 (7.22)

where| · | is the norm induced by the scalar product.64

Taking the scalar product of (7.20) with 2u∗, one has, using (7.21)
and (7.22)

|un+1|2 − |un|2

∆t
+

(

2θ − 1
∆t

)

|un+1 − un|2 + 2〈Au∗, u∗〉 = 0.

Again, using (7.20) we get

|un+1|2 − |un|2

∆t
+ (2θ − 1)∆t|Au∗ |2 + 2〈Au∗, u∗〉 = 0. (7.23)
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A moment’s reflection will show that

〈Au, u〉 = ∆x
∑

i

(ui+1 − ui

∆x

)2
≥ 0 (7.24)

Thus if θ ≥ 1
2 i.e. 2θ − 1 ≥ 0, we get from (7.23) that|un+1| ≤ |un|

which givesℓ2-stability of the scheme unconditionally. In particular,
this is the case of the implicit and the Crank-Nicolson schemes. In case
0 ≤ θ < 1

2, the middle term of (7.22) is negative and thus one cannot
expect unconditional stability.

At this stage one needs the following

Lemma 7.1. |Au|2 ≤
4

∆x2
〈Au, u〉.

Proof.

|Au|2 = ∆x
∞
∑

−∞

1
(∆x)4

(ui+1 − 2ui + ui−1)2

= ∆x
∞
∑

−∞

1

(∆x)2

(ui+1 − ui

∆x
− ui − ui−1

∆x

)2

=
∆x

∆x2















∞
∑

−∞

(ui+1 − ui

∆x

)2
+

∞
∑

−∞

(ui − ui−1

∆x

)2

+2
∞
∑

−∞

∣

∣

∣

∣

∣

(ui+1 − ui

∆x

) (ui − ui−1

∆x

)

∣

∣

∣

∣

∣















.

Applying the Cauchy-Schwarz inequality to the last term, one has

|Au|2 ≤
4

∆x2

∞
∑

−∞
∆x(

ui+1 − ui

∆x
)2

=
4
∆x2
〈Au, u〉, by (7.23).

This proves the lemma. � 65

Using this lemma we find the condition for stability. In orderto have
stability, one needs|un+1|2 − |un|2 ≤ 0. In other words, we need

(1− 2θ)∆t|Au∗ |2 ≤ 2〈Au∗, u∗〉
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But (1− 2θ)∆t|Au∗ |2 ≤ (1 − 2θ)
4∆t

∆x2
〈Au∗, u∗〉, by lemma 7.1. Thus the

stability condition is
4∆t(1− 2θ)

∆x2
≤ 2. (7.25)

Remark 7.1. If θ = 0, we get back, from (7.25), our originalL2-stability
condition for the explicit scheme. Thus we see that for all our schemes
theL2 andℓ2 stability coditions are the same. However, this is not sur-
prising, for under the correspondence{ui} ←→ (piecewise linear func-
tion with valueui at i∆x), theℓ2- norm is equivalent to theL2-norm.

All our preceding work has been under the basic assumption that
the mesh is uniform. The case where the mesh is non-uniform inthe
x-direction is described in the following exercises.

Exercise 7.1.Let {xi} be the nodes of the mesh. Letxi+ 1
2

denote the
midpoint of [xi , xi+1] and xi− 1

2
that of [xi−1, xi ]. DefineA by

(Au)i =
−1

xi− 1
2
− xi− 1

2

[

ui+1 − ui

xi+1 − xi
−

ui − ui−1

xi − xi−1

]

.

If ∆x = max
i

(xi+1 − xi), show that

(Au)i ∼
∂2u

∂x2
(xi) + 0(∆x).
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Exercise 7.2.Define theℓ2-inner product by

〈u, v〉 =
∑

i

(xi+ 1
2
− xi− 1

2
)uivi .

Then show that

|Au|2 ≤
4

min(xi+1 − xi)2
〈Au, u〉.
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Remark 7.2. In the case of an explicit scheme, viz.θ = 0, we get the
stability condition for the non-uniform mesh as 2∆t ≤ min(xi+1 − xi)2

by virtue of exercise 7.2. In general it is found that when looking for
stability criteria in a non-uniform mesh, one can adopt the followig rule
of the thumb:

Find out the condition for the uniform mesh case. Then imposing
this condition locally on each interval of the non-uniform mesh, pick out
the strongest of these as the required stability criterion.

Thus for the explicit scheme, one has 2∆t ≤ (xi+1−xi)2 starting from
a uniform mesh. This leads to the ‘worst’ condition

2∆t ≤ min
i

(xi+1 − xi)
2

which was deduced from the preceding exercises.
A word of caution! This method is purely heuristic, but generally

works. In some cases one can rigorously prove this heuristicstability
criterion (as in the case of the explicit scheme above) but this is not
always possible.

Before closing our discussion of the heat equation, we say a few
words about the variable coefficient case and the non-linear case.

7.7 Heat equation with variable coefficients

The heat equation with variable coefficients reads as 67

∂u
∂t
−
∂

∂x

(

σ(x)
∂u
∂x

)

=, (7.26)

whereσ(x) ≥ α > 0.
This may be also written as

∂u
∂t
− ∂u
∂x
∂σ

∂x
− σ∂

2u

∂x2
= 0. (7.27)

To set up a discrete scheme, the problem is essentially to approxi-

mate the terms other than
∂u
∂t

. To do this we have two approaches, based

on (7.26) and (7.27).
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The first is the ‘conservative’ scheme based on the form (7.26). We
approximate the terms involving derivatives w.r.t.x by

(Acu)i =
−1

∆x2

[

σi+ 1
2
(ui+1 − ui) − σi− 1

2
(ui − ui−1)

]

(7.28)

and this is of orderO(∆x2).
The second scheme uses (7.27) to approximate the derivatives w.r.t.

x. This is the ‘non-coservative’ scheme given by

(AuNc)i =
−1

∆x2

[

(ui+1 − ui−1)
2

(σi+1 − σi−1)
2

+ σi(ui+1 − 2ui + ui−1)

]

(7.29)
which is also of second order accuracy.

Remark 7.3.The equation (7.26) is essentially a conservation law. In-
tegrating betweena andb w.r.t. x, we have

b
∫

a

−
∂

∂x

(

σ
∂u
∂x

)

dx= −σ(b, t)
∂u
∂x

(b, t) + σ(a, t)
∂u
∂x

(a, t)

and replacing the term involvingσ by summation, one has

∆x
i1

∑

i=i◦

(Acu)i = −
1
∆x

[

σi+ 1
2
(ui+1 − ui)

]

i=i1
+

1
∆x

[

σi− 1
2
(ui − ui−1)

]

i=i0

(7.30)

which turns our to be the discreate analogue of (7.30). If we use the68

non-conservative scheme to replace the terms involvingσ, the summa-
tion will not be ‘telescopic’ to resemble equation (7.30). Thus the con-
servation scheme gives the discrete analogue of the continuous case and
is used in general.

One can prove a lemma analogous to lemma 7.1 and exercise 7.2.
We state it below.

Lemma 7.2. If A : ℓ2→ ℓ2 is defined by (7.28), then,

|Au|2 ≤
4

∆x2
max

i
|σi+ 1

2
|〈Au, u〉 (7.31)
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Remark 7.4. If σ(x) ≡ 1, we get back lemma 7.1. We observe that
the stability conditions can be made to follow from a heuristic argument
similar to that enunciated in remark 7.2. The stability condition for the
explicit scheme will then be

2∆t

∆x2
max

i
|σi+ 1

2
| ≤ 1

which, in this case, can be proved using lemma 7.2.

7.8 A non-linear example

The non-linear heat equation is of the form

∂u
∂t
− ∂

∂x

(

σ(u)
∂u
∂x

)

= 0. (7.32)

If σ ≥ 0, σ ∈ C1 and 0< α ≤ σ(u) ≤ β, then one can imitate
the analysis of Section 7.7. of the linear case. However, ifα = 0, then
such techniques do not extend to the non-linear equation. Nevertheless,
particular forms ofσ(u) have been studied. 69

We consider the case whereσ(u) = mum−1, u ≥ 0, m > 1. The
conditionu ≥ 0 is the one that is encountered in physics sinceu is the
temperature. Then the equation can be written as

∂u
∂t
− ∂

2um

∂x2
= 0, (7.33)

with the initial condition, say,u(x, 0) = 0, and boundary condition given

by prescribing eitheru(0, t) or
∂um

∂n
(0, t) = −∂um

∂x (0, t) (the normal deriva-

tive onx = 0), both non-negative so as to ensure, by the maximum prin-
ciple, that the solutionu will be ≥ 0 everywhere. For a givent, the
solution will take the form as shown in Fig. 7.2.
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o

Figure 7.2:

In the casem ≥ 2, the derivative ofu at A is infinite. However
there is a result due to Aronson [3] which states thatum−1 has bounded
derivatives. Hence to set up an approximate scheme we rewrite (7.33)
as

∂u
∂t
−
∂

∂x

(

mu
m− 1

∂um−1

∂x

)

= 0. (7.34)

Now we approximate the term involving derivatives w.r.t.x by70

(Au)i =
−m

∆x(m− 1)

































um−1
i+1 + um−1

i

2















1
m−1















um−1
i+1 − um−1

i

∆x















+

+















um−1
i + um−1

i−1

2















1
m−1















um−1
i − um−1

i−1

∆x

































. (7.35)

Notice that we use again the “almost linearity” ofum−1 to define a
valueui+ 1

2
interpolated betweenui andui+1. From this we can generate

various implicit and explicit schemes. For example, the implicit scheme
will read as

un−1
i − un

i

∆t
+ (Aun+1)i = 0 (7.36)

which is, w.r.t. the unknown at time (n+ 1)∆t, of the form

Fi(u
n+1
i+1 , u

n+1
i , un+1

i−1 ) = 0. (7.37)
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So we get a non-linear (“tridiagonal”) system to solve and this could
be done by Newton’s method of linearising locally, so that ateach itera-
tion one has to solve a linear tridiagonal system, which is easy.

If one wants to use the explicit scheme (given by
un+1

i −un
i

∆t + (Aun)i =

0), in order to avoid solving linear systems one would get theheuristic
stability condition

2m max|u|m−1 ∆t

∆x2
≤ 1 (7.38)

which can be very drastic.
For non-linear examples see also Graveleau and Jamet [14].





Chapter 8

Numerical Methods for the
Advection Equation and
Hyperbolic systems

8.1 Introduction

We now study numerical schemes for the advection equation which is 71

a scalar equation. We consider the equation with constant coefficients
in order to apply Fourier transform techniques to study stability. We
do this for the pure initial value problems and give modifications for
problems with boundary conditions. Later we shall extend these ideas
to simple non-linear cases like Burger’s equation and also to systems of
linear equations.

The advection equation with constant coefficients is given by

∂u
∂t
+ a

∂u
∂x
= 0. (8.1)

To start with we establish a uniform mesh of step∆x overR and
step∆t in time. As usualun

i will denote the valueu(i∆x, n∆t). We now
proceed to give various numerical schemes for the equation (8.1).

73
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8.2 Explicit Schemes for the Advection Equation

Example 8.1.The simplest shceme to approximate equation (8.1) is
given by

un+1
i − un

i

∆t
+ a

un
i+1 − un

i−1

2∆x
= 0. (8.2)

It is obvious from expanding by a Taylor series about (i∆x, n∆t) this
scheme has an error of discretization of orderO(∆x2 + ∆t). However
setting

α = a
∆t
∆x

(8.3)

and using the Fourier transform, the coefficient of amplification turns
out to be

a(ξ) = 1+ iα sin(ξ∆x). (8.4)

Hence |a(ξ)| ≥ 1, which means that this extremely simple explicit72

shceme is always unstable and is thus never used!

Example 8.2.Lax’s Scheme. This is an explicit scheme of first order
accuracy, given by

un+1
i − 1

2(un
i+1 + un

i−1)

∆t
+ a

(un
i+1 − un

i−1)

2∆x
= 0. (8.5)

Again, from the Fourier transform, we get

a(ξ) = Cos(ξ∆x) + iα sin(ξ∆x) (8.6)

whereα is as in (8.3). The criterion|a(ξ)| ≤ 1 for all ξ, gives the stability
condition,|α| ≤ 1, which is

|a|
∆t
∆x
≤ 1. (8.7)

This scheme has an error of discretization of orderO(∆x2 + ∆t +
∆x2

∆t
).



8.2. Explicit Schemes for the Advection Equation 75

Example 8.3.One-sided scheme. The scheme is defined by

un+1
i − un

i

∆t
+



























a
(un

i − un
i−1)

∆x
= 0, if a > 0

a
(un

i+1 − un
i )

∆x
= 0, if a < 0.

(8.8)

To motivate this, one can argue with characteristics. Assume that
a > 0. Then the characteristics have positive slope. The valueun+1

i is
then the value at the point where the characteristic through(i∆x, (n +
1)∆t) meets the leveln∆t, (Cf. Fig. 8.1) which we assume lies between
((i − 1)∆x, n∆t) and ((i + 1)∆x, n∆t) (Cf. Remark 8.2 on stability con-
dition).

CHARACTERISTIC

Figure 8.1:

To get the value ofP, we interpolate it linearly between the valuesun
i 73

andun
i−1. Writing this out we get precisely (8.8) (multiplied throughour

by∆t). Similarly we can treat the casea < 0.
This scheme has error of discretization of orderO(∆x+ ∆t).

Exercise 8.1.Show that the stability condition (8.7) holds in the case of
the 1-sided scheme as well.

Example 8.4.The Lax-Wendroff Scheme.This is a second order scheme.
We motivate the scheme by the following arguments. Expanding un+1

i
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by a Taylor expansion w.r.t.t, we get

un+1
i = un

i + ∆t
∂u
∂t

∣

∣

∣

n
i
+
∆t2

2
∂2u

∂t2
∣

∣

∣

n
i
+ · · · . (8.9)

Using the fact thatu satisfies the advection equation, we get

∂u
∂t
= −a

∂u
∂x

∂2u

∂t2
=
∂

∂t

(

−a
∂u
∂x

)

= a2∂
2u

∂x2
.

Substituting, we get

un+1
i = un

i − a∆t
∂u
∂x

∣

∣

∣

n

i
+ a2∆t2

2
∂2u

∂x2

∣

∣

∣

n

i
+ · · · (8.10)

We use (8.10) as the guideline for forming the scheme which isgiven74

by

un+1
i = un

i − a∆t
(un

i+1 − un
i−1)

2∆t
+

a2∆t2

2∆x2
(un

i−1 − 2un
i + un

i−1).

Equivalently, we can write

un+1
i − un

i

∆t
+ a

(un
i+1 − un

i−1)

2∆x
−

a2∆t

2∆x2
(un

i+1 − 2un
i + un

i−1) = 0 (8.11)

The error of discretization is of orderO(∆x2 + ∆t2).

Exercise 8.2.Find the coefficient of amplificationa(ξ) for the Lax-Wen-
droff scheme and show that the stabilitity condition is again given by
(8.7).

Remark 8.1.We may rewrite the scheme of Lax and the one-sided
scheme as follows:

Lax’s shceme:

un+1
i − un

i

∆t
+ a

(un
i+1 − un

i−1)

2∆x
−
∆x2

2∆t

(

un
i+1 − 2un

i + un
i−1

∆x2

)

= 0 (8.12)
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One-Sided scheme:

un+1
i − un

i

∆t
+ a

(un
i+1 − un

i−1)

2∆x
− |a|∆x

2

(

un
i+1 − 2un

i + un
i−1

∆x2

)

= 0 (8.13)

In writing both (8.12) and (8.13) we see that we have essentially
approximated to second order accuracy, the perturbed equation

∂u
∂t
+
∆t
2
∂2u

∂t2
+ a

∂u
∂x
− ǫ

∂2u

∂x2
= 0. (8.14)

whereǫ is the coefficient occuring in the last term of (8.12) or (8.13).
Since the solution satisfies (8.1), we can rewrite (8.14) as 75

∂u
∂t
+ a

∂u
∂x
−

(

ǫ −
a2∆t

2

)

∂2u

∂x2
= 0. (8.14)′

A criterion of stability due to Hirt [15] and Yanenko is theǫ − a2∆t
2
≥ 0.

This last term involvingǫ is called the dissipative term. In all cases

ǫ → 0 as∆x, ∆t → 0 (and, if
∆x2

∆t
→ 0 in case of Lax’s scheme).

Remark 8.2. Interpretations with characteristics. Just as the one-sided
scheme was interpreted to be a linear interpolation betweenxi+1 and
xi(a < 0) or betweenxi andxi−1(a > 0), we can interpret the Lax scheme
as linear interpolation betweenxi+1 andxi−1. The Lax-Wendroff scheme
is the quadratic interpolation betweenxi+1, xi and xi−1. All these three
interpolations are for the same pointP of Fig. 8.1.

We may also interpret the stability condition in terms of character-
istics.

Consider the mesh given in Fig. 8.2.
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Figure 8.2:

The stability condition implies that∆t cannot be too large compared76

to ∆x. Note that for the approximate schemes given above the valueat
P depends on the values on the 3 nodes immediately below and they
in terms of the 5 nodes below them and so on. Thus we define the
approximate domain of dependence forP at any time level to be that
portion of the grid betweenP1P and P11P. However, if the stability
condition is violated, then the characteristic throughP will lie outside
the region between these two lines and the exact domain of dependence,
which is a single point for the advection equation, (ifP = (x, t) then the
exact domain of dependence att = 0 is the point (x − ut, 0), Cf. 1.6),
will lie outside this region. This will violate the Courant-Friedrichs-
Lewy convergence condition thatthe exact domain of dependence must
be contained in the approximate domain ofdependence and we will not

get convergence when∆x, ∆t → 0 keeping
∆t
∆x

constant.

8.3 Implicit Schemes for the Advection Equation

We will now look at a few implicit schemes for the advection equation.
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Example 8.5.The SNG-Scheme. This scheme was devised by Carlson
for the neutron transport equation. It is a method of first order of accu-
racy and is essentially an extension of the oen-sided scheme.

Let us assumea > 0. (The details whena < 0 follow a parallel line
of thought).

When
a∆t
∆x
≤ 1, one uses the one-sided scheme which was only a

linear interpolation between the pointsi andi + 1 at timen∆t.

If
a∆t
∆x

> 1, then the characteristic through (i∆x, (n+1)∆t) meets the

line x = (i − 1)∆x before it meetst = n∆t (See Fig. 8.3).

CHARACTERISTIC

Figure 8.3:

Hence we now have the valueun+1
i equal to the value ofu atP which 77

we interpolate linearly between ((i−1)∆x, n∆t) and ((i−1)∆x, (n+1)∆t),
to get

un+1
i = (1− ∆x

a∆t
)un+1

i−1 +
∆x
a∆t

un
i−1

or equivalently,

un+1
i−1 − un

i−1

∆t
+ a

(un+1
i − un+1

i−1 )

∆x
= 0 (8.15)

The SNG scheme consists of (8.15) as well as the one-sided scheme

depending on the value ofα =
a∆t
∆x

. In case of (8.15) being used one
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has

a(ξ) = (1+ α(e−iξ∆x − 1))−1 (8.16)

and |a(ξ)| ≤ 1 if α > 1, which is indeed true. Thus the scheme is
unconditionally stable.

Suppose we have to work in a bounded interval, say, 0< x < 1.
Then, whena > 0, one can impose a boundary condition onx = 0.

Figure 8.4:

Then to calculateQ1, we know the values atQ◦, P◦ and P1 and78

hence the value atQ1 can be calculated explicitly from the scheme. Now
for Q2, since we know the values atQ1,P1 andP2, we can calculate the
value atQ2 and so on. This can be done at any leveln∆t. Thus though
the scheme isformally implicit, one can, with the aid of the initial value
and the boundary condition, solve for the value at each nodeexplicitly,
step by step. Such a scheme is called quasiexplicit.

Remark 8.3. In case of the neutron transport equation, one has to solve
the equation (8.1) when a take its values over an interval [−A,A], using
thesame time step∆t for all a in this interval. Hence it is here that the
SNG scheme is very useful, it being unconditionally stable.
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Example 8.6.The Crank-Nicolson Scheme. The scheme is given by

un+1
i − un

i

∆t
+

a
2















un+1
i+1 − un+1

i−1

2∆x
+

un
i+1 − un

i−1

2∆x















= 0 (8.17)

This scheme is of second order and is also unconditionally stable. How-
ever, it is purely an implicit scheme unlike the SNG-scheme. 79

In this linear case, this leads to a system with a tridiagonalmatrix
which is easy to solve by Gauss’ method adapted to a tridiagonal system.
But in using this scheme for the non-linear equation, withu’s in the
second term of (8.17) being replaced by a functionf (u), the solution
becomes more complicated. Thus one devises iterative methods. Let
un,p

i denote the value ofun
i at the pth-iteration. We can use then the

following methods.

un+1,p+1
i − un

i

∆t
+

a
2

















un+1,p
i+1 − un−1,p

i−1

2∆x
+

un
i+1 − un

i−1

2∆x

















= 0

where we assume all valuesun
i to be known. IfUT = (un+1

1 , . . . un+1
1 ),

we get

U(p+1) = −
a∆t
4∆x
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





















U(p) + F (8.18)

whereF is known. The convergence of this iterative method implies and
is implied byρ(H) < 1, whereH is the matrix occurring as the coeffi-

cient ofU(p) in (8.18). Hereρ(H) ∼ |a|
2
∆t
∆x

. Thus in the non-linear case

we have to resort to an iterative method which ends up with a condition
similar to the stability condition and this undoes all our advantages of
achieving unconditional stability.

Of course, one can devise better iterative methods but considera-
tions like computer time etc. do not make this worthwhile. Ifto solve
the Crank-Nicolson scheme witha∆t, N times larger than the time step
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allowed for an explicit scheme

(

∆t <
∆x
|a|

)

one needsM > N iterations,

then obviously the scheme is not worthwhile. Moreover consideration

of accuracy usually prohibits taking∆t large compared to
∆x
|a|

.

Example 8.7.This scheme was used by Robert and Weiss [34] in fluid80

dynamics. The scheme is of second order accuracy and is quasi-explicit
when we have a boundary condition. It is also unconditionally stable.
(Exercise: check these assertions!) To put down the scheme,we approx-
imate the derivative w.r.t.x by using the mid-points of the diagonals,
shown in Fig. 8.5. whena > 0.

Figure 8.5:

un+1
i − un

i

∆t
+

a
∆x















un+1
i + un

i+1

2
−

un+1
i−1 + un

i

2















= 0. (8.19)

whena > 0.

If a < 0, we use the other two diagonals of these rectangles. This
scheme is rarely used.

Example 8.8.The DSN–Scheme. This was also devised by Carlson for
the neutron transport equation. In each rectangle of the grid, one evalu-
ates the values ofu at the four mid-points of the sides and at the centroid.
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Figure 8.6:

For this we use the set of three equations given below: 81






























(i)
un+1

i+ 1
2

− un
i+ 1

2

∆t
+ a

(u
n+ 1

2
i+1 − u

n+ 1
2

i )

∆x
= 0,

(ii) 2u
n+ 1

2

i+ 1
2

= un+1
i+ 1

2

+ un
i+ 1

2

= u
n+ 1

2
i+1 + u

n+ 1
2

i

(8.20)

This scheme is quasi explicit for the following reasons. (our nota-
tions are based on Fig. 8.7).

O

Figure 8.7:

Assumea > 0. We then can have a boundary condition onx = 0.
Hence from the boundary and initial conditions, we know the values of
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u at P1 andQ1. Using equations (8.20) (ii) we can express the values at82

R1 andP2 in terms of that atM1. Now (8.20) (i) reduces to an equation
in one unknown, viz., the value atM1 and we can solve for this explicitly
and from this get back the values atR1 andP2.

Thus step by step we can evaluate, explicitly, all the unknowns. The
scheme is therefore quasi-explicit. The scheme is of secondorder ac-
curacy. However, for the stability one cannot use the Fourier transform.
But one can get an energy inequality and we leave this as an exercise.

Exercise 8.3.Using an energy inequality show that the DSN-scheme is
unconditionally stable.

8.4 Comparison of the Schemes Above

We summarize the main features of the preceding schemes in table 8.1.
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Possibility

Type Name of the (L2) Stabi- Order of of extension Comments
scheme lity accuracy to systems

Explicit Centred Always un- - - Never used
scheme. stable

Lax’s |a| ∆t
∆x
≤ 1 for 1 Yes

L∞-stable as wellScheme. stability

One-sided ′′ 1 No
scheme

Lax-Wendroff ′′ 2 Yes
This is the best

scheme. among the
explicit schemes.
But it is not
L∞-stable.

Implicit
Crank-Nicolson Unconditionally

2 Yes Rarely used
scheme stable

Quasi- SNG-Scheme ′′ 1 By method of Used for neutron
explicit characteristics transport equation

DSN-Scheme ′′ 2 Yes, but exten-
′′sion is purely

implicit
Robert-Weiss’ ′′ Rarely used
scheme

83
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Remark 8.4.As mentioned in Table 8.1, the Lax-Wendroff scheme is
not L∞-stable. (Cf. Themée [36]). If the initial value of the solution of
the advection equation has a shock, so hasu(x, t) for any timet. If one
uses the Lax-Wendroff scheme, the approximate solution has a lot of
oscillations about such a discontinuity. This behaviour isrelated to the
L∞-instability of the scheme. The Lax and the one-sided scheme, on the
other hand, areL∞-stable but their approximate solutions are too smooth
around the point of discontinuity of the true solution and this does not
represent the ture situation either. In practice one has to exercise one’s
own judgement as to which behaviour is preferable! One can also add
a non-linear dissipative term to the equation (8.1) which isnegligible
everywhere except at a shock where it has to smooth out the oscillations.
See Boris and Book [4] and Van de Leer [37].

8.5 The non-linear equations

The non-linear equation takes the form

∂u
∂t
+
∂

∂x
( f (u)) = 0. (8.21)

If one wants to imitate the Lax-Wendroff scheme, one again moti-
vates this by the Taylor expansion:

un+1 = un + ∆tut +
∆t2

2
utt + . . .

= un − ∆t( f (u))x +
∆t2

2
∂

∂x

(

f ′(u)
∂ f (u)
∂x

)

+ . . .

again using (8.21). In case of a non-linearsystem, the matrix f ′(u)84

might be very difficult to compute. Hence one modifies the Lax - Wen-
droff scheme to avoid this difficulty and permit generalization to sys-
tems. This is called the2-step Lax-Wendroff schemewhich is described
as follows:

Step I. Usingun
i+1 andun

i , one obtains, say, by the Lax’s scheme,u
n+ 1

2

i− 1
2

.

Usingun
i , un

i−1 one obtainsu
n+ 1

2

i− 1
2

in the same fashion.
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Step II. Using the results of step I, we write the scheme

un+1
i − un

i

∆t
+

f
(

u
n+ 1

2

i− 1
2

)

− f
(

u
n+ 1

2

i− 1
2

)

∆x
= 0. (8.22)

In the linear case whenf (u) = au, this reduces to the usual Lax-
Wendroff scheme (check!).

The scheme we have just described is a memeber of class of schemes
known asSβ

α-schemes, all of which reduce to the Lax-Wendroff scheme
in the linear case. These have been studied by Lerat and Peyret [25].

All these schemes give oscillations about a shock. To treat this we
can add a dissipative term to the differential equation so that this term is
small where the gradient of the solution is small and acts only where the
gradient is large i.e. at a shock. One such term is the pseudo-viscosity
term and in this case the equation reads as

∂u
∂t
+
∂

∂x
( f (u)) − ǫ ∂

∂x

(

|∂ f ′(u)
∂x
|∂u
∂x

)

= 0. (8.23)

One uses the Lax-Wendroff scheme for the first two terms and add
an explicit approximation to the dissipative term. 85

There is no rigorous rule for the choice of the dissipative term. How-
ever, one can apply a dimension analysis to get some idea about it.

Raviart [31] has studied the convergence when∆x, ∆t → 0 of three
schemes for the equation (8.23) withf (u) = 1

2u2, but with ǫ fixed. This
of course, is not exactly the state of affairs since we requireǫ to be small
and→ 0. How ever, this is a step in the right direction.

8.6 Boundary conditions

Let us consider the following problem with boundary conditions:

∂u
∂t
+ a

∂u
∂x
= 0, a > 0, 0 < x < 1

u(x, 0) = u◦(x), (initial value)

u(0, t) = 0 (boundary value)































(8.24)
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We have seen that when there is no condition onx = 1, this problem
is well posed. (Cf. Sec. 5.3).

The various numerical schemes cited for the purely initial-value
problems are all three point schemes involvingi−1, i andi+1 of the pre-
vious level. However, in case of the bounded domain, if 0≤ i ≤ I , then
the equation forun+1

I will involve un
I+1 which lies outside the domain

and hence we do not know it. Thus one feels the need for extrapolating
un to the pointI + 1 as well. One such interpolation is provided by

uI+1 = uI . (8.25)

However, this is not a sufficiently accurate choice. A much better
choice

uI+1 = 2uI − uI−1. (8.26)

86

One could, of course, give better extrapolation formulae, but as all
schemes are of atmost second order accuracy, the formula (8.26) is quite
sufficient for our purposes.

Exercise 8.4.Apply the formulae (8.25) and (8.26) to the Lax-Wendroff
scheme and show that (8.25) gives an inconsistent scheme while that
given by (8.26) is consistent.

Remark 8.5.The stability of problems with boundary conditions is usu-
ally studied by the energy method. This problem has been studied
deeply by kreiss [19].

8.7 The leap-frog scheme

This scheme is given by

un+1
i − un−1

i

2∆t
+ a

(un
i+1 − un

i−1)

2∆x
= 0. (8.27)

This is a 3-level scheme which, though not widely used for thead-
vection equation, is very useful for systems of hyperbolic equations,
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especially for the wave equation. It is easy to see that the scheme has
an error of discretization, of orderO(∆x2 + ∆t2) and hence is of second
order of accuracy.

Settingvn
i = un−1

i , we get the system
[

un+1
i

vn+1
i

]

=

[

α 0
0 0

] [

un
i−1

vn
i−1

]

+

[

0 1
1 0

] [

un
i

vn
i

]

+

[

−α 0
0 0

] [

un
i+1

vn
i+1

]

which gives
[

ûn+1(ξ)
v̂n+1(ξ)

]

=

[

2iA 1
1 0

] [

ûn(ξ)
v̂n(ξ)

]

whereA = a
∆t
∆x

sinξ∆x. 87

The eigenvalues are given by the roots of the equation

λ2 − 2iAλ − 1 = 0.

If 1 − A2 ≥ 0, then
λ = iA ±

√
1− A2

and if 1− A2 ≤ 0, then

λ = iA ± i
√

A2 − 1

In the latter case|λ| > 1 for at least oneλ and in the former case
|λ| = 1 for both eigen values. Thus we get the stability condition|A| ≤ 1
for all ξ, which is the condition

|a|
∆t
∆x
≤ 1. (8.28)

Note that this condition isnecessary.
We can get asufficient condition if the matrix of amplification is

diagonalizable. Let

A(ξ) = S(ξ)D(ξ)S−1(ξ).

Then An(ξ) = S DnS−1(ξ). By the preceding necessary condition for
stability, one has||Dn|| bounded. Thus a sufficient condition is

max
ξ

(||S(ξ)|| + ||S−1(ξ)||) ≤ constant. (8.29)
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Applying this to the Leap-frong scheme, ifα = |a|
∆t
∆x

< 1, then

|A|2 < 1 and the eigenvalues are distinct. The sufficient condition (8.29)
is indeed satisfied. (Check!).

On the other hand, ifα = 1 andξ∆x = π/2, thenλ1 = λ2 andA is
not diagonalizable. Thus the sufficient condition is not satisfied. Though
this is no proof of instability, we give below an example of this situation88

where the scheme is indeed unstable.

Exercise 8.5.In the leap-frog scheme withα = 1, givenu◦j = exp
( iπ j

2

)

andu1
j = exp

(

iπ( j + 1)
2

)

, show that

un
j = (2n− 1) exp.

( iπ
2

( j + 2− n)
)

, n ≥ 1,

and hence the scheme is unstable.

Finally, when dealing with bounded domains, we need to extrapolate
at the pointI +1, where 0≤ i ≤ I are the nodes of the mesh. The follow-
ing procedure of extrapolation can be proved (by the energy method) to
be stable although it is probably not the best one w.r.t. accuracy:

un
I+1 =

1
2

(un+1
I + un−1

I ). (8.30)

One can show, by energy methods, the stability of the scheme under
the sufficient condition

|a|
∆t
∆x

< 1. (8.31)

We demonstrate this when the domain isR and leave the boundary
condition case as an exercise.

Multiplying the equation (8.27) by∆x(un+1
i + un−1

i ) and summing
over all i, we get

|un+1|2 − |un−1|2

2∆t
+

a
2















∑

i

(un
i+1 − un

i−1)un+1
i +

∑

i

(un
i+1 − un

i−1)un−1
i















= 0,

(8.32)
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where| · | is theℓ2-norm induced by the innerproduct defined in sec. 7.6
(Cf. equation 7.18). Now, one can easily verify that the following holds
(by a simple)

∑

i

(un
i+1 − un

i−1)un−1
i = −

∑

i

(un−1
i+1 − un−1

i−1 )un
i . (8.33)

We now define 89

Xn+ 1
2 = |un+1|2 + |un|2 + a∆t

∆x
· ∆x

∑

i

(un
i+1 − un

i−1)un+1
i . (8.34)

Using (8.33) and (8.34), (8.32) becomes

Xn+ 1
2 = Xn− 1

2 .

Proceeding recursively, one gets

Xn+ 1
2 = Xn− 1

2 = . . . = X
1
2 . (8.35)

Note thatX
1
2 is expressed in terms ofu◦ andu1 and hence is known.

FurtherXn+ 1
2 is bounded.

Observe that

|∆x
∑

i

(un
i+1 − un

i−1)un+1
i | ≤

√

∆x
∑

i

|un
i+1 − un

i−1|2 · |un+1|

≤ 2|un| · |un+1|
≤ |un|2 + |un+1|2,

by using the Cauchy-Schwarz and the Minkowski inequalitiesfor the
innerproduct and norm respectively and also the fact that non-negative
a andb, 2ab≤ a2 + b2. Thus

|Xn+ 1
2 | ≤ |un+1|2 + |un|2 + |α|(|un+1|2 + |un|2)

= (1+ |α|)(|un+1|2 + |un|2).

Also

|Xn+ 1
2 | ≥ |(|un+1|2 + |un|2) − |α| |∆x

∑

i

(un
i+1 − un

i−1)un+1
i ||
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But 90

|un+1|2 + |un|2 − |α||∆x
∑

i

(un
i+1 − un

i−1)un+1
i |

≥ |un+1|2 + |un|2 − |α|(|un+1|2 + |un|2)

= (1− |α|)(|un+1|2 + |un|2) ≥ 0 if |α| ≤ 1.

Thus one has

(1− |α|)(|un+1|2 + |un|2) ≤ |Xn+ 1
2 | ≤ (1+ |α|)(|un+1|2 + |un|2). (8.36)

If |α| < 1 (as in (8.31)), we get

|un+1|2+ |un|2 ≤
1

(1− |α|)
|Xn+ 1

2 | =
1

(1− |α|)
|X

1
2 | ≤

(

1+ |α|
1− |α|

)

(|u1|2+ |u◦|2).

Since
1+ |α|
1− |α|

is a constant, we get the energy inequality

|un|2 ≤ (const.) (|u◦|2 + |u1|2).

for all n. This implies the stability of the scheme.

Exercise 8.6.Generalize this to the case when the domain is 0< x < 1,
with a > 0 and the boundary conditionu(◦, t) = 0 on x = 0.

8.8 The phase error

We saw in Sec. 7.4 the importance of comparing the coefficient of am-
plification a(ξ) with the exact coefficient of amplification of the given
equation. In general these are complex numbers and one can compare
either their moduli or their arguments.

The error in the modulus of the coefficient of amplification is related
to the dissipativity of the scheme.

Thephase erroris the error in the argument of the coefficient of am-
plification and this is related to the error in the velocity ofpropagation
of the wave. For instance, in case of the advection equation if u◦ is the
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initial value, then there is a phase lag of - at in the solution(whena is a91

constant) at timet. When we set up a numerical scheme one would like
to know how much the error in the phase lag will be. Generally,given
a particular scheme it may turn out that it is satisfactory w.r.t. one of
these errors but not w.r.t. the other and we seek to modify thescheme
so as not to spoil the good behaviour w.r.t. one error and at the same
time improve the behaviour w.r.t. the other. We illustrate this with the
following example.

Given the advection equation, one has the exact coefficient of am-
plification (Cf. equation (6.9))

aex(ξ, t) = exp. (iaξt). (8.37)

In the case of the Lax-Wendroff scheme one has

a(ξ) = 1+ α2(cos(ξ∆x) − 1)+ iα sin(ξ∆x) (8.38)

whereα =
a∆t
∆x

and for stability one must have|α| ≤ 1. We note that

|aex(ξ)| = 1

|a(ξ)|2 = 1− 4α2(1− α2) sin4
(

ξ∆x
2

)























(8.39)

and the error|aex(ξ)| − |a(ξ)| at time∆t is of third order (i.e. of order
O((ξ∆x)4) for smallξ). Hence the Lax-Wendroff scheme is satisfactory
as far as the error in modulus is concerned.

However, the phase in the exact case is aξ∆t while in the scheme it
is

tan−1
[

α sin(ξ∆x)

1+ α2(cos(ξ∆x) − 1)

]

.

Hence the phase error is

aξ∆t − tan−1
[

α sin(ξ∆x)

1+ α2(cos(ξ∆x) − 1)

]

=
α(1− α2)

6
(ξ∆x)3 + 0(ξ∆x)4 > 0 (8.40)
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when |α| < 1, which is only of second order accuracy and is not very92

satisfactory. One thus tries to devise schemes which reducethis phase
error.

A method due to Fromme [11, 12] is to set up a scheme with the
same order of phase error, but which is< 0 and then take a linear com-
bination of these two schemes.

We take S1 as the Lax-Wendroff scheme and the scheme S2 defined
analogously as follows:

By Remark 8.2. on the interpretation of the scheme S1 via charac-
teristics, one saw that it was got by quadratic interpolation between the
points (i − 1)∆x), i∆x and (i + 1)∆x of the point where the characteristic
through (i∆x, (n + 1)∆t) meets the leveln∆t. To get the scheme S2, we
interpolate this same point quadratically between (i − 2)∆x, (i − 1)∆x
andi∆x. Explicitly, the scheme reads as

un+1
i = un

i −
a∆t
2∆x

(un
i−2− 4un

i−1+ 3un
i )+

a2∆t2

2∆x2
(un

i−2− 2un
i−1+ un

i ). (8.41)

Then on computing as before we get the phase error,

−α(α − 1)(α − 2)
6

(ξ∆x)3 + 0((ξ∆x)4) < 0

when|α| < 1.
Using these two shcemes, Fromm defined thezero average phase

error scheme (SO) by

S O=
1
2

(S1)+
1
2

(S2). (8.42)

More generally one can devise the scheme93

S O≡
(

2− α
3

)

(S1)+
(1+ α)

3
(S2). (8.43)

Note that whenα takes the average value of its range viz.α = 1
2, we

get (8.42) (8.43) to give the same scheme.
The scheme (8.43) is of third order of accuracy and can be consid-

ered (whena is a constant) as a cubic interpolation between the points
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i − 2, i − 1, i and i + 1 of the point we are interested in. By taking this
linear combination, we cancel the (ξ∆x)3 term in the phase error and
improve our accuracy.

This scheme is alsoL∞-stable. Rusanow [35] and Burstein and
Mirin [5] have given third order schemes in the non-linear case.

8.9 Hyperbolic systems

We now describe briefly how some of these schemes could be extended
to a hyperbolic system of equations

If UT = (u1(x, t), . . . , un(x, t)) is a vector andA is ann × n matrix,
the equation reads as

∂U
∂t
+ A

∂U
∂x
= 0. (8.44)

We assume, for simplicity, thatA is a constant matrix.
In this case the schemes of Lax, Crank-Nicolson and Lax-Wendroff

all generalize very easily. For instance, the Lax-Wendroff scheme will
be

Un+1
i = Un

i −∆t.A
(Un

i+1 − Un
i−1)

2∆x
+
∆t2

2∆x2
A2(Un

i+1−2Un
i +Un

i−1). (8.45)

This scheme is of second order of accuracy.
In general, 2-level schemes assume the form

∑

j

P j(A)Un+1(x+ j∆x) =
∑

j

Q j(A)Un(x+ j∆x) (8.46)

where the matricesP j(A) andQ j(A) are all polynomials in the matrixA.
For instance, in the Lax-Wendroff scheme, 94

P◦(A) = I ; P j(A) = 0, . j , 0

Q−1(A) =
∆t2

2∆x2
A2 +

∆t
2∆x

A.

Q◦(A) = I −
∆t

∆x2
A2,
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Q1(A) =
∆t2

2∆x2
A2 − ∆t

2∆x
A.

To study the stability of the scheme (8.46) we assumeA is diagonaliz-
able, i.e.

A = S DS−1, (8.47)

with D diagonal. DefiningV = S−1U, and multiplying (8.44) on the left
by S−1, we get

∂V
∂t
+ D

∂V
∂x
= 0 (8.48)

from which we get then scalar equations

∂vi

∂t
+ λi

∂vi

∂x
= 0, 1 ≤ i ≤ n. (8.49)

The stability condition for each of thesen equations would be

|λi |
∆t
∆x
≤ 1, (8.50)

for those schemes (8.46) which are generalised from the scalar case.
Taking the most restrictive of these, we get

ρ(A)
∆t
∆x
≤ 1. (8.51)

To see that we do indeed get the same condition starting from the
scheme (8.46) we setVn = S−1Un and multiply (8.46) on the left by
S−1. Then using the fact that

S−1P j(A)S = P j(D).

we get95
∑

j

P j(D)Vn+1(x+ j∆x) =
∑

j

Q j(D)Vn(x+ j∆x)

which again splits inton scalar scheme equations
∑

j

P j(λi)v
n+1
i (x+ j∆x) =

∑

j

Q j(λi)v
n
i (x+ j∆x), 1 ≤ i ≤ n.
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Once again the scalar case demands that|λi |
∆t
∆x
≤ 1, which gives the

stability condition (8.51).
The one-sided or the SNG-schemes do not generalise in a straight-

forward manner to the case of a system. However, as in these schemes
one can set up schemes involving characteristics. This is known as the
Method of characteristics.

If the system is strictly hyperbolic, we can find the left-eigen vectors
pk corresponding to the eigenvalueλk of A such that

pT
k A = λkpT

k , 1 ≤ k ≤ n. (8.52)

If Ck is the characteristic defined by
dx
dt
= λk, and if

d
dsk

stands for

the differentiation alongCk, we have

pT
k

dU
dsk
= 0, 1 ≤ k ≤ n. (8.53)

(Cf. Sec. 2.2., equation (2.10)). Our subsequent notationswill be based
on Fig. 8.8.

(3)(2)(1)

Figure 8.8:

We choose a grid such that all the characteristics throughM◦ = 96

(i∆x, (n+1)∆t) meet the linen∆t between (i−1)∆x and (i+1)∆x. These
two nodes have been denoted byN− andN+. The points where the char-
acteristics (1), . . . , (n) meetn∆t are denoted byM1, . . .Mn, respectively.
Finally N◦ = (i∆x, n∆t).
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From the relation (8.53), we write the approximate scheme

pT
k (U(M◦) − U(Mk)) = 0, 1 ≤ k ≤ n. (8.54)

To computeU(Mk), we use linear interpolation betweenN◦ andN+ or
betweenN◦ andN− according asλk is < 0 or> 0. Thus we getn equa-
tions for then-components ofU(M◦) and we can solve this, in principle.
This generalises the SNG-scheme.

Remark 8.6. If we use quadratic interpolation betweenN−, N◦ andN+
we get an analogue of the Lax-Wendroff scheme.

The stability condition is the same as condition (8.51). Theinter-
pretation of this condition is that [M1,Mn] ⊂ [N−,N+] got from the
Courant-Friedrichs-Lewy convergence condition, viz., the exact domain
of dependence must lie within the approximate domain of depnedence.97

Again to get condition (8.51) we take the case for each characteristic
and choose the strongest inequality amongst them.

8.10 Non-linear systems-method of characteristics

If we have a pure dependence onU of the matrixA i.e. A = A(U),
we generalise the method of characteristics. The approximation of the
equation (8.53) will have to be centred betweenM◦ andMk for eachk.
We write

pT
k (U(Mk)) + pT

k (U(M◦))

2
(U(M◦) − U(Mk)) = 0. (8.55)

and

MkN◦ =
∆t
2

[λk(U(M◦)) + λk(U(Mk))]. (8.56)

The unknowns arexk, the abscissa ofMk, which can be got from the
evaluation ofMkN◦, and also then-components ofU(M◦) occurring in
equation (8.55).

We usually solve the system (8.55) - (8.56) by iterative methods. We
assumeU◦(M◦) to start with. We assume all values at leveln∆t. Then
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setting

λ
(ν)
k =

1
2

(λk(U
(ν)(M◦)) + λk(U(M(ν)

k )))

pT(ν)
k =

1
2

(pT
k (U(ν)(M◦)) + pT

k (U(M(ν)
k )))



























(8.57)

the iterative method could be

M(ν+1)
k N◦ = λ

(ν)
k ∆t.

pT(ν)
k (U(ν+1)(M◦) − U(M(ν+1)

k )) = 0.















(8.58)

Now we use this to getU(ν+1)(M◦) and M(ν+1)
k N◦. Thus we can again

getλ(ν+1)
k andpT(ν+1)

k and proceed.
The convergence of these iterations depends upon the natureof the 98

non-linearity but is usually valid for small enough∆t.

Remark 8.7.When n = 2, and when we have one positive and one
negative eigenvalue, we can modify the method of characteristics.

We fix a∆x and draw both the characteristics through each point
i∆x. Through the intersections of these we draw two more and so on.
(Cf. Fig. 8.9).

0

1 2

Figure 8.9:
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If UT = (u, v), then the unknowns at 0, are its coordinates (x, t) and
the values ofu andv. Then we use the following set of equations to
obtain these values.

x◦ − x1

t◦ − t1
=
λ1(0)+ λ1(1)

2
(8.59)

x◦ − x2

t◦t2
=
λ2(0)+ λ2(2)

2
(8.60)

1
2

(pT
1 (0)+ PT

1 (1)).(U(0)− U(1)) = 0, (8.61)

1
2

(pT
2 (0)+ pT

2 (2)).(U(0)− U(2)) = 0 (8.62)

We solve these, step by step at each node. Note that the nodes no
longer form a regular mesh ifA is not constant.

It is this form of the method of characteristics which has been widely99

used in supersonic flow calculation. Its main advantage is that it does not
need interpolation of the values ofu andv which might be inaccurate.

REFERENCES: Apart from the references cited in the text, the reader
could also look at the following papers: Lax [21]. Lax and Wendroff
[23, 24], Boris and Book [4], Hirt [15], Hoskin [16], Kot [18], Kasahara
[17] and Gourlay and Morris [13].



Chapter 9

Numerical Methods for the
System of Equations of
Hydrodynamics -
Lagrangian Coordinates

9.1 Introduction

We now study the approximation of the system of equations of hydro- 100

dynamics in the slab-symmetric, 1-dimensional case, in theLagrangian
framework. We will esentially use the leap-frog scheme in discretizing
these equations. We will also discuss the question of boundary condi-
tions and the pseudo-viscosity term and present a heuristicdiscussion of
stability criteria.

With µ = 0 andg = 0, the equations fo hydrodynamics assume the
form

Dρ
Dt
+ ρ

∂u
∂x
= 0 (9.1)

or, equivalently,

D
Dt

(ρJ) = 0 (9.1′)

101
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Du
Dt
+

1
ρ

∂p
∂x
= 0, and (9.2)

Dǫ
Dt
+ p

D
Dt

(

1
ρ

)

− 1
ρ

1
ρ

∂

∂x

(

k
∂T
∂x

)

= 0 (9.3)

(Note: We recall our comments on the Lagrangian form of the equation
made in section 1.5. To be strictly Lagrangian in formulation, x must be
expressed in terms ofa).

9.2 Leap-Frog scheme for the isentropic case

We assume for the time being thatk = 0 and also that (9.3) can be
integrated to getp in terms ofρ, i.e. p = p(ρ). (Example: The isentropic
case of a perfect gas givesp = cργ) Then we are left with (9.1) and (9.2)
to discretize.

Recalling our definition ofm (Cf. Sec. 2.3) one can take as space101

variable eithera or m. In using the leap-frog scheme one notes an es-
sential property of this scheme: when dealing with a hyperbolic system
such as (9.1) and (9.2) one need not compute all the unknowns at all the
nodes of the mesh. One case compute certain unknowns on some of the
nodes and the others at the remaining nodes. Thus here one computesρ
andp at the nodes

(

i + 1
2, n

)

and the velocityu at the nodes (i, n+ 1
2).

We approximate the equation definingu as
dx
dt

by.

xn+1
i = xn

i + u
n+ 1

2
i ∆t (9.4)

wherex◦i , is the same as theai chosen at the horizontal axis. (Note that
(9.4) merely gives discretization of the relation between the Eulerian
and Lagrangian coordinates). Then the equation ((9.1′)) says that the
mass contained betweenxn+1

i+1 and xn+1
i is independent of time, i.e.n.

Hence we can write

ρn+1
i+ 1

2
(xn+1

i+1 − xn+1
i ) = Const. = ∆mi+ 1

2
= ρn

i+ 1
2
(xn

i+1 − xn
i ) (9.5)

as a discretization of ((9.1′)) assumingρ constant in this interval.
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Actually (9.4) and (9.5) which are the discretizations of ((9.1′)) im-
ply the following which can be thought as a discretization of(9.1)

ρn+1
i+ 1

2

− ρn
i+ 1

2

∆t
+

1
2

(ρn+1
i+ 1

2
+ρn

i+ 1
2
)

(u
n+ 1

2
i+1 − u

n+ 1
2

i )

(1
2(xn+1

i+1 + xn
i+1) − 1

2(xn+1
i + xn

i ))
= 0. (9.6)

If we define

∆mi =
1
2

(∆mi+ 1
2
+ ∆mi− 1

2
) (9.7)

one can discretize (9.2) by

u
n+ 1

2
i − u

n− 1
2

i

∆t
+

pn
i+ 1

2

− pn
i− 1

2

∆mi
= 0 (9.8)

102

This completes the discretization of the first two equationsof hydro-
dynamics using the leap-frog scheme.

9.3 Boundary conditions

Let us examine the question of boundary conditions. One usually en-
counters one of the following types of boundary conditions:

(i) u is known on the boundary,

or (ii) p is known on the boundary.

For instance, if we consider a gas enclosed in a tube on one side of
which a piston is working, then we encounter the problem of a moving
boundary. However, since the same particles remain on the piston, this
boundary is fixed in the Lagrangian system.

Let us assume that the velocity is known on the boundary, i.e.u
n+ 1

2
I

is known for alln. Since by equation (9.8), knowing all quantitites upto

and inclusive of leveln, one can computeu
n+ 1

2
i for all i < I , we have

complete knowledge ofun+1
i , for all i. Knowing these, one immediately

uses (9.4) to getxn+1
i for all i. Then one can use either (9.5) or (9.6) to get
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ρn+1
i+ 1

2

for all i, and sincep is a known function ofρ, we can computepn+1
i+ 1

2

as well. Thus we can sucessfully deal with the first type of boundary
condition.

Given the pressure on the boundary, the situation is not so straight-
forward. Of course, knowing all quantities upto leveln, one can com-

puteu
n+ 1

2
i for i < I using (9.8). But in order to computeu

n+ 1
2

I , i.e. the
velocity on the boundary, we are obliged to use a one-sided difference

quotient to approximate
∂p
∂m

. Thus for the indexI above, we discretize

(9.2) by

un+ 1
2 − u

n− 1
2

I

∆t
+

pn
I − pn

I− 1
2

mI −mI− 1
2

= 0. (9.9)

103

Knowing pn
I (given by boundary condition) we can computeu

n+ 1
2

I .
Now the rest of the unknowns are calculated as in the previouscase.

9.4 Discretization of the energy equation

Let us now return to the original equations of hydrodynamics. Let us
continue to assume thatk = 0, but now suppose that we connot integrate
equation (9.3) to getp as a function ofρ. Then we bring in the state
equationǫ = f (p, ρ) and discretize this together with (9.3). We compute
ǫ also at (i + 1

2, n) like p andρ. Thus our discretization will read as

ǫn+1
i+ 1

2

− ǫn
i+ 1

2

∆t
+

1
2

(

pn+1
i+ 1

2
+ pn

i+ 1
2

)





















1

ρn+1
i+ 1

2

− 1
ρn

i+ 1
2





















1
∆t
= 0. (9.10)

and
ǫn+1
i+ 1

2
= f

(

pn+1
i+ 1

2
, ρn+1

i+ 1
2

)

. (9.11)

Now assuming knowledge of all quantities upto leveln, one can get

u
n+ 1

2
i , xn+1

i andρn+1
i+ 1

2

for all i. Then substituting in (9.10) and (9.11), we

get a system of two non-linear equations to solve forǫn+1
i+ 1

2

and pn+1
i+ 1

2

for

eachi.
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However, if the temperature term is also present in (9.3), (i.e.k , 0),

one can approximate the term−
∂

∂x

(

k
∂T
∂x

)

by a 3-point formula. Again,

T is also computed at
(

i + 1
2, n

)

andT = T(ǫ, ρ) is a known function of
ǫ andρ. The discretization of (9.3) assumes the form

ǫn+1
i− 1

2

− ǫn
i+ 1

2

∆t
+

1
2

(pn+1
i+ 1

2
+ pn

i+ 1
2
)

1
∆t

(
1

ρn+1
i+ 1

2

− 1
ρn

i+ 1
2

)− 2

ρn+1
i+ 1

2

+ ρn
i+ 1

2

∇2 1
2

(Tn+1+Tn) = 0

(9.12)

where,∇2(T) is the usual approximation for−
∂

∂x
(k
∂T
∂x

) involving the 104

valuesTi+3/2, Ti+ 1
2

andTi− 1
2
.

∇2(T) =
1

(xi+1 − xi)















ki+1

(Ti+3/2 − Ti+ 1
2
)

xi+3/2 − xi+ 1
2

− ki

(Ti− 1
2
− Ti− 1

2
)

xi+ 1
2
− xi− 1

2















. (9.13)

Now equations (9.11), (9.12) get coupled and we have to solvea
system which is non-linear and “tridiagonal” in the following sense: if
ZT

i+ 1
2

= (ǫ,T, ρ)n+1
i+ 1

2

, then the system of equations is in the form

Fi+ 1
2
(Zi+3/2,Zi+ 1

2
,Zi− 1

2
) = 0.

These will have to be linearized by Newton’s method or solvedby some
type of Gauss-Seidel iteration techniques.

We now say a few words about the use of internal and total energies
in our equations. We gave (9.3) in terms of the internal energy ǫ. How-
ever as was done in Sec. 3.4 we can multiply (9.2) byu and add it to
(9.3) to get

D
Dt

(

ǫ +
1
2

u2
)

+
∂

∂m
(pu) = 0 (9.14)

which, in view of the relationE = 1
2u2 + ǫ, gives the equation in terms

of the total energy. One can do the same thing in the discrete case as
well. One can discretize (9.2) and (9.3) and by multiplying the former
by “something likeu” and adding to the latter, we can get a proper dis-
cretization of (9.14).
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We show how this is done only one the semi-discrete form of the
equation (i.e. discretization w.r.t. the space variable only and keeping
all derivatives w.r.t. time). Descritizing only w.r.t.m, we can write the
semi-discrete analogue of (9.8) as

dui

dt
+

pi+ 1
2
− pi− 1

2

∆mi
= 0. (9.15)

We can also write105

dǫi+ 1
2

dt
+ pi+ 1

2

(ui+1 − ui)
∆mi+ 1

2

= 0 (9.16)

because from (9.4) and (9.5),

1
∆t





















1

ρn+1
i+ 1

2

− 1
ρn

i+ 1
2





















=
u

n+ 1
2

i+1 − u
n+ 1

2
i

∆mi+ 1
2

,

thus giving (9.16) as the semi-discrete analogue of (9.10).
Writing (9.15) again ati + 1 as well and multiplying the former by

ui

2
and the latter by

ui+1

2
and adding to (9.16) one gets

d
dt

(ǫi+ 1
2
+

1
4

(u2
i + u2

i+1)) +
p∗i+1ui+1 − p∗i ui

∆mi+ 1
2

= 0, (9.17)

as the semi-discrete form of (9.14), where

p∗i =
pi− 1

2
∆mi+ 1

2
+ pi+ 1

2
∆mi− 1

2

∆mi+ 1
2
+ ∆mi− 1

2

(9.18)

One can now use a time discretization to get a numerical scheme in
terms ofE.

All this was just to show that the discrete form of the energy equation
in terms of one ofǫ or E, implies the discrete form in terms of the other.
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9.5 The pseudo-viscous term

The pseudo-viscous term is very important when one wants to compute
solutions with shocks. However, it is not obvious as to what type of
term should be added. We discuss here, the pseudo-viscous term of
Richtmyer and von Neumann (See [31]).

We add the pseudo-viscous term in the following form to the equa- 106

tion of conservation of momentum, so that the modified equation new
reads as

ρ
Du
Dt
+
∂p
∂x
−
∂

∂x

(

σ
∂u
∂x

)

= 0. (9.19)

For the problem to be well-posed in the time increasing case,we need
σ ≥ 0. Also the role of this term being “killing” oscillations about a
shock, it must be small when the gradient is small and act onlywhere

the gradient is large. Generally, one takesσ as a function of|
∂u
∂x
|. The

preudo-viscous term of Richtmyer and von Neumann is

σ = ρ12 max

(

0,−
∂u
∂x

)

. (9.20)

Remark 9.1.Note thatσ > 0 when
∂u
∂x

< 0 i.e. at a compression or a

shock and is zero when
∂u
∂x

> 0, i.e. in case of a rarefaction wave.

We generally computeσ at the points (i + 1
2, n). Thus

σn
i+ 1

2
= ρn

i+ 1
2
a2(xn

i+1 − xn
i )2

∣

∣

∣u
n− 1

2
i+1 − u

n− 1
2

i

∣

∣

∣ (9.21)

wherea2 is a coefficient which determines the amount of reduction of
the oscillations. (See Richtmyer and Morton [32]).

Thus the discretization of (9.19) reads as

u
n+ 1

2
i − u

n− 1
2

i

∆t
+

pn
i+ 1

2

− pn
i− 1

2

∆mi
−
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−
1
∆mi



























σn
i+ 1

2

u
n− 1

2
i+1 − u

n− 1
2

i

x
n− 1

2
i+1 − x

n− 1
2

i

− σn
i− 1

2

(

u
n− 1

2
i − u

n− 1
2

i−1

)

x
n− 1

2
i − x

n− 1
2

i−1



























= 0 (9.22)

Since this is a viscous term, one must add the work done by the
viscous stress to the energy equation. We write

q = −σ
∂u
∂x

so (9.19) reads as107

ρ
Du
Dt
+
∂

∂x
(q+ p) = 0. (9.23)

Thus, in discretising the energy equation, we must replacep in equa-
tions (9.10) byp + q. Only then will we get the correct equivalence
between the usage of the internal energy and the total energysimilar to
what we saw at the end of Section 9.4.

9.6 Stability

In the Lagrangian case the mesh lines are not uniform. However, by
locally linearising the problem we deduce some heuristic conditions for
stability.

In the continuous case one has the two equations (9.1) and (9.19).
We now assume that we linearise the problem locally and take

p− p̄ = c̄2(ρ − ρ̄). (9.24)

Then differentiating (9.19) w.r.t.t and using (9.1) and (9.24) one
gets (assumingρ locally),

∂2u

∂t2
− c2∂

2u

∂x2
− ∂2

∂x∂t
(
σ

ρ
(
∂u
∂x

)) = 0. (9.25)

We imitate this in the discrete case. One has the discretization (9.6)
(or, equivalently, (9.5)) of the equation (9.1) and (9.22) of the equation
(9.19). Writing (9.22) at timesn andn−1 subtracting these and dividing
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by ∆t, we perform the discrete analogue of differentiating (9.19) w.r.t.
t. Now using (9.6) and linearising locally and assuming a uniform mesh
(locally) of step∆x, and constant values ofσ andρ (again, locally), we
get the discretization of (9.25) as

u
n+ 1

2
i − 2u

n− 1
2

i + u
n− 3

2
i

∆t2
− c2∇2un− 1

2 −
σ

ρ
∇2 (un− 1

2 − un−3/2)
∆t

= 0 (9.26)

where 108

∇2u =
1
∆x2

(ui+1 − 2ui + ui−1). (9.27)

This is a 3-level scheme. Settingvn+ 1
2 = un− 1

2 , we get a 2-level
system of two equations whose matrix of amplification is

A(ξ,∆t) =

(

2− 4(α2 + β) sin2(1
2ξ∆x) −1+ 4 sin2(1

2ξ∆x)
1 0

)

(9.28)

where

α =
c∆t
∆x

, β =
σ

ρ

∆t

∆x2
(9.29)

The characteristic polynomial of this matrix is

p(λ) ≡ (λ2 − 2λ + 1)+ 4α2 sin2
(

1
2
ξ∆x

)

λ + 4β sin2
(

1
2
ξ∆x

)

(λ − 1).

If we haveα + β/α ≤ 1, then the equationp(λ) = 0 will have two
roots which are complex conjugates of each other. Then the product of
the roots (which is merely the square of the modulus of either) can also
be checked to be≤ 1 and henceρ(A) ≤ 1 giving stability.

However, in order to haveα + β/α ≤ 1, one sees that one must have
1− 4β ≥ 0. Thus the heuristic stability criteria are

(i) β ≤
1
4

(ii) α + β/α ≤ 1



















(9.30)

Remark 9.2.The condition (9.30) (i) resembles the stability condition
for the heat equation and the condition onα viz. (9.30) (ii) is like the
wave equation condition.



110 9. Numerical Methods for the System of Equations of...

Remark 9.3. If σ = 0, this gives the usual Courant-Friedrichs-Lewy109

condition.

Remark 9.4. In the Richtmyer-von Neumann pseudo-viscosity term,β

is of the order ofa2∆t
∣

∣

∣

∣

∂u
∂x

∣

∣

∣

∣
. Hence by (9.30) (i), in case of solutions with

shocks, one cannot take∆t to be very large.

Remark 9.5.One can use other schemes such as the Lax-Wendroff

schemes. One should note that in each case, to “kill” the oscillations,
a pseudo-viscous term is dependent not only on the equation but also
on the scheme used. For the term to be used with the Lax-Wendroff

scheme, see Richtmyer and Morton [32].

9.7 The Method of Characteristics (without shocks)

SettingV =
1
ρ

, the equations of hydrodynamics can be written as (Cf.

See. 2.3),

(i)
DV
Dt
− ∂u
∂m
= 0

(ii)
Du
Dt
+
∂p
∂m
= 0

(iii)
Dǫ
Dt
+ p

DV
Dt
= 0.















































(9.31)

We have seen in Sec. 2.3 that the slopes of the characteristics are,
0, ±c/V. If C◦, C+ andC− are the corresponding characteristic curves
through a point, one can write the differential relations along these
curves (Cf. Sec. 2.2). We get

(

Du
Dt
+ ǫ

c
V
∂u
∂m

)

+ ǫ
V
c

(

Dp
Dt
+ ǫ

c
V
∂p
∂m

)

= 0, (9.32)

as the differential relation alongC+ or C− according asǫ = +1 or −1.
The differential relation alongC◦ turns out to be exactly (9.31) (iii).

To give a numerical scheme based on characteristics, in the case
where the points at which the variables are computed are not known in110
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advance (Cf. Sec. 8.10), we proceed as usual. We take an initial mesh
along them-axis. Through each node we draw the two characteristics
C+ andC−. We then do the same for the point of intersection of these
two characteristics and so on. Thus we get various levels of the mesh
defined by the characteristics.

Our subsequent discussion is based on notation of Fig. 9.1.

Figure 9.1:

Let A, B be two nodes at which all quantities are known. We wish
to calculate the various quantities atD where theC+ of A andC− of B
meet.

First we assume thatC = C(p,V) is a known function ofp and
V. Also observe that if (mx, tx) denotes the position of a pointX then,
mD = mF.

We now discretize the differential relations (9.32) and (9.31) (iii)
and also approximate the slopes of the characteristicsC+ andC− to get
the following equations

(i) (uD − uA) +
1
2

(

VA

CA
+

VD

CD

)

(pD − pA) = 0

(ii)
mD −mA

tD − tA
=

1
2

(

CA

VA
+

CD

VD

)



































(9.33)
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for the characteristicC+;

(i) (uD − uB) +
1
2

(

VB

CB
+

VD

CD

)

(pD − pB) = 0

(ii)
mD −mB

tD − tB
=

1
2

(

CB

VB
+

CD

VD

)



































(9.34)

for the characteristicC−;111

ǫD − ǫF +
1
2

(pD + pF)(VD − VF) = 0 (9.35)

for the characteristicC◦; and,

ǫD = f (VD, pD) (9.36)

from the equation of state.
The equations (9.33) to (9.36) give six equations to determine the six

unknowns viz.,mD, tD, uD, pD,VD, ǫD. This non-linear system can be
solved iteratively. AssumingV(0)

D , p(0)
D and hence knowingC(0)

D as well,

equations (9.33) (ii) and (9.34) (ii) givem(1)
D and t(1)

D . Simultaneously,

(9.33) (i) and (9.34) (i) giveu(1)
D andp(1)

D . We now use (9.35) and (9.36)

to getǫ(1)
D andV(1)

D . UsingV(1)
D andp(1)

D we proceed to the next iteration
and so on.

One can also use the ‘variant’ form where the points at which the
solution is sought are known in advance (Cf. Sec. 8.9).

9.8 The Method of Characteristics (with shocks)

Here we shall use the variant form where the points are known in ad-
vance. We assume that there is only one shock travelling witha positive
velocity of propagation through the medium. Then to solve the problem
one must not only compute the values of the various quantitites as the
grid points but also immediately before and after the shock at each level
n∆t. The shock is pictured as the curveΓ in fig. 9.2.
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Figure 9.2:
112

To compute the various quantities at an interior grid point one draws
the three characteristics through this point. If none of them meets the
shock before meeting the leveln∆t then we can use our previous meth-
ods for these points. If we have a point likeP, on the other hand, where
the characteristicC− meets the shock at a pointC, then one has to use
the pointsA, B andC in the methods of Section 9.7. For the values at
C we can interpolate these betweenD andE and thus all the grid points
are tackled.

To tackle the pointE where the shock meets (n + 1)∆t we proceed
as follows. Our notations are now based on Fig. 9.3.

STATE 2. STATE 1.

Fig. 9.3
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113
The shock meets the levelsn∆t and (n+ 1)∆t at ms andms′ respec-

tively. The state shead is the state 1 and the state behind is the state 2.
Throughms′ the only characteristic in state 2 isc2

+. In state 1, on the
other hand, all the three characteristicsC1

+,C
1
◦ andC1

− exist. This is a
feature of the shock.

We then have the differential relations

du
ds
+ ǫ

V
C

dp
ds
= 0 (9.37)

alongC+ andC− according asǫ = +1 or−1, and

dǫ
dt
+ p

dV
dt
= 0 (9.38)

alongC◦. We now discretize these equations.
We use the superscript 1 or 2 on the left to indicate the state in which

we evaluate the various quantities. AlongC1
− we have

(i)
mG −ms′

∆t
= −1

2

[

1
(C
V

)

s′
+

(C
V

)

G

]

(ii) (1us′ − uG) −
[

1
( v
C

)

s′
+

(V
C

)

G

]

(1ps′ − pG) = 0.



























(9.39)

Along C1
+ we have114

(i)
ms′ −mF

∆t
=

1
2

[

1
(C
V

)

s′
+

(C
V

)

F

]

(ii) (1us′ − uF) +
1
2

[

1
(V
C

)

s′
+

(V
C

)

F

]

(1ps′ − pF) = 0.



























(9.40)

Along C1
◦ we have

1ǫs′ − ǫH +
1
2

(pH +
1ps′)(

1Vs′ − VH) = 0. (9.41)

Along C2
+ we have

(i)
ms′ −mE

∆t
=

1
2

[

2
(C
V

)

s′
+

(C
V

)

E

]

(ii) 2us′ − uE +
1
2

[

2
(V
C

)

s′
+

(V
C

)

E

]

(2ps′ − pE) = 0.



























(9.42)
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If M =
dm
dt

is the speed of the shock, we have the Rankine-Hugoniot

relations (Cf. Sec. 3.4)

(i) M[V] + [u] = 0

(ii) M[u] − [p] = 0

(iii) M[ǫ +
1
2

u2] − [pu] = 0































(9.43)

where [ϕ] = 2ϕs′ − 1ϕs′ for any functionϕ. Also the slope of the shock
is approximated by

ms′ −ms

∆t
=

1
2

[Ms+ Ms′ ] (9.44)

We also have the state equations

(i) 1ǫs′ = f (1ps′ ,
1Vs′)

(ii) 2ǫs′ = f (2ps′ ,
2Vs′).















(9.45)

The relations (9.39) to (9.45) give 13 non-linear equations. The 115

number of unknowns is also 13, viz., the positionsmE,mF ,mG,ms′ , the
velocity of the shockMs′ , and the variablesu, p,V, ǫ at s′ in states 1 and
2. This system can be solved iteratively knowing all qualities at time
n∆t. We assumeM(0)

s′ and all the quantities (C
V )(0). Then (9.44) gives

m(1)
s′ . Then (9.39) (i) and (9.40) (i) givem(1)

G andm(1)
F . We can inter-

polate between the grid points at timen∆t for the valuesu(1)
G and p(1)

G .

Using these in (9.39) (ii) and (9.40) (ii) we get1u(1)
s′ and 1p(1)

s′ . Then

(9.41) and (9.45) (i) give1ǫ(1)
s′ and 1V(1)

s′ . The relation (9.42) (i) gives

m(1)
E and then by interpolation we getp(1)

E , u(1)
E which we use in (9.42)

(ii) and (9.43) (ii) to get2p(1)
s′ and2u(1)

s′ . Then (9.43) (iii) gives2ǫ(1)
s′ and

finally (9.43) (i) givesM(1)
s′ . Now that we haveM(1)

s′ and both states of
(C

V )(1), we can use these in the next iteration and so on.

Remark 9.6.We have dealt with the case of only one shock travelling
through the medium with a positive velocity. One can performsimilar
analysis on other types of shocks but these become very complicated. If
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there is an interface of two media, then a shock is transmitted into the
second medium from the first and, depending on the ratio of thedensi-
ties of the media, a shock may be reflected back into the first medium.
In such a situation to keep track of all the shocks becomes very compli-
cated from the logical point of view of a computer programme.

REFERENCE. The reader is referred to the papers of Hoskin in the
Proceedings of the Conferences on Numerical Methods in Fluid Dy-
namics (1969, 1971, 1973 and 1975). See Roache [33] for a detailed
bibliography.



Chapter 10

Numerical Methods for the
System of Equations of
Hydrodynamics-Eulerian
Coordinates

10.1 Introduction

In the slab symmetric, one dimensional case, the Eulerian form the equa- 116

tions of hydrodynamics is

∂ρ

∂t
+
∂

∂x
(ρu) = 0 (10.1)

∂(ρu)
∂t
+
∂

∂x
(ρu2 + p+ q) = 0 (10.2)

∂

∂t
(ρǫ) +

∂

∂x
(ρuǫ) + (p+ q)

∂u
∂x
= 0 (10.3)

assumingµ, k andg to be zero. Hereq is the pseudo-viscous term given
by

q = 2ρ∆x2 max

(

0,−
∂u
∂x

)

∂u
∂x
, (10.4)

117
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for a mesh of step∆x. Note that the equation (10.3) can be written in
terms of the total energyE as

∂

∂t
(ρE) +

∂

∂x
(ρuE) +

∂

∂x
((p+ q)u) = 0 (10.3′)

The only interesting problem in the 1-dimensional Euleriancase is
that of a moving boundary (i.e. due to a piston or free surfaceetc.).
Unlike the Lagrangian system where, due to the same particles lying on
the free surface, the boundary is fixed, in the Eulerian case the boundary
moves with time. We will discuss this presently. To start with we see
how we can discretize the equation (10.1) to (10.3) at an interior node
of the mesh. One could use characteristic, methods or the 2-step Lax-
Wendroff scheme. We study here the problems connected with the use
of the leap-frog scheme.

10.2 Discretization at interior nodes

Assuming a uniform mesh with steps∆x and∆t, we compute as usual
the quantitiesp, ρ andǫ at the points (i + 1

2, n). We try to compute the117

quantityρu at (i, n+ 1
2) so that we can discretize the equation (10.1) by

ρn+1
i+ 1

2

− ρn
i+ 1

2

∆t
+

1
∆x

[

(ρu)
n+ 1

2
i+1 − (ρu)

n+ 1
2

i

]

= 0 (10.5)

Now we set ¯p = p+ q. Then the equation (10.3) can be discretized
by

(ρǫ)n+1
i+ 1

2

− (ρǫ)n
i+ 1

2

∆t
+

1
2

(

p̄n+1
i+ 1

2
+ p̄n

i+ 1
2

)





















u
n+ 1

2
i+1 − u

n+ 1
2

i

∆x





















+

+
1
∆x

[

u
n+ 1

2
i+1 (ρǫ)∗i+1 − u

n+ 1
2

i (ρǫ)∗i

]

= 0, (10.6)

where we set

(ρǫ)∗i =



















(ρǫ)n
i+ 1

2

, if u < 0

(ρǫ)n
i− 1

2

, if u > 0.
(10.7)
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This is a 1-sided scheme and hence only of first order. Howeverit is
not as dissipative as Lax’s scheme.

Notice however that due to the second term in (10.6) one needsu
n+ 1

2
i

as well. This means that we needρ
n+ 1

2
i also (since we know (ρu)

n+ 1
2

i ).
Thus effectively this method demands computation ofρ not only at the
points (i + 1

2 , n) but also at the points (i, n+ 1
2).

We now discretise equation (10.2). We write

(ρu)
n+ 1

2
i − (ρu)

n− 1
2

i

∆t
+

1
∆x

(ρn
i+ 1

2
(u∗

i+ 1
2
)2 − ρn

i− 1
2
(u∗

i− 1
2
)2) +

p̄n
i+ 1

2

− p̄n
i− 1

2

∆x
= 0,

(10.8)
where

u∗
i+ 1

2
=



















u
n− 1

2
i+1 , if u < 0

u
n− 1

2
i , if u > 0,

(10.9)

is again a one-sided approximation.
We also have 118

qn
i+ 1

2
= f (ρn

i+ 1
2
(u

n− 1
2

i+1 − u
n− 1

2
i )). (10.10)

As already remarked, the major problem is the additional computa-

tion of the valuesρ
n+ 1

2
i . Of course, one has the immediate (but rather

crude) approximation

ρ
n+ 1

2
i =

1
2

(ρn
i− 1

2
+ ρn

i+ 1
2
). (10.11)

One could use a more sophisticated formula by applying Lax’
scheme to the equation of conservation of mass (i.e. (10.1))to define

ρ
n+ 1

2
i . Thus we

ρ
n+ 1

2
i =

1
2

(ρn
i+ 1

2
+ ρn

i− 1
2
) − ∆t

2∆x
(ρn

i+ 1
2
un

i+ 1
2
− ρn

i− 1
2
un

i− 1
2
). (10.12)

But then, we are faced with the need of computingun
i+ 1

2

as well. Thus

we end up by computing bothu andρ at all nodes!
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Noh [29] computedρ
n+ 1

2
i from ρ

n− 1
2

i andρ
n− 1

2
i+1 or ρ

n− 1
2

i andρ
n− 1

2
i−1 (ac-

cording asu < 0 or > 0) using the one-sided scheme. The only draw

back here is thatρn
i+ 1

2

is computed on the nodes (i+ 1
2, n) andρ

n+ 1
2

i on the

nodes (i, n+ 1
2) and these two grids are unconnected. On each grid one

could get a good solution. But unless the mesh is very fine, when we put
these values together the resulting function is not a good approximation
of ρ.

However, all these methods give fairly satisfactory results.

10.3 Treatment of boundary nodes

We will illustrate the discretization of the equation of conservation of
mass ((10.1)) in case of a moving boundary. One can do the samefor
the other equations as well. It can be seen that the schemes inthis case
are fairly complicated.

To start with, let us assume that the moving node at (n + 1)∆t falls119

within the same grid-intervals as that atn∆t (See Fig. 10.1).

1

1

Figure 10.1:

One then has to computeρ at the mid-point of (i, i + 1) in the last
interval. To discretise (10.1) we imitate the following procedure for the
continuous case:
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Integrateρ betweenxi andxi+1(t) and differentiate w.r.t.t. Thus

d
dt

xi+1(t)
∫

xi

ρdx=

xi+1(t)
∫

xi

∂ρ

∂t
dx+ ρi+1

dxi+1(t)
dt

− ρi
dxi

dt
.

Sincexi is fixed andSi+1 moves with velocityui+1, we get, on using
equation (10.1),

d
dt

xi+1
∫

xi

ρdx= ρi+1ui+1 −
xi+1
∫

xi

∂

∂x
(ρu)dx

= ρi+1ui+1 − ρi+1ui+1 + ρiui = ρiui .

We use this to discretise (10.1). We write (at the boundary)

1
∆t

((xn+1
i+1 − xi)ρ

n+1
i− 1

2
− (xn

i+1 − xi)ρ
n
i+ 1

2
) = uiρ

∗
i (10.13)

where 120

ρ∗i =



















ρn
i+ 1

2

, if u < 0

ρn
i− 1

2

, if u > 0.
(10.14)

Let us now consider the case where the moving node is not in the
same grid interval at timesn∆t and (n+ 1)∆t. Again, this splits into two
cases one where the boundary has a forward slope and thus there are
more nodes at (n + 1)∆t than atn∆t (Cf. Fig. 10.2 (a)) and the other
where the boundary has a backward slope and there are less points at
(n+ 1)∆t than atn∆t (Cf. Fig. 10.2 (b))
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(a) (b)

Figure 10.2:

We observe that as a result of these, the final mesh length may be too
small and for stability reasons, this is not a satisfactory state of affairs.
Hence we choose our nodes such that the final mesh length satisfies the
condition

1
2
∆x ≤ (xI+1 − xI ) ≤

3
2
∆x. (10.15)

Let us consider the case of Fig. 10.2 (a) where we have more nodes
at (n+ 1)∆t. We base our discussion on Fig. 10.3.

Figure 10.3:
121

In order to discretise equation (10.1) one must computeρ at the mid-
points of the mesh lengths. One can do this for the interior points as
before. Now one can ignore the nodeB and treat AC as the last interval
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and using previous methods one can computeρ at the mid-point of AC.

Let us call thisρold
i+ 1

2

. However, the lengthxC − xA >
3
2
∆x and so one

must split this as AB and BC and computeρ at the mid-points of these
two intervals. If we call these valuesρnew

i+ 1
2

andρnew
i+3/2 respectively, we

write

ρold
i+ 1

2
(xC − xA) = ρnew

i+ 1
2
(xB − xA) + ρnew

i+3/2(xC − xB). (10.16)

This together with another equation will help us to computeρnew
i+ 1

2

andρnew
i+3/2. For instance, one can takeρnew

i+ 1
2

to be linearly interpolated

betweenρold
i− 1

2

(= ρnew
i− 1

2

) andρold
i+ 1

2

.

In the other case (Cf. Fig. 10.4) we havexC − xB <
1
2∆x.

Figure 10.4:
122

Here one can treat BC as a separate mesh length and thus we have
equal number of nodes atn and at (n + 1). Hence we can computeρ at
the midpoints of AB and BC. However asxC− xB <

1
2∆x, one must take

AC as a whole interval. Itρnew
i+ 1

2

is the value ofρ at the mid-point of AC,

andρold
i+ 1

2

andρold
i+3/2 those at the mid-points of AB and BC, we write

ρnew
i+ 1

2
(xC − xA) = ρold

i+ 1
2
(xB − xA) + ρold

i+3/2(xC − xB) (10.17)

and we immediately getρnew
i+ 1

2

.
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Note that (10.16) and (10.17) merely approximate the fact that the
mass contained in AC is the same as the total mass contained inAB and
BC.

The problem of a moving boundary is complicated essentiallybe-
cause (i) the mesh is not longer uniform and (iii) the number of nodes
involved in the computation varies as time proceeds. Hence if we are
able to choose a coordinate system, i.e. rewrite the equation in terms
of new variables, so that one can choose the nodes to move withthe
boundary, the situation will improve. We discuss this possibility in the
next subsection.

10.4 The ale-method1

In this method, we rewrite the equation in terms of a new type of co-123

ordinates which is neither Lagrangian nor Eulerian. The technique is
comparatively new and has not yet been widely used.

Let us assume that for eacht we have a homeomorphismϕt : R→ R
with the following properties: the mappinga 7→ x(a, t)(= ϕt(a)) (where
x = ϕ◦(a) at time 0) is such that the Jacobian

J =
∂x
∂a

(10.19)

is defined and is non-zero. We denote the derivative ofx w.r.t. t, whena
is fixed, by

v =
Dx
Dt
. (10.20)

That is to say, a point initially at position a moves with velocity vand
its position at timet is given byx = x(a, t). The various ‘trajectories’ do
not cross one another and this is meaning of the condition that J , 0.
Note that for the Lagrangian coordinate system we havev = u, the
velocity of the fluid. In case of the Eulerian systemx never changes and
henceJ = 1 andv = 0. Thus this type of coordinate system contains
both the Lagrangian and Eulerian systems as particular cases.

1Arbitrarily Lagrangian-Eulerian
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If one knows a function (x, t) 7→ ϕ(x, t) we define ¯ϕ(a, t) by

ϕ̄(a, t) = ϕ(x(a, t).t) (10.21)

and one has
Dϕ̄
Dt
=
∂ϕ

Dt
+ v

∂ϕ

∂x
, (10.22)

Here
Dϕ̄
Dt

means the derivative of ¯ϕwith respect tot whena is kept fixed. 124

We now rewrite the equation (10.1) in terms of this systems: c

D
Dt

(ρJ) = ρ
DJ
Dt
+ J

Dρ
Dt

= ρ
∂v
∂a
+ J(

∂ρ

∂t
+ v

∂ρ

∂x
)

= ρ
∂v
∂a
+ J

(

v
∂ρ

∂x
− ∂

∂x
(ρu)

)

(using (10.1))

= ρ
∂v
∂a
+ v

∂ρ

∂a
− ∂

∂a
(ρu) =

∂

∂a
(ρ(v− u)).

Thus (10.1) now takes the form

D
Dt

(ρJ) +
∂

∂a
(ρ(u− v)) = 0. (10.23)

By doing the same thing for the other two equations one has

D
Dt

(ρuJ) +
∂

∂a
(ρu(u− v) + p) = 0, (10.24)

and
D
Dt

(ρǫJ) +
∂

∂a
(ρξ(u− v)) + p

∂u
∂a
= 0. (10.25)

Remark 10.1.In view of our comments made previously, the above
equations contain the Lagrangian and Eulerian equations asparticular
cases.

Let us now take a fixed (a− t) grid. We definex at the points (i, n), u
at the points (i, n+ 1

2), andJ, ρ at the points (i + 1
2 , n), thus we write the

discrete equations

xn+1
i − xn

i = v
n+ 1

2
i ∆t. (10.26)
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Jn+1
i+ 1

2
=

xn+1
i+1 − xn+1

i

ai+1 − ai
, (10.27)

and

1
∆t

[

ρn+1
i+ 1

2
Jn+1

i+ 1
2
− ρn

i+ 1
2
Jn

i+ 1
2

]

+

+
1

(ai+1 − ai)

[

(u− v)
n+ 1

2
i+1 ρ

∗
i+1 − (u− v)

n+ 1
2

i ρ∗i

]

= 0 (10.28)

with, for example,125

ρ∗i+1 =



















ρn
i+3/2, if u− v < 0

ρn
i+ 1

2

, if u− v > 0
(10.29)

if one uses a one-sided scheme. This discretizes the equation (10.23).
One can similarly discretise the other equations of hydrodynamics as
well.

Remark 10.2.The equations (10.27) and (10.28) give

[

ρn+1
i+ 1

2
(xn+1

i+1 − xn+1
i ) − ρn

i+ 1
2
(xn

i+1 − xn
i )
]

= ∆t
[

−(u− v)
n+ 1

2
i+1 ρ

∗
i+1 + (u− v)

n+ 1
2

i ρ∗i

]

.

This merely states that ifMn+1
i+ 1

2

is the mass at timen + 1 between the

nodesi andi + 1, then

Mn+1
i+ 1

2
− Mn

i+ 1
2
=

= [Inflow into the cell (i, i + 1)] − [Outflow from the cell (i, i + 1)].

The use of the one-sided scheme to defineρ∗i then says, that one ought
to define the density at the boundary of the cell to be the one inside the
cell from which the fluid is flowing through that boundary. This is why
the above equation is some times called theDonor-cell equation.
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At each timen + 1, we have to definev
n+ 1

2
i or, equivalentlyxn+1

i .
One can, for example, definex such that the mesh is always uniform. To
avoid the free surface crossing the grid one can takev on the surface to
be the velocity of the surface itself. This is the merit of this method.

For most of the 1-dimensional problems, the Lagrangian coordinate
system is good enough (i.e. the preceding method withv = u), be- 126

cause there is no problem of distortion of the mesh. This is nolonger
true in the 2-dimensional problems where the generalization of the ALE
method may come in very useful when dealing with boundaries moving
w.r.t. a frame fixed in the laboratory.

As for comparing the Lagrangian and Eulerian systems, it is clear
that the Lagrangian method is preferable. In pseduo-viscosity methods
Eulerian methods involve fine meshes about a shock. In case ofLa-
grangian systems the mesh will be automatically fine near a compres-
sion or shock without increasing the number of nodes. Thus itis more
feasible from the point of view of computers.

This brings us to a close of the discussion of one dimensionaltime
dependent equations. In the next section we will take up two -dimen-
sional problems.





Chapter 11

The 2-Dimensional Problem

11.1 Introduction

We now consider the approximation of the equations of fluid dynamics 127

in 2 dimensions, in the plane symmetric case. Once again we have two
coordinate systems-the Lagrangian coordinates (a, b) and the Eulerian
coordinates (x, y). These are connected by the transformation

x = x(a, b, t), y = y(a, b, t) (11.1)

where x(a, b, t) and y(a, b, t) are the coordinates at timet of the fluid
particle located at (a, b) at timet = 0. We denote byJ the Jacobian of

the transformation (11.1). One defines the time derivative
D f
Dt

(so called

“particular derivative”) by

D f
Dt
=
∂ f
∂t
+ u

∂ f
∂x
+ v

∂t
∂y

(11.2)

whereu andv are the velocity components. The Lagrangian form of the
equation of motion is as follows:

Conservation of mass:

Dρ
Dt
+ ρdiv. ~u = 0, ~u = (u, v) (11.3)

129
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or, equivalently,
D
Dt

(ρJ) = 0. (11.3′)

Conservation of momentum.

(i) ρ
Du
Dt
+
∂

∂x
(p+ q) = 0

(ii) ρ
Du
Dt
+
∂

∂y
(p+ q) = 0.



























(11.4)

whereq is the pseudo-viscous term given by

q = σ(−div.~u) (11.5)

with128

σ =















0, if div~u > 0

ρℓ2|div~u|, if div~u < 0.
(11.6)

Conservation of energy.

Dǫ
Dt
+ (p+ q)

D
Dt

(
1
ρ

) = 0. (11.7)

One also has the equation of state

ǫ = f (p, ρ). (11.8)

Remark 11.1.One reiterates our comments of Sec. 1.5, regarding the

Lagrangian form of the equations. In the equations above
∂

∂x
and

∂

∂y
must be expressed in terms of derivatives w.r.t.a andb via the Jacobian
J.

11.2 The weak form

We use the finite element method to discretise the equations of hydro-
dynamics w.r.t. the space variables. For this we need to write these
equations in the weak form.
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Let Ω be the domain of consideration and∂Ω its boundary. Let
~ν = (νx, νy) be the unit outer normal along∂Ω.

To write the equations in the weak form, we multiply our equa-
tions by suitable test-functions and integrate overΩ. We write equations
(11.3) in the form

∫

Ω

(Dρ
Dt
+ ρdiv.~u

)

ϕdx dy= 0. (11.9)

for all suitableϕ.
If (ϕ, ψ) is a test-vector, then an multiplying (11.4) (i) byϕ and

(11.4) (ii) byψ and integrating by parts, we get the weak form:

(i)
∫

Ω

ρ
Du
Dt

ϕdx dy+
∫

∂Ω

pϕνxds−
∫

Ω

p
∂ϕ

∂x
dx dy= 0

(ii)
∫

Ω

ρ
Dv
Dt
ψdx dy+

∫

∂Ω

pψνy ds−
∫

Ω

p
∂ψ

∂y
dx dy= 0.











































(11.10)

for all suitableϕ andψ. Thus we have got rid of all the derivatives129

of p in (11.4). Since the third equation viz., (11.7) does not involve
derivatives w.r.t. space variables we keep it as it is.

From these equations it is clear that it suffices to takeρ, p, ǫ ∈
L2(Ω) while we needx, y, u, v, ϕ, ψ ∈ H1(Ω). We shall use the finite
element method with quadrilateral elements and trial functions which
are piecewise polynomials. Thus we need to have these trial functions
continuous across the inter element boundaries (Cf. Ciarlet [6]) in order
that these functions may be inH1(Ω).

We now proceed to describe the simplest element known.

11.3 An isoparametric quadrilateral element

Let us assume that the domainΩ is such that it can be subdivided into
quadrilaterals. Since we only needρ, p, ǫ ∈ L2(Ω), one can take as trial
functions the spaceV◦ of piecewise constant (which are, in particular,
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discontinuous) functions. Thus ifχQ is the characteristic function of the
quadrilateralQ, then one can write

V◦ =



















∑

Q

αQχQ | αQ = αQ(t), a constant w.r.t.a andb



















⊂ L2(Ω).

Now to achieve a space of approximants contained inH1(Ω), as
already mentioned, we use continuous piecewise polynomials.

This is most easily achieved if we can define these functions in each
quadrilateralQ in such a way so that they depend only on their values at
the four nodes ofQ, and along each boundary their restriction is a linear
interpolation of the values at the end vertices. Then, obviously, given
two adjacent elementsQ andQ1, if the values of a piecewise polyno-130

mial, f , are prescribed at the nodes then the restriction off to that com-
mon edge from bothQ andQ1 will be the same and hence continuity is
established.

If Q is a rectangle whose sides are parallel to the axes (say. the unit
square) then the definition of such polynomials is easy (Fig.11.1).

O

Figure 11.1:
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We define the space of polynomials to be

Q1 = {p(ξ, η) | p(ξ, η) = a+ bξ + cη + dξη} .

Then restricted to each side,p(ξ, η) is a polynomial of degree≤ 1
either inξ or in η alone. Further it is linearly interpolated on each edge
between the values at the end-points. In fact one can give a basis forQ1

by four polynomialsℓi(i = 1, 2, 3, 4) such thatℓi ∈ Q1 andℓi takes the
value 1 at the vertexai and zero at the other vertices. Thus

ℓ1(ξ, η) =
1
4

(1+ ξ)(1+ η)

ℓ2(ξ, η) =
1
4

(1− ξ)(1+ η)

ℓ3(ξ, η) =
1
4

(1− ξ)(1− η)

ℓ4(ξ, η) =
1
4

(1+ ξ)(1− η).



































































(11.11)

If p ∈ Q1, one has 131

p(ξ, η) =
4

∑

i+1

p(ai)ℓi(ξ, η).

ThusQ1 has all the properties we need.

Let us go to a general quadrilateral with verticesA1,A2,A3 andA4

in the (a, b)-plane.
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O

Figure 11.2:

We now define a transformation

a(ξ, η) =
4

∑

i=1

aiℓi(ξ, η)

b(ξ, η) =
4

∑

i=1

biℓi(ξ, η)











































(11.12)

so thata1 7→ A1, a2 7→ A2, a3 7→ A3 and a4 7→ A4. It is routine
checking to see that the four edges of the square map linearlyinto the
corresponding edges of the quadrilateral, i.e. if 0≤ λ ≤ 1, then the
point λai + (1 − λ)ai+1 maps to the pointλAi + (1 − λ)Ai+1. Further,
the transformation can be inverted. i.e. for every point (a, b) ∈ Q, there
exists a unique point (ξ, η) in the unit square which maps into (a, b)
under the transformation (11.12). We use this correspondence to define
a spaceVQ of polynomials overQ:

VQ = {u(a, b) | u(a, b) =
4

∑

i=1

u(Ai )ℓi(ξ, η)}. (11.13)

132
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Then it is easy to see thatu is completely determined by its values
on the nodes and that on each boundary it is a linear interpolation of the
values at the end-points.

Now given a subdivision ofΩ into quadrilaterals, we defineV1 by

V1 = {u | u | Q ∈ VQ}. (11.14)

ThenV1 satisfies the continuity condition and hence is a subspace of
H1(Ω). Also every function inV1 is completely described by its values
at all the nodes. Indeed if we number all the nodes of the subdivision
suitably and ifϕi is that function ofV1 whose value at theith node is 1
and it takes the value 0 at other nodes, for 1≤ i ≤ I , then such functions
form a basis forV1. Every functionu ∈ V1 may be written as

u =
I

∑

i=1

uiϕi (11.15)

whereui = ui(t) is the value ofu at the i-th node.
Another important property of the functionsϕi is, thatϕi is non-zero

only on atmost four quadrilaterals of which theith node is a vertex. (We
will come to the question of boundary nodes later).

Such finite elements as described in this section are called isopara-
metric because we use thesametypes of functions both for the space
of approximants as well as for the transformations from the unit square.
(See Ciarlet and Raviart [7] for a complete discussion on isoparametric
finite elements).

11.4 Discretization of the equations

We now discretise the weak forms of the equations. Thus we substitute 133

in the equations (11.9), (11.10) and (11.7) the trial functions and look for
solutions in spaces of these trial functions. Thus we takep, ρ, ǫ ∈ V◦ and
u, v, x, y, ϕ, ψ ∈ V1 and demand that the equations (11.10) are satisfied
for all ϕ, ψ ∈ V1 and (11.9) for allχQ. Of course, it is enough to satisfy
(11.10) for the basis functionsϕi. In order to make these statements
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precise and to obtain the discrete equations, we first write

ρ =
∑

Q

ρQ(t)χQ, ǫ =
∑

Q

ǫQ(t)χQ

p =
∑

Q

pQ(t)χQ, u =
I

∑

i=1

ui(t)ϕi , v =
I

∑

i=1

vi(t)ϕi







































(11.16)

where the nodes are numbered from 1 toI . Now equation (11.9) be-
comes

∫

Ω

(Dρ
Dt
+ ρdiv~u

)

χQdx dy= 0 for all Q.

or
∫

Q

(Dρ
Dt
+ ρdiv~u

)

dx dy= 0 for all Q.

Using (11.16) we get (by settingSQ to be the area of the quadrilateral
Q), the discretization of (11.9) w.r.t. the space variables as

SQ
DρQ

Dt
+ ρQ

∑

i

ui

∫

Q

∂ϕi

∂x
dx dy+ ρQ

∑

i

vi

∫

Q

∂ϕi

∂y
dx dy= 0 (11.17)

for all Q.
Since in the equation (11.7) everything is constant w.r.t. the space

variables. we get

DǫQ
Dt
+

(

pQ
D
Dt

)

(

1
ρQ

)

= 0 for all Q. (11.18)

We now show how to discretise (11.10) (i). (The method for (11.10)
(ii) is identical).

Substituting in (11.10) (i) from (11.16), we get134

∑

j

Du j

Dt

∫

Ω

ρϕ jϕidx dy+
∫

∂Ω

pϕiνxds−
∑

Q

pQ

∫

Ω

χQ
∂ϕi

∂x
dx dy= 0

(11.19)
for all 1 ≤ i ≤ I .
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Using the fact thatρJ = ρ◦, we get

∑

j

Duj

Dt

∫

Ω

ρ◦ϕiϕ jda db+
∫

∂Ω

pϕiνxds−
∑

Q

pQ

∫

Q

∂ϕi

∂x
dx dy (11.20)

= 0, 1 ≤ i ≤ I .

We see that the last term in (11.20), which is similar to the last terms
of (11.17), will be non-zero only if theith node is a vertex ofQ. Thus
for everyi, the last term expounds into at most four non-zero terms.

The middle term of (11.20) survives only ifϕi corresponds to a
boundary node. We will turn to the question of boundary nodesin Sec.
11.5.

Coming to the first term we see thatϕiϕ j is non-zero only ifi and
j are vertices of the same quadrilateral. Thus the matrix

∫

Ω

ρ◦ϕiϕ jda db

has got at most 9 non-zero terms in each row. However in solving a nu-
merical scheme inverting such a matrix is still expensive. So we replace
this term by an approximation which yields a diagonal matrix.

We set
∫

Q

fρ◦da db∼
4

∑

k=1

f (Ak)αk

∫

Q

ρ◦da db (11.21)

where{Ak}4k=1 are the four nodes of the quadrilateralQ. We define the
αk so that on replacingf by the basis functions corresponding to the
vertices ofQ, the relation (11.21) is an equality. Thus ifϕk is the basis
function corresponding toAk, we have

αk =

∫

Q

ϕkρ◦da db

∫

Q

ρ◦da db
. (11.22)

We now have 135

∫

Q

ϕiϕ jρ◦dadb∼
4

∑

i=1

(ϕ jϕi)(Ak)αk

∫

Q

ρ◦da db.
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The left-hand-side terms will be non-zero only ifi = j andϕi = ϕ
k, the

function which takes the value 1 at the nodeAk.

Now to get the matrix in the coefficient of
DU
Dt

where

UT = (u1, . . . , uI ) we compute it over eachQ and assemble these to-
gether to get a diagonal matrixM.

Thus in case we do not have the boundary term, the discretization of
(11.10) (i) reads as

M
DU
Dt
− ATP = 0, (11.23)

where, if we number the quadrilaterals byQ1, . . . ,QN, PT = (pQ1, . . .

pQN) andAT is the I × N matrix whose element in theith row andnth

column is
∫

Qn

∂ϕi

∂x
dx dy.

Similarly, if BT is the matrix of orderI × N whose (i, n)th-element is
∫

Qn

∂ϕi

∂y
dx dy,

the discretization of (11.10) (ii) is

M
DV
Dt
− BTP = 0. (11.24)

11.5 The Boundary terms

Let us assume thatΩ is a bounded domain. One essentially encounters
two types of boundary conditions. viz., (i) withp prescribed on the136

boundary or (ii) with the normal velocity~u·~ν prescribed on the boundary.
Note that we impose only one boundary condition and not one each on
bothu andv as would be the case for a viscous fluid.

In the first case wherep is given, one has no problem with the term
∫

∂Ω

pϕiνxdsof the equation (11.20).

Let us come to the second case. Let us assume that~u·~γ = g is given.
We now define a new unknownps, the pressure on the boundary. We
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choose thisps to be approximated by trial functions in the same space
H. For example,H could be the spaceH◦ of piecewise constants on
the boundary orH1, the space of continuous piecewise linear functions
on the boundary, where, by the work “piecewise” we mean w.r.t. the
subdivision of the boundary induced by the subdivision ofΩ itself. Let
{χk} be a basis forH. Then we write

∫

∂Ω

(~u · ~ν − g)χkds= 0 for all k.

This expands as
∑

i

∫

∂Ω

(uiϕiνx + viϕiνy − g)χkds= 0, (11.25)

for eachk and this gives usK equations whereK is the dimension ofH.
Also writing

ps =

k
∑

k=1

(ps)kχk, (11.26)

we substitute in (11.20) to get the equations

M
DU
Dt
− ATP+CPS = 0

M
DV
Dt
− BTP+ DPS = 0.



























(11.27)

wherePS has as its components the (ps)k indexed byk.
One also checks easily that (11.25) takes the form 137

CTU + DTV −G = 0 (11.28)

whereG is a known vector.

11.6 Time discretization

As regards the time discretization, we evaluateU,V at (n + 1
2)∆t and

p, ρ, ǫ at timen∆t. For instance, equation (11.3′) can be discretized by

ρn+1
Q

∫

Q

Jn+1da db= ρn
Q

∫

Q

Jnda db (11.29)
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for all Q.
The equation (11.7) can be discretized exactly as in the 1 - dimen-

sional case. The discretization for the momentum equationsinvolves
the details described before. For instance, in the case of the boundary
pressure being zero one has

M
Un+ 1

2 − Un− 1
2

∆t
− ATPn = 0

M
Vn+ 1

2 − Vn− 1
2

∆t
− BTPn = 0.































(11.30)

11.7 Stability Criteria

We now sketch the procedure to get heuristic stability criteria.
Let us assume that (11.7) and (11.8) together can be integrated to

give p as a function ofρ. Let us also have

∂p
∂ρ
= C

2
, (11.31)

by linearising about some constant state defined by (¯c, ρ̄). Then (11.3)
gives

1

ρ̄c̄2

Dp
Dt
+ div~u = 0 (11.32)

where~u = (u, v). Also the equations (11.4) give138

ρ̄
Dū
Dt
+ grad. (p+ q) = 0. (11.33)

Locally the derivatives int and inx, y commute and hence one gets
from (11.32) and (11.33)

1
c̄2

D2p

Dt2
− div grad. (p+ q) = 0 (11.34)

where by (11.3) and (11.5)

q =
σ

ρ

Dρ
Dt
=

σ

ρc̄2

Dp
Dt

(11.35)
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We imitate this procedure in the discrete case. One gets a discretiza-
tion of (11.34) from those of (11.3) and (11.4) and then studies the sta-
bility conditions. Now that we have div grad, which is nothing but the
Laplacian, we are in a situation similar to that of the wave equation.

Let us assume that we do not have the surface pressure.
Proceeding as we did in Sec. 11.4, we get the discretization of

(11.32) as

N
Pn+1 − Pn

∆t
+ AUn+ 1

2 + BVn+ 1
2 = 0 (11.36)

for all n whereA, B are defined as in Sec. 11.4 and the matrixN is an
(N × N) matrix defined by

NQ =
MQ

ρ2
QC2

Q

(11.37)

where the suffix Q denotes the diagonal element ofN corresponding to
the quadrilateralQ andMQ is given by

MQ =

∫

Q

ρ◦da db. (11.38)

The discretization of (11.38) gives 139

(i) M
Un+ 1

2 − Un− 1
2

∆t
− AT

[

Pn +
∑

·
Pn − Pn−1

∆t

]

= 0

(ii) M
Vn+ 1

2 − Vn− 1
2

∆t
− BT

[

Pn +
∑

·
Pn − Pn−1

∆t

]

= 0



































(11.39)
whereM is the diagonal matrix of Sec. 11.4 and

∑

is aN × N diagonal
matrix whose diagonal element corresponding to the quadrilateralQ is
given by

∑

Q

=
σQ

ρQC2
Q

(11.40)
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Now (11.39) (i) and (ii) give

(i) A
(Un+ 1

2 − Un− 1
2 )

∆t
= AM−1AT

[

Pn +
∑ Pn − Pn−1

∆t

]

(ii) B
(Vn+ 1

2 − Vn− 1
2 )

∆t
= BM−1BT

[

Pn +
∑ Pn − Pn−1

∆t

]



































(11.41)
Substituting the difference of the equation (11.36) betweenn + 1

2 and
n− 1

2 and assumingA andB constant (locally) w.r.t. time we get

N
Pn+1 − Pn + Pn−1

∆ t2
+

[

AM−1AT + BM−1BT
]

[

Pn +
∑

·P
n − Pn−1

∆ t

]

= 0

(11.42)
which is a discretization of equation (11.34).

Remark 11.2.The matrixK = AM−1AT + BM−1BT must give an ap-
proximation of the Laplacian. On doing these calculations on a regu-
lar mesh one finds that instead of getting the usual 5-point formula for
the Laplacian (involving the points (i − 3/2, j + 1

2), (i + 1
2, j + 1

2),
(i + 3/2, j + 1

2)), for thex-derivative and (i + 1
2, j − 3/2), (i + 1

2, j + 1
2)

and (i + 1
2, j + 3/2) for they-derivative) we get a 9-point formula in-

volthough the 5-point formula is sufficiently accurate and the 9-point140

formula does nothing to improve it on a regular mesh, the latter has the
advantage of extensions to arbitrary meshes while the former does not.

In case
∑

= 0, one can perform an analysis similar to the Fourier
transform. Let{µα} be the spectrum ofN relative toK with eigenvectors
{ψα} i.e.

Kψα = µαNψα. (11.43)

DecomposingPn over the eigen spaces, we can write

Pn =
∑

α

Pn
αψα. (11.44)

We are now reduced to studying the stability of the scalar equations

1

∆t2
(Pn+1

α − 2Pn
α + Pn−1

α ) + µαPn
α = 0 (11.45)
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for eachα.
One knows that a necessary and sufficient condition for stability is

that both roots of the equation

1

∆t2
(r2 − 2r + 1)+ µαr = 0 (11.46)

have moduli≤ 1 for eachα.
When

∑

, 0, we cannot do this. However, if we assume
∑

to be a
scalar matrix, i.e.

∑

= σ◦I , then since it commutes withN andK one
uses (11.44) and is then reduced to studying the stability of

1

∆t2
(Pn+1

α − 2Pn
α + Pn−1

α ) + µα(Pn
α +

σ◦
∆t

(Pn
α − Pn−1

α )) = 0 (11.47)

for which a necessary and sufficient condition is that the roots of

r2 − 2r + 1
∆t

+ µα

[

r +
σ◦
∆t

(r − 1)
]

= 0 (11.48)

have moduli≤ 1. 141

We now quote a lemma due to Lascaux [20].

Lemma 11.7.1.Let Q be any quadrilateral of the subdivision. Let MQ

be its mass (Cf. (11.38)). Let the vertices be numbered by{k | 1 ≤ k ≤
4}. Let Mk be the diagonal term of M corresponding to the vertex k. Let
LQ,k be the length of the diagonal of Q opposite to the vertex k. Define

1

2

3 4

Figure 11.3:
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L2
Q =

4
∑

k=1

1
4

MQ

Mk
L2

QK

and

TQ =
C2

Q

S2
Q

L2
Q,

where SQ is the area of Q. Then the eigenvalues{µα} defined previously
obey the inequality.

µα ≤ 4 max
Q

.TQ (11.49)

Remark 11.3.The numberSQ/LQ defines the “thickness” of the cell to
be used in the Courant-Friedrichs-Lewy condition.

Remark 11.4.The bound (11.49) is quite realistic. In the case of a
regular rectangular mesh, one can compute exactly theµα, s and the
exact bound can be shown to be142

4 max

(

1
∆x2

,
1
∆y2

)

.

By the lemma the bound appears as

4

(

1

∆x2
+

1

∆y2

)

.

These two are generally of the same order.

Now if
∑

= 0, we get a necessary and sufficient condition for stabil-
ity asµα∆t2 ≤ 4 (which implies that the roots are complex conjugates
of each other with modulus 1) or equivalently,

T
1
2
Q · ∆t ≤ 1 for all Q. (11.50)

If
∑

, 0, but a scalar matrix as above, then we repeat what we
did in Sec. 9.6 for the 1-dimensional case and we only give sufficient
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conditions for the roots to be complex conjugates of each other and for
their modulus to be≤ 1; namely

αQ + βQ/αQ ≤ 1 for all Q (11.51)

(henceβQ ≤
1
4

), where

αQ =
CQ∆t

(SQ/LQ)

βQ =
(σQ)∆t

(SQ/LQ)2































(11.52)

Thus againβQ ≤
1
4

resembles the condition for the heat equation.

For a detailed discussion of stability criteria see Lascaux[20].

11.8 Concluding Remarks

Remark 11.5.In using the finite element method for the space dis-143

cretization we use quadrilateral elements and not triangular elements.
We illustrate the difficulties involved when using a triangular mesh by a
very particular example.

Consider an incompressible fluid in a square domain where thedo-
main has been subdivided intoN2 equal squares. (Fig. 11.4 (a). One
can also have a triangular mesh by subdividing each square above into
two triangles by drawing a diagonal of each sqaure. (Fig. 11.4 (b)).
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(a) (b)

Figure 11.4:

In either case we have (N+1)2 nodes and hence computingu andv at
these nodes gives 2(N+1)2 unknowns. Since the fluid is incompressible,
we get the equation of conservation of mass as

div ~u = 0 (11.53)

which is discretised as
∫

Q

div ~udx dy= 0 for all Q (11.54)

Since we haveN2 squares this givesN2 equations in the first case.
However in the second case, we have 2N2 equations and then to approx-
imate one equation alone we have taken up 2N2 unknowns out of the144

available 2(N2 + 1). This does not leave many more unknowns for the
equation of conservation of momentum.

The finite element method which has been used can be named a
‘mixed’ method because one approximates both the displacements (x, y)
and the stresses (p). In order for such a method to work, there must
be some compatibility conditions between the corresponding spaces of
approximates. (Cf. Raviart, to be published). We have used the spaceV◦
for p, ρ, ǫ and a different space for~X and~u. For quadrilateral elements
we use the spaceV1 and for triangular elements we have to use another
spaceV′1. It can be shown that the spacesV◦ andV′1 do not work together
while V◦ andV1 are compatible.
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These are some of the reasons for using quadrilateral elements in-
stead of triangular ones.

Remark 11.6.We remarked earlier (Cf. Remark 11.2) that our mode of
approximation yielded the 9-point formula for the Laplacian. One asks
immediately whether ther is a finite element or finite difference scheme
which gives the 5-point formula instead. The answer is yes. But this
is very complicated when using Lagrangian variables (Cf. Harlow). In
case of the Eulerian variable we have the MAC method which hasjust
been devised for this reason. Herep, ρ, ǫ are computed at the centre of
each cell whileu is computed at the mid-points of two opposite edges
andv at the mid-points of the other two edges. (CF. Fig. 11.5).

Figure 11.5:

145

Remark 11.7.Our final comments are on the advantages of the La-
grangian coordinates over the Eulerian coordinates. The principal ad-
vantage lies in the tackling of the moving boundary problem or the in-
terface problem. To illustrate how messy the Eulerian equations can
become we give an example of an interface between two media.

Given a fixed Eulerian grid, let us examine a cell through which an
interface passes and which contains both the media (1 and 2).Then, we
must not only know now the boundary moves and where the boundary
meets the grid, but also write different equations for the two media. Thus
the energy and state equations may be written for the mediumi(i = 1, 2)
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as

(iǫn+1 − iǫn) +

( i pn+1 + i pn

2

) (

1
iρn+1

− 1
iρn

)

= 0 (11.55)

iǫn+1 = f (i pn+1, iρn+1) (11.56)

where the superscripti indicates the medium for which the equations are
written. We also have the pressure equality

1pn+1 = 2pn+1. (11.57)

146

If Vol.1 and Vol.2 are the volumes occupied by the media andMi

their masses, we have

Mn+1
1 = 1ρn+1(Vol.1)n+1

Mn+1
2 = 2ρn+1(Vol.2)n+1

(Vol.1)n+1 + (Vol.2)n+1 = Vol. of cell =

= ∆x∆y







































(11.58)

The equations (11.55) to (11.58) are eight in number and there are
as many unknowns (p, ρ, ǫ, Vol for each material, assumingM1 andM2

are known) and we must solve such a system.
Moreover the reader is asked to think of how to define the motion of

the interface on the grid and how to provide tests to know whena cell
contains both the media or when it does not.

A frailty of the Lagrangian method is that when the motion is too
distorted, the quadrilaterals lose their shape and the subsequent equa-
tions will not be meaningful compared to the true situation.In this re-
gard the ALE method is very useful in two dimensions. One has alot of
results on this method published by the Los Alamos group (Harlow et
al). The reader is referred to Roache [33] for its extensive bibliography
where references to these papers can be found.
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