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Preface

These lectures were given at the Tata Institute of Fundamental Research,
Bombay, in the Fall of 1972. Excellent notes were taken by T. N. Shorey.

The theory of Irregularities of Distribution began as a branch of Uni-
form Distributions, but is of independent interest. The papers appearing
in 1922 of Harday an Littlewood [8] and of Ostrowski [16] on frac-
tional parts of sequencesα, 2α, . . ., may be regraded as forerunners of
the general theory. The first papers dealing with the distribution of gen-
eral sequencesx1, x2, . . . are due to T. Van Aardenne Ehrenfest [1, 2] in
1945, 49, and K. F. Roth [19] in 1954.

In these lectures I restricted myself to distribution problems with a
geometric interpretation. Unfortunately, because of lackof time, it was
not possible to include the important results of K. F. Roth onirregu-
larities of distribution of integer sequences with respectto arithmetic
progressions.

December, 1973 Wolfgang M. Schmidt
Boulder, Colorado
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Chapter 1

A Quantitative Theory of
Uniform Distribution

1 The Uniform Distribution of a sequence in an in-
terval or in a cube

1

Denote byU the unit interval 0≤ x ≤ 1, and byI any sub-interval of
U. (We shall allow open, closed, half open intervals, as well as single
points and the empty setφ). Denote the length ofI by |I |. Let x1, x2, . . .

be a sequence of numbers inU. For every intervalI , put

z(n, I ) =
∑

1≤i≤n
xi∈I

1.

The sequencex1, x2, . . . is calleduniformly distributed, if for every
I we have the asymptotic relation

z(n, I ) ≈ n|I |,

that is, ifz(n, I )/(n|I |) tends to 1 asn goes to infinity. Set

D(n, I ) = z(n, I ) − n|I |,
△(n) = sup

I
|D(n, I )|,

1



2 1. A Quantitative Theory of Uniform Distribution

where the supermum is taken over all the sub-intervals ofU. The func-
tion △(n) is called thediscrepancyfunction.

Let C be a finite collection of sub-intervals ofU with φǫC,UǫC.
For an arbitraryI , write

δC(I ) = min
I1,I2ǫC
I1⊆I⊆I2

(|I2| − |I1|)

Further set
δC = sup

I
δC(I ),

where the supermum is taken over all the sub-intervals ofU, and put2

∆C(n) = sup
IǫC
|D(n, I )|.

We claim that
δ(n) ≤ ∆C(n) + nδC (1.1)

The proof is as follows. Let I be arbitrary. SinceC is a finite collec-
tion, there exist intervalsI1, I2ǫC with

I1 ⊆ I ⊆ I2 and |I2| − |I1| ≤ δC.

Now

D(n, I ) = z(n, I ) − n|I |
≤ z(n, I2) − n|I2| + n(|I2| − |I |)
≤ D(n, I2) + nδC
≤ △C(n) + nδC.

A lower bound forD(n, I ) may be proved similarly, so that|D(n, I )| ≤
△C(n) + nδC.

Since this is true for everyI , we get (1.1).

Lemma 1A. A sequence is uniformly distributed if and only if

△(n) = o(n)1.

1The notationg(n) = o( f (n)) means thatg(n)/ f (n)→ 0 asn→ ∞.
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Proof. △(n) = o(n) implies thatD(n, I ) = o(n) for anyI , which is equiv-
alent toz(n, I ) ≈ n|I | for any I . Hence the sequence is uniformly dis-
tributed. �

To go in the opposite direction, it will be convenient to introduce the
symbol<̇. The notationx<̇β we shall meanx < β if β , 1, andx ≤ β if

β = 1. For a positive integer,h, denote byCh the collection of 3

sub-intervals ofU of the type
u

2h
≤ x<̇

v

2h
with integersu, v. SinceCh

is a finite collection of intervals, the uniform distribution implies that
△Ch(n) = o(n). Further observe thatδCh ≤ 2.2−h. Thus for any given

ǫ > 0 we can chooseh with δCh <
ǫ

2
. Using (1), we obtain

△(n) ≤ △Ch(n) +
ǫ

2
n.

In view of △Ch(n) = o(n), we get△(n) ≤ ǫn for largen. This com-
pletes the proof of Lemma 1A.

We are interested in sequences which are very well uniformlydis-
tributed, i.e. which have△(n) ≪ f (n)1 where f (n)/(n) tends to zero
very rapidly. The following is an example of such a sequence.(See also
Theorem 1D.)

Every real numberJmay uniquely be written as a sum

J = [J] + {J},

where [J], the “integer part ofJ”, is an integer, and where{J}, the “frac-
tional part ofJ”, satisfies 0≤ {J} < 1.

Theorem 1B∗. 2 [12] Supposeα is a real number which has bounded
partial denominators in its continued fraction expansion.Then the se-
quence{α}, {2α}, {3α}, . . . has

△(n) ≪ logn.

1The notationg(n) ≪ f (n) (which is due to Vinogradov) means that|g(n)/ f (n)| is
bounded as a function ofn.

2Theorems with an attached star are not proved in these lectures.



4 1. A Quantitative Theory of Uniform Distribution

The following result shows that it is not possible to improve
Theorem 1B∗ (except for giving an explicit value for the constant

implies by≪). Recall that the notation

f (n) = Ω(g(n))

means thatf (n)/g(n) doesnot tend to 0 asn→ ∞.4

Theorem 1C∗. [8]-[16] For an arbitrary real numberα, the sequence

{α}, {2α}, . . .

has
△(n) = Ω(logn).

We now shall study the discrepancy function of the sequence of Van-
der Corput:

1
2
,
1
4
,
3
4
,
1
8
,
5
8
,
3
8
,
7
8
,

1
16
, . . . .

The method of constructing the above sequence is illustrated by the
scheme

1
2
,

1
4
,
1
4
+

1
2
,

1
8
,
1
8
+

1
2
,
1
8
+

1
4
,
1
8
+

1
4
+

1
2
.

. . . . . . . . . . . . . . . . . . . . . . . . . . . .

Theorem 1D.[29] The above sequence has

△(n) ≪ logn.

Proof. Call I ⊆ U an elementary intervalif it is of the type
w

2k
≤

x<̇
w+ 1

2k
, wherew is an integer. For a positive integerh, denote byC

the collection of sub-interval ofU of the type
u

2h
≤ x<̇

v

2h
, with integers

u, v. Note thatδCh ≤ 21−h. �
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We shall show in a moment that

|D(n, I )| ≤ 1| (1.2)

for every elementary interval I. 5

It is readily seen by induction onh that an interval ofCh is the union
of not more than 2h disjoint elementary intervals. So (1.2) implies that

△Ch(n) ≤ 2h,

since the functionD(n, I ) is additive (i.e.,D(n, I ) = D(n, I ) +D(n, I2), if
I = I1 ∪ I2 andI1 ∩ I2 = φ). Using (1.1). we get

△(n) ≤ 2h+ n21−h.

Settingh = [log2 n]3 +1, we obtain

△(n) ≤ 2(log2 n+ 1)+ 2 ≤ 2
log 2

logn+ 4≪ logn.

It remains to prove(1.2). LetI be the arbitrary elementary interval
w
2k ≤ x<̇w+1

2k . Write the integern in the dyadic scale,

n = at . . . a0.

Notice that Vander Corput’s sequencex1 =
1
2, x2 =

1
4 . . . has

xn = 0. a0 . . .at (in the dyadic scale).

It follows that xnǫI precisely ifw above has the dyadic expansion
w = a0a1 . . . ak−1. Thus for fixedw, we havexnǫI precisely if n lies in a
certain fixed residue class mod 2k. Hence

D(n, I ) = |z(n, I ) − n

2k
| ≤ 1.

This completes the proof of Theorem 1D.
Now we generalise tok dimensions. Points in k - dimensional space

will be written asx = (x1, . . . , xk). Denote byUk the unit cube consist-6

3log2 x is the logarithm ofx with base 2.



6 1. A Quantitative Theory of Uniform Distribution

ing of x = (x1, . . . , xk) with xiǫU(1 ≤ i ≤ k).

A setB ⊆ Ukwill be called aboxif it is a Cartesian productI1× . . .×
Ik of intervalsI1, . . . , Ik. If, for example,I j = [a j , b j ], 1 ≤ j ≤ k, thenB
consists ofx = (x1, . . . , xk) with a j ≤ x j ≤ b j( j = 1, . . . , k).

Let x
1
, x

2
, . . . be a sequence of points inUk. Given a boxB, put

z(n, B) =
∑

1≤i≤n
xi ǫB

1.

The sequencex
1
, x

2
, . . . is calleduniformly distributed, if for every

box B we have the asymptotic relation

z(n, B) ≈ n|B|,

where|B| denote the volume ofB. Set

D(n, B) = z(n, B) − n|B|,
△(n) = sup

B
|D(n, B)|,

where the supremum is taken over all the boxesB in Uk. Here△(n) is
called thediscrepancyfunction.

LetC be a finite collection of boxes withφǫC,UkǫC. For an arbitrary
box B, define

δC(B) = sup
B1,B2ǫC

B1⊆B⊆B2

(|B2| − |B1|),

δC = sup
B
δC(B),

where the supremum is taken over all the boxesB in Uk, and put7

△C(n) = sup
BǫC
|D(n, B)|.

We remark that the the inequality (1.1) can be established inthis
general set-up, and Lemma 1A can also be generalised.
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Given a pointx = (x1, . . . , xk), write

x = ({x1}, . . . {xk}).

Letα be arbitrary ink-dimensional space, and consider the sequence
{α}, {2α}, . . .. One would like to have pointsα fro which this sequence

has△(n) ≪ (logn)k. If k > 1, it is not known whether such anα exists,
and hence there is no satisfactory analogue of Theorem 1B. Itis not even
known if anα exists fork > 1 such that△(n) ≪ (logn)k+1. However,
it was proved [20] that for “almost everyα” (in the sense of Lebesgue

measure)△(n)≪ (logn)k+1+ǫ for everyǫ > 0.
Like for Theorem 1B∗, no satisfactory analogue of Theorem 1C∗ is

known. For an analogue of Theorem 1D, we now turn to the sequence
of Hammersley [7].

Let p1, . . . , pk be integers greater than 1 and relatively prime in pairs
(i.e., (pi , p j) = 1 wheneveri , j). (The simplest choice is to take
p1, . . . , pk to be the firstk primes). For a positive integern, write

n = a(p1)
w1 . . . a(p1)

0 (in the scale ofp1),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

n = a(pk)
wk . . .apk

0 (in the scale ofpk).

Put
xn1 = 0.a(p1)

0 . . . a(p1)
w1

(in the scale ofp1)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xnk = 0.a(pk)
0 . . .a(pk)

wk
(in the scale ofpk).

8

Set
x

n
= (xn1, . . . , xnk) (n = 1, 2, . . .)

The sequencex
1
, x

2
so constructed is calledHammersley’s seque-

nce. (Fork = 1, p1 = 2 it gives Van der Corput’s sequence).

Theorem 1E.[6] Hammersley’s sequence has

△(n) ≪ (logn)k.
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Proof. Let C j
h(1 ≤ j ≤ k) be the collection of intervals inU of the type

u
ph

j
≤ x<̇ v

ph
j
, with integersu, v. LetCh = C

1
h × . . . × C

k
h, i.e. letCh be the

collection of all the boxesB = I1× . . .× Ik with I jǫC
j
h( j = 1, . . . , k). �

We claim that

δCh ≤ δ1Ch
+ . . . + δkCh

. (1.3)

Let B = I1 × . . . × Ik be an arbitrary box. Choose intervals

I1
1, . . . , I

k
1; I1

2, . . . , I
k
2

such that

I i
1 ⊆ I j ⊆ I j

2, I
j
1, I

j
2ǫC

j
h( j = 1, . . . , k).

and

|I j
2| − |I

j
1| ≤ δC j

h
( j = 1, . . . , k).

SetB1 = I1
1 × . . .× Ik

1 andB2 = I1
2 × . . .× Ik

2. ThenB1 ⊆ B ⊆ B2 and9

B1, B2ǫCh.
Further observe that

δCh(B) ≤ |B2| − |B1| ≤ δC1
h
+ . . . + δCk

h
.

Since this is true for any boxBǫCh, we obtain (1.3).
Notice thatδ

C
j
h
≤ 2p−h

j (1 ≤ j ≤ k), and so (1.3) gives

δCh ≤ 2(p−h
1 + . . . + p−h

k ) ≤ 21−hk. (1.4)

An interval of the typew
pt

j
≤ x<̇w+1

pt
j

, wherew is an integer, is called

an elementary pj -type interval. A box B = I1 × . . . × Ik is called an
elementary box if eachI j is anelementary pj -type interval.

Let B = I1 × . . . × Ik be an elementary box withI j given by

w j

p
t j

j

≤ x <
w j + 1

p
t j

j

(1 ≤ j ≤ k).
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Thusx
n
ǫB if and only if

w j + 1

p
t j

j

≤ xn j <
jw+1

p
t j

j

(1 ≤ j ≤ k).

Sincexn j < 1 for the Hammersley sequence, we may replace<̇ by
< here. For fixedj, the inequalities above determinet j digits in the
expansion ofxn j in the scale ofp j , hence determinest j digits in the
expansion ofn in the scale ofp j . Thus for fixedj, the inequalities hold
if and if n lies in a fixed residue class modulop

t j

j . Hence by the Chinese
Remainder Theorem,x

n
∈ B precisely ifn lies in a fixed residue class

modulopt1
1 . . . p

tk
k .

Hence 10

D(n, B) = |z(n, B) − n

pt1
1 . . . p

tk
k

| ≤ 1. (1.5)

As is easily seen by induction onh, every intervalI of Ci
h is a dis-

joint union of not more than 2(pi − 1)h < 2pih elementarypi-type inter-
vals.

Hence every boxB of Ch is the union of not more than (2p1h) . . .
(2pkh) = (2h)kp1 . . . pk elementary boxes. We therefore see form (1.1),
(1.4) and (1.5) that

△(n) ≤ (2h)kp1 . . . pk + n21−hk.

Settingh = [log2 n] + 1, we get

△(n) ≤ (2 log2 n+ 2)kp1 . . . pk + 2k≪ (logn)k.

2 Roth’s Theorem

Assumek = 1. One can ask if there exists a sequence with△(n) ≪ 1.
Van der Corput [29] conjectured that△(n) ≪ 1 is impossible. Aardenne-
Ehrenfest [1] proved the conjecture. Later [2] she further showed that
△(n) = Ω(log logn/ log log logn). Then K. F. Roth [19] improved it to
Ω(

√

logn) and W. M. Schmidt [25] toΩ(logn).
Whenk is arbitrary,△(n) = Ω((logn)k/2), which is contained in the

following theorem of K. F. Roth [19].
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Theorem 2A.Let x
1
, x

2
, . . . be a sequence in Uk. If N > ck, then there

exists an n,1 ≤ n ≤ N, such that

△(n) > c′k(logN)k/2. (2.1)

Here ck > 0, c′k > 0 are constants depending only on k.

Remark . It follows from Theorem 2A that there exist infinitely many
n satisfying△(n) > c′k(logn)k/2. If n, 1 ≤ n ≤ N, satisfies (2.1), then11

n ≥ △(n) ≥ c′k(log N)k/2, and son → ∞ as N → ∞. Hence△(n) =
Ω((logn)k/2).

Let p
1
, . . . , p

N
be N points inUk. If A is a measurable subset ofUk

with measureµ(A), put Z(A) for the number ofi(1 ≤ i ≤ N) for which
p

i
ǫA,D(A) = Z(A) − N(A) − Nµ(A).

Theorem 2B.There exists a box B with

|D(B)| > d′k(log N)(k−1)/2 if N > dk.

Heredk > 0, d′k > 0 are constants depending only onk.
Roth observed:The case kof Theorem 2A is equivalent to the case

(k+ 1) of Theorem 2B. We shall prove this equivalence fork = 1, as the
proof for arbitraryk is similar. We shall first show that

THEOREM 2B withk = 2 implies THEOREM 2A withk = 1.
BY Theorem 2B withk = 2, there exists for largeN a boxB satis-

fying
|D(B)| > d′2

√

logN. (2.2)

Introduce the notationsB(x, y) = [0, x] × [0, y], B(x−, y) = [0, x) ×
[0, y], B(x, y−) = [0, x] × [0, y) andB(x−, y−) = [0, x) × [0, y) for boxes.
Put

Z(x, y) = Z(B, (x, y))

D(x, y) = D(B(x, y)) = Z(x, y) − Nxy.

Similarly defineZ(x−, y),D(x−, y), etc. Assume at the moment that
the boxB of (2.2) is of the type

B : (ζ, η), a < ζ ≤ b, c < η ≤ d.
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Then
Z(B) = Z(b, d) − Z(a, d) − Z(b, c) + Z(a, c).

and therefore 12

D(B) = D(b, d) − D(a, d) − D(b, c) + D(a, c).

Since|D(B)| > d′2
√

logN, there exists a point (x0, y0) (with x0 = a
or b, y0 = c) such that

|D(xo, y0)| >
d′2
4

√

log N.

If B is of some other type, we may come up with, say,

|D(xo−, y0)| >
d′2
4

√

log N.

If D(x0−, y0) > 0, thenD(x0, y0) ≥ D(x0−, y0) >
d′2
4

√

logN. If

D(x0−, y0) < 0, choose ˆx0 with x0 − 1
N (|D(x0−, y0)| − d′2

4

√

logN) <

x̂0 < x0. Then|D(x̂0, y0)| ≥ −D(x̂0, y0) = Nx̂0y0 − Z(x̂0, y0) ≥ Nx0y0 −
Z(x0−, y0)−Ny0(x0 − x̂0) > |D(x0−, y0)| − (|D(x0−, y0))| − d′2

4

√

logN) =
d′2
4

√

logN.
In this way one sees that there is always onx0, y0 with |D(x0, y0)| >

c
√

logN with x = d′2/4.
Let x1, . . . , xN be in U1 = U. Apply what we just said to theN

pointsp
1
= (x1,

1
N ), . . . , p

N
= (xN,

N
N ). Let (x0, y0) be such that

|D(x0, y0)| > c
√

logN.

Let I be the interval 0≤ x ≤ x0. Putn = [Ny0]. Then 1≤ n ≤ N is
large.

For if we hadn = 0, theny0 < 1/N, whence 1> |Nx0y0| =
|D(x0, y0)| > c

√

log N. which is not possible for largeN. Observe that

z(n, I ) = the number of i with1≤ i ≤ n, xiǫI , hence

= the number of i for whichp
i
= (xi ,

i
N

) has
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0 ≤ xi ≤ x0,
i
N
≤ n

N
, hence

= Z
(

x0,
n
N

)

= Z(x0, y0), since
n
N
≤ y0 <

n+ 1
N

.

Further13

|D(n, I )| = |z(n, I ) − n|I ||
= |Z(x0, y0) − [Ny0]x0|
≥ |Z(x0, y0) − Nx0y0| − |Nx0y0 − [Ny0]x0|

≥ |D(x0, y0)| − 1 >
c
2

√

logN, if

N is large. Thus△(n) > c
2

√

logN.
We next are going to show that THEOREM 2A withk = 1 implies

THEOREM 2B withk = 2.
Let p

1
= (x1, y1), . . . , p

N
= (xN, yN) be anyN points inU2. We may

assume, without loss of generality, that

y1 ≤ y2 . . . ≤ yN.

We construct new points

p∗
1
= (x1,

1
N

), . . . , p∗
N
= (xN,

N
N

).

Apply Theorem 2A, withk = 1, to the pointsx1, . . . xN; there exists
an integern, 1 ≤ n ≤ N, such that

△(N) > c′1
√

log N.

i. e., there exists an intervalI with

|z(n, I ) − n|I || > c′1
√

logN.

SupposeI is, say,a < x ≤ b. If we definez(n, x) as the number ofi
in 1 ≤ i ≤ n with 0 ≤ xi ≤ x, then

z(n, I ) − n|I | = (z(n, b) − nb) − (z(n, a) − na).
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So there exists anx0 (namelyx0 = a or x0 = b) with

|z(n, x0) − nx0| >
c′1
2

√

log N.

Even if I is of any other type, we can conclude that there exists an14

x0 with the above property.
Let

M = sup
(x,y)ǫU2

|Z(x, y) − Nxy|,

M∗ = sup
(x,y)ǫU2

|Z∗(x, y) − Nxy|,

whereZ∗(x, y) is the number ofi(1 ≤ i ≤ N) with p∗
i
ǫB(x, y). Put

y0 =
n
N .

Note thatZ∗(x0, y0) = z(n, x0) and

|Z∗(x0, y0) − Nx0y0| = |z(n, x0) − nx0| >
c′1
2

√

log N.

Hence

M∗ >
c′1
2

√

logN.

If we can show that|M − M∗| ≤ 3M, then we are through, since

then M ≥ 1
4 M∗ ≥ c′1

8

√

logN. So what remains to be proved is that
|M − M∗| ≤ 3M.

Observe that for every (x, y)ǫU2,

|Z(x, y) − Z∗(x, y)| ≤ max(t, t′),

wheret denotes the number ofi with yi ≤ y < i
N andt′ the number ofi

with i
N ≤ y < yi . It suffices to prove that max(t, t′) ≤ 3M, since

∣

∣

∣

∣

|Z(x, y) − Nxy| − |Z∗(x, y) − Nxy|
∣

∣

∣

∣

≤
∣

∣

∣Z(x, y) − Z∗(x, y)
∣

∣

∣.

From the definition ofM, at most 2M numbersyi can be equal. (If
more than 2M were equal, eitherZ(1, 0) > 2M whence|Z(1, 0)−N.1.0| >
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2M, which is impossible. OrZ(1, y) would have a ‘jump’ greater than
2M for somey > 0, henceZ(1, y) − Ny would have a ‘jump’> 2M
and sup

0≤y≤1
|Z(1, y) − Ny| > M, which contradicts the definition ofM). It

follows that

|Z(1, yi) − i| ≤ 2M − 1 (1≤ i ≤ N).

15

By the definition of M,

|Z(1, yi) − nyi | ≤ M (1 ≤ i ≤ N).

Combining the above two inequalities, we obtain

|Nyi − i| ≤ 3M − 1 (1≤ i ≤ N) (2.3)

By the definition oft,

y j+1 ≤ . . . y j+t ≤ y <
j + 1
N

. . . <
j + t
N

.

Observe that

j + t = j + 1+ (t − 1) > Ny+ (t − 1), y j+tN ≤ Ny.

Combining these inequalities, we obtain

|( j + t) − Nyj+t | ≥ (t − 1).

This last inequality together with (2.3) yieldst ≤ 3M. Similarly
t′ ≤ 3M. Hence max(t, t′) ≤ 3M. This completes the proof.

More generally, one sees that Theorem 2A for a particulark is equiv-
alent to Theorem 2B withk + 1. Since Theorem 2B is trivial fork = 1,
the Theorem 2A and 2B are equivalent.

Let uuby1, uuby2, . . . be Hammersley’s sequence in (k − 1) -dimen-
sional space.

This sequence has△(n) ≪ (logn)k−1. The pointsx
1
= (y, 1

N ), x
2
=

(y
2
, 2

N ), . . . , x
N
= (y

N
, 1) lie in Uk. An argument given above shows that

|D(B)| ≤ ck(log N)k−1

for every boxB with sides parallel to the axes.
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Theorem 2C (Roth).Let p
1
, . . . , p

N
be N points in Uk. Put Z(x1, . . . ,

xk) for the number of i, 1 ≤ i ≤ N, for which p
i
lies in the box B(x1, . . . ,

xk) consisting of points p= (p1, . . . , pk) with 0 ≤ p j ≤ x j( j = 1, . . . , k). 16

If N > ek, then
∫

Uk
. . .

∫

(Z(x1, . . . , xk) − Nx1 . . . xk)
2dx1 . . . dxk > e′k(log N)k−1.

Hereek > 0, e′k > 0 are constants depending only onk.
In particular, there exists a k-tuple (x1, . . . , xk) with

|Z(x1, . . . , xk) − Nx1 . . . xk| > e′k(logN)(k−1)/2.

Hence Theorem 2C implies Theorem 2B.
[Added in June 1976: Recently W. M. Schmidt in a manuscript “Ir-

regularities of Distribution X” extended Theorem 2C by showing that
for r > 1,
∫

Uk
. . .

∫

∣

∣

∣Z(x1, . . . , xk)−Nx1 . . . x− k
∣

∣

∣

r
dx1 . . .dxk > e′kr(logN)(k−1)r/2.

Moreover, fork > 1,
∫

Uk
. . .

∫

∣

∣

∣Z(x1, . . . , xk) − Nx1 . . . xk

∣

∣

∣dx1 . . . dxk

> e′′k log logN/ log log logN.]

3 Proof of Roth’s Theorem

We shall prove Theorem 2C. For convenience we shall restrictourselves
to the casek = 2. We have to show that

∫ 1

0

∫ 1

0
(Z(x, y) − Nxy)2dxdy> e′2 logN

if N is large. ForxǫU, write

x =
∞
∑

j=0

β(x)2− j (dyadic expansion),
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whereβ j(x) is 0 or 1. Assume thatβ j(x) never equals 1 for allj ≥ j0,
except forx = 1. Then the dyadic expansion forx is unique. Put

ψr (x) = (−1)βr (x) (r = 1, 2, . . .).

(Theψr(x) are called ‘Rademacher - functions’.)
Let p

1
= (x1, y1), . . . , p

N
= (xN, yN) be anyN points inU2. Let17

n > 1 be an integer. Further assume thatr is an integer with 0< r < n.
For (x, y)ǫU2, set

Fr (x, y) =











































0, if there is ap
i
= (xi , yi)with

ψ1(xi) = ψ1(x), . . . , ψr−1(xi) = ψr−1(x),

ψ1(yi) = ψ1(y), . . . ψn−r−1(yi) = ψn−r−1(y).

ψr (x)ψn−r (y), otherwise.

We explain the functionFr (x, y) with the help of the following dia-
gram.

1

1

Hereu, v are integers.Fr (x, y) = 0, if there is a pointp
i
in the shaded

“big” rectangleA. If there is no pointp
i

in the A, thenFr (x, y) = ±1
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in the pattern shown, i. e. , it is+1 and−1 in two of the four “small”
rectangles inA.4

Let y be fixed and letI be an interval whose end points are integral
multiples of 2−(r−1). Then

∫

I
Fr(x, y)dx = 0.

18

This is true because in any interval

u2−(r−1) < x < (u+ 1)2−(r−1),

eitherFr (x, y) = 0, or Fr(x, y) = ±1 in sub - intervals of equal length.
Similarly fix x and take an intervalI whose end points are integral

multiples of 2−(n−r−1). Then
∫

I
Fr (x, y)dy= 0.

DefineF(x, y) for (x, y)ǫU by

F(x, y) =
∑

0<r<n

Fr (x, y).

The proof of Theorem 2C depends on the following lemmas.

Lemma 3A.
∫ 1

0

∫ 1

0
xyF(x, y)dxdy≥ (n− 1)2−2n(2n−2 − N).

Proof. It is sufficient to show that

∫ 1

0

∫ 1

0
xyFr (x, y)dxdy≥ 2−2n(2n−2 − N) (0 < r < n).

�

4These rectangles include their left and their lower edge, but not their right and upper
edge, except when they adjoin the right or upper edge ofU2
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Let B be a rectangle of the formu2−(r−1) ≤ x<̇(u + 1)2−(r−1), v2−(n−r−1)

≤ y<̇(v+ 1)2−(n−r−1). Denote the centre of this rectangle by (ζ, η).
Suppose that no pointp

i
is in B. Applying the substitutionx = ζ +

x′, y = η + y′, we obtain
∫

R

∫

xyFr (x, y)dxdy

=

∫ 2−r

−2−r

∫ 2−(n−r)

−2−(n−r)
(ζ + x′)(η + y′) sign x′ signy′dx′dy′

=

( ∫ 2−r

−2−r
(ζ + x) sign xdx

)( ∫ 2−(n−r)

−2−(n−r)
(η + y) signydy

)

(Here signx = 1 if x > 0,= −1 if x < 0,= 0 if x = 0). Observe that19

∫ 2−r

−2−r
(ζ + x) sign xdx= ζ

∫ 2−r

−2−r
sign xdx+

∫ 2−r

−2−r
x sign xdx

= 0+ 2
∫ 2−r

0
xdx= 2−2r .

Similarly,

∫ 2−(n−r)

−2−(nir)
(η + y) signydy= 2−2(n−r).

Hence
∫ ∫

B
xyFr (x, y)dxdy= 2−2n (0 < r < n).

If p
i
ǫB, then

∫ ∫

B
xyFr (x, y)dxdy= 0. The total number of boxes B

as above is 2r−12n−r−1 = 2n−2. The number of boxes containingnopoint
p

i
is ≥ (2n−2 − N). Hence

∫ 1

0

∫ 1

0
xyFr (x, y)dxdy≥ 2−2n(2n−2 − N) (0 < r < n).

This proves Lemma 3A.
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Lemma 3B.
∫ 1

0

∫ 1

0
F2(x, y)dxdy≤ (n− 1).

Proof. We have

∫ 1

0

∫ 1

0
F2(x, y)dxdy=

∑

0<r<n

∫ 1

0

∫ 1

0
F2

r (x, y)dx dy

+ 2
∑

0<r1<r2<n

∫ 1

0

∫ 1

0
Fr1(x, y)Fr2(x, y)dx dy.

�

Clearly the first sum on the right hand side is≤ (n−1), sinceF2
r (x, y)

is ≤ 1.
We shall show that the second sum on the right hand side is equal to

zero. For this, it suffices to show that for everyr1, r2 with 0 < r1 < r2 < 20

n,
∫ 1

0

∫ 1

0
Fr1(x, y)Fr2(x, y)dx dy= 0.

Let y be fixed. LetI be an interval forx, of the typeu2−(r2−1) ≤
x<̇(u + 1)2−(r2−1). In this interval,Fr1(x, y) is constant andFr2(x, y) is
either identically zero or+1,−1 in sub-intervals of equal length. There-
fore

∫

I
Fr1(x, y)Fr2(x, y)dx= 0.

and sinceU is the disjoint union of intervalsI , we get
∫ 1

0
Fr1(x, y)Fr2(x, y)dx= 0.

This holds for everyy in U. Hence
∫ 1

0

∫ 1

0
Fr1(x, y)Fr2(x, y)dx dy, and

the proof of Lemma 3B is complete.

Lemma 3C.Let p
i
= (xi , yi) be any of the given N points. Then

∫ 1

xi

∫ 1

yi

F(x, y)dx dy= 0 (1≤ i ≤ N).
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Proof. It is enough to show that for everyr, 0 < r < n,

∫ 1

xi

∫ 1

yi

Fr(x, y)dx dy= 0 (1≤ i ≤ N).

�

Let X be the least integer multiple of 2−(r−1) which is≥ xi andY the
least integer multiple of 2−(n−r−1) which is≥ yi . Then

∫ 1

xi

∫ 1

yi

Fr (x, y)dx dy=
∫ X

xi

∫ Y

yi

. . . +

∫ 1

X

∫ Y

y1

. . . +

∫ X

xi

∫ 1

Y
. . . +

∫ 1

X

∫ 1

Y
. . .

In the domain of the first integral,Fr(x, y) = 0, because it is con-21

tained in a boxB of the formu2−(r−1) ≤ x<̇(u + 1)2−(r−1), v2−(n−r−1) ≤
y<̇(v + 1)2−(n−r−1) which containsp

i
. In the second integral the end

points for integrationx are integer multiples of 2−(r−1). Therefore
∫ 1

X
Fr(x, y)dx = 0. So the second integral is also zero. An arguments

similar to that just given for the second integral, with the values ofx, y
interchanged, shows that the third integral is zero. In the last integral
we may integrate in either order, and in either case the innerintegral is
zero. Hence Lemma 3C is proved.
Proof of Theorem 2C. As mentioned earlier, we shall restrict ourselves
to casek = 2 for the proof of the Theorem. Letp

1
= (x1, y1), . . . , p

N
=

(xN, yN) be anyN points inU2. Observe that

∫ 1

0

∫ 1

0
Z(x, y)F(x, y)dx dy

=

∫ 1

0

∫ 1

0







































∑

i with
xi≤x
yi≤y

1







































F(x, y)dx dy=
N

∑

i=1

∫ 1

xi

∫ 1

yi

F(x, y)dx dy= 0,
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by Lemma 3C. Therefore

∫ 1

0

∫ 1

0
(Nxy− Z(x, y))F(x, y)dxdy

= N
∫ 1

0

∫ 1

0
xyF(xy)dx dy≥ (n− 1)N2−2n(2n−2 − N),

by Lemma 3A. This holds for any integern > 1. Suppose now that

2n−2 > N.

By the inequality just derived and by Schwarz’ inequality.

(n− 1)2(N2−2n(2n−2 − N))2

≤
(∫ 1

0

∫ 1

0
(Nxy− Z(x, y))2dxdy

) (∫ 1

0

∫ 1

0
F2(x, y)dx dy

)

≤ (n− 1)
∫ 1

0

∫ 1

0
(Z(x, y) − Nxy)2dx dy,

in view of Lemma 3B. Hence 22

∫ 1

0

∫ 1

0
(Z(x, y) − Nxy)2dx dy≥ (n− 1)(N2−2n(2n−2 − N))2.

Now choosen with

23N < 2n ≤ 24N.

Using 2n−2 ≥ 2N, 2−n ≥ 2−4N−1 andn ≥ log2 N + 3, we obtain

∫ 1

0

∫ 1

0
(Z(x, y) − Nxy)2dx dy

≥ (log2 N)2−16 =
2−16

log2
log N.
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4 A Theorem of Davenport

Theorem 4A [3]. Suppose thatθ is any irrational number with bounded
partial quotients in its expansion as a simple continued fraction.

Let M be a large integer. PutN = 2M. Consider theN points

({±tθ}, t
m

), t = 1, . . . ,M.

Then with theseN points, we have

∫ 1

0

∫ 1

0
(Z(x, y) − Nxy)2dx dy≤ c(θ) log N.

Herec(θ) is a positive constant depending only onθ.
This shows that Theorem 2C is best possible ifk = 2. If k > 2,

we do not know if Theorem 2C is best possible. However Davenport
remarked that one could obtain an analogue of Theorem 4A fork > 2,23

if there existed a (k− 1) tupleθ1, . . . , θk−1 of real numbers with

∣

∣

∣

∣

∣

θ1 −
p1

q

∣

∣

∣

∣

∣

. . .

∣

∣

∣

∣

∣

θk−1 −
pk−1

q

∣

∣

∣

∣

∣

>
c(θ1, . . . , θk−1)

qk
,

for all integersp1, . . . , pk−1, q > 0. (For k = 3, this is equivalent to
the falsity of a well-known conjecture of Littlewood.) Notethat when

k = 2, the above inequality reduces to
∣

∣

∣

∣

θ − p
q

∣

∣

∣

∣

>
c(θ)
qk , for all integersp, q;

which is equivalent to saying thatθ has bounded partial quotients in its
expansion as a simple continued fraction.
Proof of Theorem 4A.Define

ψ(x) =















x− [x] − 1
2, if x is not an integer

0, if x is an integer.

This function has the Fourier series

ψ(x) =
∑

ν,0

−e(νx)
2πiν

,
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wheree(νx) = e2πiνx and the sum is taken over all integerν , 0. Suppose
that 0< x < 1,αǫU. Then it is easy to check that

x+ ψ(α − x) − ψ(α) =



























1, if 0 < α < x,

0, if x < α < 1,
1
2, if α = 0 orα = x or α = 1

(4.1)

Assume that 0< x < 1 andx , {±θk} (k = 1, 2, . . .). Consider (4.1)
with α = {θk}. Thenα cannot be equal to 0 or 1 (sinceθ is irrational).
Furtherα , x, because of the restriction onx. Using (4.1) and observing
that only the first or second alternative may occur and notingthatψ(x)
is periodic with period 1, we obtain:The number of k, 1 ≤ k ≤ V, with
{θk} < x equals 24

V
∑

k=1

(x+ ψ(θk− x) − ψ(θk)).

Further, the number ofk, 1 ≤ k ≤ V, with {−θk} < x, equals

V
∑

k=1

(x+ ψ(−θk− x) − ψ(−θk)).

Hence sinceψ is odd, the number ofk, 1 ≤ k ≤ V, with {±θ} < x,
equals5

2Vx+
V

∑

k=1

(ψ(θk − x) + ψ(−θk− x)),

and this is

= 2Vx+
V

∑

k=1

∑

ν,0

(

e(ν(θk − x))
−2πiν

+
e(ν(−θk − x))
−2πiν

)

= 2Vx+
V

∑

k=1

∑

ν,0

1
2πiν

(e(νx− νθk) + e(νx+ νθk))

= 2Vx+
∑

ν,0

e(νx)cν,

5k is counted twice if both{+θk} < x and{−θk} < x.
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where

cν =
1

2πiν

V
∑

k=1

(e(νθk) + e(−νθk)).

Suppose thatyǫU and thatyM ≥ 1. PutV = [yM] ≥ 1. Clearly
Z(x, y) is the number of points

({±θk}, k
M

), (k = 1, . . . ,M) with {±θk} < x, k ≤ My.

But k ≤ My is equivalent tok ≤ [My] = V, so thatZ(x, y) is the
number ofk, 1 ≤ k ≤ V, with {±θk} < x, and hence is

2Vx+
∑

ν,0

e(νx)cν.

All this is true provided that 0< x < 1, x , {±θk}, (k = 1, 2, . . .),25

and thatyǫU andyM ≥ 1. Note that the countably many exceptional
x with x = {±θk} form a set of Lebesgue measure zero. By Parseval’s
formula.

∫ 1

0
(Z(x, y) − 2Vx)2dx=

∑

ν,0

|cν|2. (4.2)

This formula is valid for anyy, satisfyingyǫU andyM ≥ 1.
Now we shall estimate

∑

ν,0 |cν|2. Sincec2
ν = c2

−ν, we have

∑

ν,0

|cν|2 = 2
∞
∑

ν=1

|cν|2 ≪ 6
∞
∑

ν=1

1

ν2

∣

∣

∣

∣

∣

∣

∣

V
∑

k=1

(e(νθk) + e(−νθk))

∣

∣

∣

∣

∣

∣

∣

2

.

We have
∣

∣

∣

∣

∣

∣

∣

V
∑

k=1

e(νθk)

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

e(νθ)
e(νθV) − 1
e(νθ) − 1

∣

∣

∣

∣

∣

≤ 2
|e(νθ) − 1| .

Denote by||ζ || the distance fromζ to the nearest integer. We claim
that

|e(ζ) − 1| ≫ ||ζ ||.
6The symbol≪ (introduced by Vinogradov) is used as follows.A≪ B means that

A ≤ cB with an absolute constantc. f (n) ≪ g(n) means thatf (n) ≤ cg(n) with c
independent onn.
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It is sufficient to prove this for|ζ | ≤ 1
2, since both sides of the in-

equality are periodic with period 1. But for|ζ | ≤ 1
2 we have

|e(ζ) − 1| =
∣

∣

∣

∣

∣

e(
ζ

2
) + e(−ζ

2
)
∣

∣

∣

∣

∣

= |2 sinπζ | ≫ |ζ | = ||ζ ||.

We therefore obtain
∣

∣

∣

∣

∣

∣

∣

V
∑

k=1

e(νθk)

∣

∣

∣

∣

∣

∣

∣

≪ 1
||νθ|| ,

and a similar inequality withe(νθk) replaced bye(−νθk). Hence

∑

ν,0

|cν|2 ≪
∞
∑

ν=1

1

ν2
min

(

V2,
1

||νθ||2

)

=

∞
∑

r=1

∑

2r−1≤ν<2r

1

ν2

(

V2,
1

||νθ||2

)

(4.3)

=

∞
∑

r=1

∑

2r−1≤ν<2r

2−2r min

(

V2 1

||νθ||2

)

.

26

Sinceθ is irrational and has bounded partial quotients, we have

∣

∣

∣

∣

∣

θ − µ
ν

∣

∣

∣

∣

∣

>
c(θ)

1

ν2

for all rational numbersµ
ν
, wherec1(θ) > 0 is a constants depending

only onθ. Therefore

||θν|| > c1(θ)
ν

(ν = 1, 2, . . .). (4.4)

We claim that if s > 0 is an integer, there is at most one integerν

with
sc1(θ)2−r ≤ {θν} < (s+ 1)c1(θ)2−r (4.5)

and
2r−1 ≤ ν < 2r .



26 1. A Quantitative Theory of Uniform Distribution

Suppose there were two :ν1 < ν2. Then

||θν2 − θν1|| ≤ |{θν2} − {θν1}| <
c1(θ)

2r <
c1(θ)
ν2 − ν1

.

This contradicts (4.3). Similarly there exists at most one integerν
with

sc1(θ)2−r ≤ {−θν} < (s+ 1)c1(θ)2−r and 2r−1 ≤ ν < 2r .

Since||θν|| = min({θν}, {−θν}), there are at most two integerν with

sc1(θ)2−r ≤ ||θν|| < (s+ 1)c1(θ)2−r and 2r−1 ≤ γ < 2r . (4.6)

Further note that eachν with 2r−1 ≤ ν < 2r does satisfy (4.6) with
some integers> 0, since otherwise27

||θν|| < c1(θ)2−r <
c1(θ)
ν

,

which contradicts (4.3).
Ordering the summands in the last inner sum of (4.3) with respect

to thes for which (4.5) holds, we see that the bottom line of (4.3) is

≤
∞
∑

r=1

2−2r
∞
∑

s=1

2 min

(

V2,
22r

c1(θ)2s2

)

≪
∑

2r≤V

∞
∑

s=1

1

s2
+

∑

2r>V

∞
∑

s=1

min

(

V2

22r
,

1

s2

)

≪ logV + V
∑

2r>V

1
2r

≪ logV + 1≪ log M,

sinceV = [yM] ≤ yM ≤ M. Hence by (4.2), (4.3)
∫ 1

0
(Z(x, y) − 2xV)2dx≪ log M.

All this was done under the hypothesis thatyM ≤ 1. But the inequal-
ity obtained is also true foryM < 1, since thenZ(x, y) = 0 andV = 0.
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Using the inequality (a+ b)2 ≪ a2 + b2, and recalling thatN = 2M, we
obtain

∫ 1

0
(Z(x, y) − Nxy)2dx

=

∫ 1

0
((Z(x, y) − 2xV) + (2x(V − My)))2dx

≪
∫ 1

0
(Z(x, y) − 2xV)2dx+ 1≪ log M ≪ log N.

Davenport’s Theorem follows on integration with respect toy.

5 The Correct Order of Magnitude of △(n) in the
One-dimensional Case

In this section section, we shall restrict ourselves to the one-dimensional 28

casek = 1. Let x1, x2, . . . be a sequence of points inU. We shall prove
that

△(n) = Ω(logn). (5.1)

This is the correct order of magnitude for△(n), since we saw in
Section 1 that there exist sequences with△(n) = 0(logn). Now (5.1)
follows from the following

Theorem 5A. [25] Suppose that N≥ 1 is an integer. Then there exists
an integer n,1 ≤ n ≤ N, such that

△(n) >
1

1000
logN.

Note. 1
1000 can be improved to1

100 and even better. This Theorem im-
proves the casek = 1 of Theorem 2A. No improvement of the relation
△(n) = Ω((logn)k/2) or of Theorem 2A is known ifk > 1.

Theorem 5B.Let p
1
, . . . , p

N
be N points in U2. Then there is a box B

with sides parallel to the axes, with the property that

|D(B)| > 1
8000

logN.
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By the arguments of Section 2, Theorem 5A and 5B are equivalent
except for the values of the constants.

Let x1, x2, . . . be a sequence of numbers inU. Suppose at first that

0 ≤ α ≤ 1.

Put
z(n, α) =

∑

1≤i≤n
0≤xi≤α

1

and29

D(n, α) = z(n, α) − nα.

We extend these definitions to arbitraryα by

z(n, α) = z(n, {α}) + n[α],

D(n, α) = z(n, α) − nα

= z(n, {α}) − n{α}.

ThenD(n, α) is periodic inα with period 1.
Denote byT .R, . . . “intervals” of integers. IfT is the intervala <

n ≤ b with integer end pointsa, b, putℓ(T ) = b− a, so thatℓ(T ) is the
number of integers inT . Write

g+(T , α) = max
nǫT

D(n, α), g−(T , α) = min
nǫT

D(n, α),

h(T , α) = g+(T , α) − g−(T , α).

Put

D(n, α, β) = D(n, β) − D(n, α)

= z(n, β) − z(n, α) − n(β − α),

g+(R, α, β) = max
nǫR

D(n, α, β), g−(R, α, β) = min
nǫR

D(n, α, β).

For every pair of intervals,R,R′, put

h(R,R′, α, β) = max(0, g−(R, α, β) − g+(R′, α, β), g−(R′, α, β) − g+(R, α, β)).
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Lemma 5C.Let T be an interval of integers and letR,R′ be sub-
intervals ofT . Then for anyα, β, we have

h(T , α)+h(,β) ≥ h(R,R′, α, β)+
1
2

(h(R, α)+h(R, β)+h(R′, α)+h(R′, β)).

Proof. The lemma is trivial ifh(R,R′, α, β) = 0. We may therefore 30

assume without loss of generality that

h(R,R′, α, β) = g−(R, α, β) − g+(R′, α, β) > 0.

�

Then for everynǫR and for everyn′ǫR′ we have

D(n, α, β) − D(n′, α, β) ≥ h(R,R′, α, β),

i. e.

D(n, β) − D(n, α) − D(n′, β) + D(n′, α) ≥ h(R,R′, α, β). (5.2)

We choosemα, nα,mβ, nβǫR with

g+(R, α) = D(mα, α), g−(R, α) = D(nα, α),

g+(R, β) = D(mβ, β), g−(R, β) = D(nβ, β).

Then

(i) D(mα, α) − D(nα, α) = h(R, α),

(ii) D(mβ, β) − D(nβ, β) = h(R, β).

Similarly choosem′α, n
′
α,m

′
β
, n′

β
ǫR′ with

(iii) D(m′α, α) − D(n′α, α) = h(R′, α),
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(iv) D(m′
β
, β) − D(n′

β
, β) = h(R′, β).

Applying (5.2) withn = mα, n′ = m′
β
, we get

(v) D(mα, β) − D(mα, α) − D(m′
β
, β) + D(m′

β
, α)h(R,R′, α, β).

Applying (5.2) withn = nβ, n′ = n′α, we obtain

(vi) D(nβ, β) − D(nβ, α) − D(n′α, β) + D(n′α, α) ≥ h(R,R′, α, β).

Adding the equations and inequalities (i) to (iv), we obtain

D(m′α, α) − D(nα, α) + D(m′β, α) − D(nβ, α)

+ D(mβ, β) − D(n′β, β) + D(mα, β) − D(n′α, β)

≥ 2h(R,R′, α, β) + h(R, α) + h(R, β) + h(R′, α) + h(R′, β).

31

Since

h(T , α) ≥ max(D(m′α) − D(nα, α),D(m′β, α) − D(nβ, α))

and

h(T , β) ≥ max(D(mβ, β) − D(n′β, β),D(mα, β) − D(n′α, β)).

we finally get

2h(T , α) + 2h(T , β)

≥ 2h(R,R′, α, β) + h(R, α) + h(R, β) + h(R′, α) + h(R′, β).

This proves Lemma 5C.

Lemma 5D.Suppose that s≥ 0, t ≥ 1 are integers, andT is an interval
with

ℓ(T ) ≥ 6s+t.
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Then for everyβ,

1
6t

6t
∑

j=1

h(T , β + j6−s−t) ≥ t
120

.

Remarks.

(i) Only the special cases = 0 will be used in the proof of Theorem
5B. The general case will be used in Section 6.

(ii) No special significance is attached to the number 6.

Proof of Lemma 5D. The proof is by induction ont. First taket = 1. Put
ℓ = 1

26s+1. Supposen is an integer. Then

D(n+ ℓ, β + 6−s−1) − D(n, β + 6−s−1) − D(n+ ℓ, β) + D(n, β)

= a− (n+ ℓ)(β + 6−s−1) + n(β + 6−s−1) + (n+ ℓ)β − nβ

= a− ℓ6−s−1

= a− 1
2
, where a is some integer.

Hence 32

∣

∣

∣D(n+ ℓ, β + 6−s−1) − D(n, β + 6−s−1) − D(n+ ℓ, β) + D(n, β)
∣

∣

∣ ≥ 1
2
,

which implies that

∣

∣

∣D(n+ ℓ, β + 6−s−1) − D(n, β + 6−s−1)
∣

∣

∣ + |D(n+ ℓ, β) − D(n, β)| ≥ 1
2
.

Now if ℓ(T ) ≥ 6s+1, there exists an integern such thatn, n+ ℓǫT .
Hence

h(T , β + 6−s−1) + h(T , β) ≥ 1
2
.

This is true for everyβ. Therefore

1
6

6
∑

j=1

h(T , β + j6−s−1) ≥ 1
6
.3.

1
2
=

1
4
>

1
120

.
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The proof of the caset = 1 is complete.
We now turn to the induction step fromt to t + 1. SayT is the

intervala < n ≤ b, with ℓ(T ) ≥ 6s+t+1. LetRr be the intervalsa+ (r −
1)6s+t < n ≤ a+ r6s+t(r = 1, . . . , 6). Sinceℓ(T ) ≥ 6s+t+1, R1, . . . ,R6 ≤
T .

If the given sequence isx1, x2, . . ., construct the points (x1, 1),33

(x2, 2), (x3, 3), . . .. All these points will be in the “half strip” 0≤ x ≤ 1,
y ≥ 0. To account for our periodic extension ofz(n, α), construct the
“periodic” set of points (x1 + m1, 1), (x2 + m2, 2), . . . wherem1,m2, . . .

run through the integers. Then forn > 0,α > 0, z(n, α) is the number of
points in the rectangle 0< x ≤ α, 0 ≤ y ≤ n. Put

Z =z(a+ 4.6s+t, β + 6−s) − z(a+ 4.6s+t, β + 6−s−t−1)

− z(a+ 6s+t, β + 6−s) + z(a+ 6s+t, β + 6−s−t−1).

Write

α j = β + j6−s−t−1,
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and put

zj =z(a+ 4.6s+t, α j) − z(a+ 4.6s+t, α j−1)

− z(a+ 6s+t, α j) + z(a+ 6s+t, α j−1) ( j = 0, 1, 2, . . .).

Z is the number of points in the shaded rectangle of the diagram
above. Alsozj is the number of points in the doubly shaded rectangle.
Note that thezj are non-negative integers and that

Z =
6t+1
∑

j=2

zj .

We shall consider the following two cases separately :

I : Z >
5
7

6t

II : Z ≤ 5
7

6t.

Case I. Z> 5
76t. For everynǫR5, n′ǫR1, the rectangle with vertices

(n, α j), (n′, α j), (n, α j−1), (n′, α j−1) contains the (doubly shaded) rect-
angle with vertices (a + 4.6s+t, α j), (a + 6s+t, α j), (a + 4.6s+t, α j−1),
(a+ 6s+t, α j−1), and hence 34

z(n, α j) − z(n′, α j) − z(n, α j−1) + z(n′, α j−1) ≥ zj(2 ≤ j ≤ 6t+1).

Therefore

D(n, α j−1, α j) − D(n′, α j−1, α j) ≥ zj − (n− n′)(α j − α j−1)

≥ zj − 5.6s+t6−s−t−1

= zj −
5
6
.

So

h(R5,R1, α j−1, α j) ≥ zj −
5
6
,

whence

h(R1,R5, α j−1, α j) ≥
1
6

zj ,
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sinceh(R1,R5, α j−1, α j) is non-negative andzj is an integer. On using
Lemma 5C, we obtain

h(T , α j−1) + h(T , α j) (2 ≤ j ≤ 6t+1)

≥ 1
6

zj +
1
2

(h(R1, α j−1) + h(R1, α j) + h(R5, α j−1) + h(R5, α j))

We shall also require the trivial estimates

h(T , α1) ≥ 1
2

(h(R1, α1) + h(R5, α1)),

h(T , α6t+1) ≥ 1
2

(h(R1, α6t+1) + h(R5, α6t+1)),

Taking the sum of all these inequalities, we get

2
6t+1
∑

j=1

h(T , α j) ≥
1
6

6t+1
∑

j=2

zj +

6t+1
∑

j=1

h(R1, α j) +
6t+1
∑

j=1

h(R5, α j).

35

Note thatℓ(R1) ≥ 6s+t and

6t+1
∑

j=1

h(R1, α j) =
6t+1
∑

j=1

h(R1, β + j6−s−t−1)

=

5
∑

i=0































6t+1
∑

j=1
j≡i(mod6)

h(R1, β + j6−s−t−1)































.

By induction hypothesis, the inner sum here is≥ 6t t
120, and our

double sum is≥ 6t+1 t
120. Similarly,

6t+1
∑

j=1

h(R5, α j) ≥
6t+1t
120

.
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Hence

2
6t+1
∑

j=1

h(T , α j) ≥
1
6

Z + 2.6t+1 t
120

>
1
6

5
7.6

6t+1 + 2.6t+1 t
120

>
2.6t+1(t + 1)

120

i. e.,

1
6t+1

6t+1
∑

j=1

h(T , α j) ≥
(t + 1)
120

.

Case II. Z≤ 5
76t. For everyn ∈ R4, n′ ∈ R2, we have

z(n, α j) − z(n′, α j) − z(n, α j−1) + z(n′, α j−1) ≤ zj .

Therefore

D(n′, α j−1, α j) − D(n, α j−1, α j) ≤ −zj + (n− n′)(α j , α j−1)

≥ 6s+t6−s−t−1 − zj

=
1
6
− zj ,

and we have 36

h(R2,R4, α j−1, α j) ≥
1
6
− zj .

By Lemma 5C,

h(T , α j−1) + h(T , α j). (2 ≤ j ≤ 6t+1)

≥ 1
6

zj +
1
2

(h(R2, α j−1) + h(R2, α j) + h(R4, α j−1) + h(R4, α j))

We also note that the trivial relations

h(T , α1) ≥ 1
2

(h(R2, α1) + h(R4, α1)),

h(T , α6t+1) ≥ 1
2

(h(R2, α6t+1) + h(R4, α6t+1)).
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Adding all these inequalities, we obtain

2
6t+1
∑

j=1

h(T , α j) ≥
1
6

(6t+1 − 1)− Z +
6t+1
∑

j=1

h(R2, α j) +
6t+1
∑

j=1

h(R4, α j).

Here in Case II,

1
6

(6t+1 − 1)− Z ≥ 5
6

6t − Z ≥ 5
6

6t − 5
7

6t =
5
42

6t ≥ 2
120

6t+1.

Proceeding similarly as in Case I, we finally obtain

1

6t+1

6t+1
∑

j=1

h(T , α j) ≥
(t + 1)
120

.

This completes the proof of Lemma 5D.
Proof of Theorem 5A.First suppose thatN ≥ 64. Pick t with 6t ≤ N <

6t+1. LetT be the interval 0< n ≤ 6t. Applying Lemma 5D withs= 0.37

we get

1
6t

6t
∑

j=1

h(T , β + j6−t) ≥ t
120

.

There exists aβ with

h(T , β) ≥ t
120

.

So there exists ann ∈ T with

|D(n, β)| ≥ t
240
≥ 1

240
(log6 N − 1)

≥ 1
320

log6 N >
log N
1000

.

Hence

△(n) >
logN
1000

,

with 1 ≤ n ≤ 6t ≤ N. On the other hand, ifN < 64, then△(1) ≥
|D(1, 1

2)| ≥ 1
2 >

log N
1000. The proof of Theorem 5A is complete.
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6 A question of Erdös

It was known since Ehrenfest result (see§ 2), that△(n) is bounded. Re-
call that△(n) = sup

I⊆U
|D(n, I )|. P.Erdös [5] asked the following question:

Does there always exist an interval I⊆ U such that D(n, I ) is un-
bounded?

This question was answered, in the affirmative, by W. M. Schmidt
[21].

A stronger result is

Theorem 6A.There always exists anαǫU with

lim sup
n→∞

|D(n, α)|
logn

>
1

2000
.

(α depends on the sequencex1, x2, . . . ).
The proof of Theorem 6A depends on Lemma 5D and the following

simple

Lemma 6B.Suppose that0 < ǫ < n andα ∈ U. Then there exists a
closed subinterval I of U containingα such that|I | = ǫ/n and

|D(n, β)| ≥ |D(n, α)| − ǫ (6.1)

for everyβǫI.
38

Proof. We distinguish three cases. �

Case I. |D(n, α)| ≤ ǫ. The lemma follows trivially, since now the right
hand side of (6.1) is≤ 0.

Case II. D(n, α) > ǫ. In this case we have

n− nα ≥ z(n, α) − nα = D(n, α) > ǫ,

whence
α < 1− ǫ

n
.
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Let I be the interval

α ≤ β ≤ α + ǫ
n
.

Observe thatI ⊆ U with |I | = ǫ
n, and forβ ∈ I we have

|D(n, β)| ≥ z(n, β) − nβ

≥ z(n, α) − nα + n(α − β)

≥ |D(n, α)| − ǫ.

Case III. D(n, α) < −ǫ. We now have

nα ≥ nα − z(n, α) = −D(n, α) > ǫ,

whence
α >

ǫ

n
.

We takeI to be the interval

α − ǫ
n
≤ β ≤ α.

ThenI ⊆ U with |I | = ǫ
n, and forβ ∈ I ,

|D(n, β)| ≥ nβ − z(n, β)

≥ nα − z(n, α) − n(α − β)

≥ |D(n, α)| − ǫ.

39

Proof of Theorem 6A.It is sufficient to proof the following:There exists
a nested sequence I1 ⊇ . . . ⊇ Im ⊇ . . . of closed intervals and positive
integers n1 < . . . < nm < . . ., such that for everyβ ∈ Im,

|D(nm, β)| ≥ 1
2000

lognm.

(Since
∞
⋂

m=I
Im , φ chooseαǫ

∞
⋂

m=I
Im. Then |D(nm, α)| ≥ lognm

2000 for

everym.
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So Theorem 6A follows).
The proof is by induction onm. If m = 1, takeI1 = U, n1 = 1,

and the desired inequality holds trivially. Suppose thatI1, . . . , Im−1 and
n1, . . . , nm−1 are already constructed. LetI ′m−1 by the subinterval ofIm−1

with |I ′m−1| =
1
2 |Im−1| and with the same midpoint asIm−1. Chooses so

large that
6−s ≤ |I ′m−1|. (6.2)

Further chooset so large that

t > s, t > 250nm−1. (6.3)

Let β be the left and points ofI ′m−1. LetT be the interval of integers
n with 0 < n ≤ 6s+t. We now apply Lemma 5D and obtain

1
6t

6t
∑

j=1

h(T , β + j6−s−t) >
t

120
.

By (6.2),
β + j6−s−t ∈ I ′m−1 (1 ≤ j ≤ 6t).

Hence there exists anα ∈ I ′m−1 with 40

h(T , α) >
t

120
.

There exists ann ∈ T , 0 < n ≤ 6s+t, with

|D(n, α)| > t
240

.

Now α lies in the interior ofIm−1. Hence if we chooseǫ > 0 suf-
ficiently small and apply Lemma 6B, we see the existence of a closed
subintervalIm of Im−1 such that

|D(n, β)| > t
250

, (6.4)

for everyβǫIm. Since|D(n, β)| ≤ n, (6.3) and (6.4) yield

n >
t

250
> nm−1.
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Setnm = n. It follows from (6.3) and (6.4), that for everyβ ∈ Im

|D(nm, β)| > t
250

>
s+ t
500

≥
log6 nm

500
≥ lognm

2000
.

This completes our inductive construction.

Theorem 6C.For almost everyα,

lim sup
n→∞

D(n, α)
log logn

>
1

2000
.

This is stronger than in a paper by W. M. Schmidt [21]. It is an
open problem whether log logn may be replaced by a faster increasing
function, perhaps even by logn.

Proof. For k = 1, 2, . . . , the intervalsu
k! ≤ x ≤ (u+1)

k! with u = 0, 1, . . . ,
(k! − 1) will be called interval of order k. Given any intervalI , the
subinterval with the same midpoint asI and with length1

2 |I | will be
denoted byI ′. �

Let k be a fixed large integer; sayk > k0 = 100. PutN = N(K) = k!.41

Let Ik−1 be an interval of orderk − 1. Chooseswith 6s−1 ≤ 2(k − 1)! ≤
6s. Let t be such that 6s+t ≤ N(k) < 6s+t+1. Then t ≥ 1 in view of
k > 100 > 72. Letβ be the left end point ofI ′k−1. Denote byT the
interval 0< n ≤ 6s+t. By Lemma 5D, we obtain

1
6t

6t
∑

j=1

h(T , β + j6−s−t) ≥ t
120

.

Observe thatβ + j6−s−t ∈ I ′k−1(0 < j ≤ 6t), since j6−s−t ≤ 6−s ≤
1

2(k−1)! . Hence there is aβ0 ∈ I ′k−1 and an integern, 0 < n ≤ 6s+t ≤ N,
with

|D(n, β0)| ≥ t
240

.

By Lemma 6B withǫ = 2, there is an intervalI of length ǫ
n ≥

2
k!

containingβ0, such that

|D(n, α)| ≥ t
240
− 2,
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for everyα ∈ I . Sincek is large,I ≤ Ik−1. Now |I | ≤ 2
k! , and thereforeI

and a fortioriIk−1 contains a subintervalIk of orderk having

|D(n, α)| ≥ t
240
− 2,

for everyα ∈ Ik. Now

6t = 6s+t+1−s−1 ≥ N(k)
1

62.2(k − 1)!
=

k
72

and
log N(k) ≤ k logk ≤ k2.

Hence for everyα ∈ Ik,

|D(n, α)| ≥ 1
240

log6(
k
72

) − 2 >
1

1000
logk ≥ 1

2000
log logN(k) (6.5)

≥ 1
2000

log logn.

For every intervalIk−1 of order k − 1(≥ k0 − 1), we may select a42

subintervalIk of orderk with the property (6.5). Denote the union of the
intervalsIk so obtained byE(k). Let α be such that it lies in infinitely
many of the setsE(k0),E(k0 + 1), . . .. Then the inequality

|D(n, α)| ≥ 1
2000

log logn

holds for infinitely manyn. Hence Theorem 6C is proved if we can show
that almost everyα lies in infinitely many of the setsE(k0),E(k0+1), . . ..

For every natural numberK ≥ k0, let TK be the complement of
⋃

k≥K
E(k). It is sufficient to prove thatµ(TK) = 0 for everyK (µ denotes

the Lebesgue measure). But this is so, since

µ(TK) =
∞
∏

k=K

(1− µ(Ek)) =
∞
∏

k=K

(1− 1
k

) = 0.

This proves Theorem 6C.
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7 The Scarcity of Intervals With Bounded Error

Recall that forα ∈ U, D(n, α) = z(n, α) − nα. Put

E(α) = sup
n
|D(n, α)|,

where the supremum is taken over all positive integersn. For every
non-negativeK , let S(K) be the set of all thoseα ∈ U which have
E(α) ≤ K .

Let S(∞) consist ofα in U with E(α) < ∞. Clearly,

S(∞) =
∞
⋂

K=0

S(K).

We shall prove thatS(∞) is at most countable.
Thederivativeof a setS of real numbers is the collection of the limit

points of S. It will be denoted byS(1). Define inductively

S(d) = (S(d−1))(1) (d = 2, 3, . . .).

For convince, we shall writeS(0) for S.43

Theorem 7A. (W. M. Schmidt [24]) Suppose that d> 4K . Then

(S(K))(d) = φ,

i. e., the empty set.

In view of the following lemma, Theorem 7A implies thatS(∞) is
at most countable.

Lemma 7B.Suppose that S is a set of real numbers having S(d) = φ

for some d. Then S is at most countable and is nowhere dense.

Proof. We claim that for any setA of real numbers, the set theoretic
differenceB = A − A(1) is at most countable. Denote byS the collec-
tion of all the open intervalsN with rational end points. Note thatS is
countable. Further observe that forx in B, there exists an intervalNx of
S with Nx ∩ B = x. For distinctx1, x2 in B, the intervalsNx1,Nx2 are
distinct. This shows thatB is countable, sinceS is so. �
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We haveA = (A−A(1))∪(A∩A(1)). Hence ifA(1) is at most countable,
then so isA. Hence ifS(d) = φ, thenS is at most countable.

Now suppose thatA(1) is nowhere dense. Then every intervalI con-
tains a closed subintervalJ1 with J1 ∩ A(1) = φ. ThenJ1 ∩ A is finite.
Thus there is a subintervalJ of J1 with J ∩ A = φ. ThusA is nowhere
dense. More generally, ifA(d) is nowhere dense, then so isA. If S(d) = φ,
thenS is nowhere dense.

COROLLARY. For every non-negativeK , S(K) is at most countable
and is nowhere dense. The setS(∞) is at most countable.

For I ⊆ U, set

D(n, I ) = z(n, I ) − n|I |,
E(I ) = sup

n
|D(n, I )|.

44

We may callE(I ) theerror of I.

Theorem 7C∗. (W. M. Schmidt [26].) The lengths of all the intervals I
with finite error E(I ) form at most a countable set7.

The above Theorem does not give any information about the car-
dinality of the set of intervalsI with E(I ) < ∞. It has the power of
continuum in the following case.

Theorem 7D∗. Letα be an irrational number. Consider the sequence

{α}, {2α}, . . . .

ThenE(I ) is finite if and only if I = {kα} for some non-zero integer
k.

The “if” part is due toA. Ostrowski [17]. The “only if” part was
shown by H. Kesten [11]8.

7see remark on page 54.
8Addded June 1976. H.Furstenberg, H. Keynes and L. Shapiro (Prime flows in

topological dynamics, Israel J. Math, 14(1) (1973), 26-38)and G. Halász (Remarks on
the remainder in Birkhoff Ergodic Theorem (preprint)) proved this with ergodic theorey.
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A proof of the “if” part is as follows. More generally, we shall
consider the sequence

{α + β}, {2α + β}, . . . .

Because of the arbitrary parameterβ, it will be sufficient to deal
with the case whenI is of the type 0≤ x < {kα}. We may assume that
0 < {kα} < 1. Further we may assume thatk > 0 : For if k < 0, put
k = −k′, k′ > 0. Then the length of the complementI ′ of I in U is equal
to {k′α}, since{kα} + {k′α} = 1. We haveE(I ) = E(I ′), so thatE(I ) is
finite if E(I ′) is finite, and in particularE(I ) is finite if the ‘if’ part of the45

theorem is true fork′ > 0.
Consider thek sequence

{α + β}, {(k+ 1)α + β}, . . . ,

{2α + β}, {(k+ 2)α + β}, . . . ,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

{kα + β}, {2kα + β}, . . . .

It is sufficient to prove thatE(I ) is finite for each of these sequences.
In each of these sequences, the common differences of the arithmetic
progression iskα. Since|I | = {kα}, we may replaceα by kα and see that
it will suffice to prove the assertion in the special case when|I | = {α},
i. e. the special casek = 1. Thus the problem reduces to showing that
E(I ), with I : 0 ≤ x < α, is finite for the sequence

{α + β}, {2α + β}, . . . .

Observe that

z(n, I ) = the number ofk, 1 ≤ k ≤ n, with {kα + β} < α
= the number of integersm andk, 1 ≤ k ≤ n, satisfying the

inequality

0 ≤ kα + β −m< α.

Any m satisfying this inequality with 1≤ k ≤ n must satisfy

β < m≤ nα + β.
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For everym, there exists a unique integerk satisfying the first in-
equality.

Moreover ifmsatisfies the second inequality, then this integerk sat-
isfies 1≤ k ≤ n. Hencez(n, I ) is equal to the number of integersm
satisfying the second inequality, and|z(n, I ) − nα| ≤ 1.

Therefore|D(n.I )| ≤ 1 for every integern, andE(I ) ≤ 1. 46

This proves the ‘if’ part of Theorem 7D. The more difficult ‘only if’
part will not be proved here.

Denote byU0 the open unit interval 0< x < 1. BY a neighbour-
hood, we shall always mean an open interval contained inU0. For the
proof of Theorem 7A, we shall need several lemmas.

Lemma 7E.Letα ∈ U0 andǫ > 0 be given. Then there exists a neigh-
bourhood A ofα, and an integer p, such that for anyβ ∈ A and for any
interval T of integers withℓ(T ) ≥ p,

h(T , β) ≥ 1
2
− ǫ.

Proof. Assume at first that 0< α ≤ 1
2. Put

p =

[

1
α

]

+ 1.

Consider the numbers

α, 2α, . . . , pα.

Every numberψ with α
2 ≤ ψ ≤ (p + 1

2)α has a distance≤ α
2 from

(at least) one of thesep numbers. Hence it has a distance≤ 1
4. Thus for

everyψ with α
2 ≤ ψ ≤ (p + 1

2)α, there is an integern, 1 ≤ n ≤ p, such
that |nα − ψ| ≤ 1

4. �

Sinceα
2 ≤ ψ ≤ (p+ 1

2)α has lengthpα > 1, the translations of this
interval by integers cover the real line. Therefore for any real numberψ,
there exist integersn, m with 0 < n ≤ p and|nα −m− ψ| ≤ 1

4. Further
the restriction 0< α ≤ 1

2 can be removed, since for1
2 < α ≤ 1, there

exist integersn, m′ such that 0< n ≤ p and|n(1− α) −m′ + ψ| ≤ 1
4, i.e.

|nα −m− ψ| ≤ 1
4, with m= n−m′.
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Let A consist ofβ ∈ U0 with p|β − α| < ǫ
2. For every real number

ψ, there are integersn, m, 0 < n ≤ p, such that|nβ − m− ψ| < 1
4 +

ǫ
2

holds for allβ ∈ A, since|nα −m− ψ| ≤ 1
4 and 0< n ≤ p, implies that

|nβ −m− ψ| < 1
4 +

ǫ
2 for β ∈ A. Now sinceψ is arbitrary, we see that for47

everyψ, there are integersn, m, 0 < n ≤ p, having 0< nβ −mψ < 1
2 + ǫ

for everyβ ∈ A. Hence for every intervalT with ℓ(T ) ≥ p, everyβ ∈ A
and everyψ, there are integers n,m with n∈ T and

0 < nβ −m− ψ < 1
2
+ ǫ.

Forβ ∈ A and an intervalT with ℓ(T ) ≥ p, choose integersn ∈ T
andm such that

0 < nβ −m+ g−(T , β) <
1
2
+ ǫ. (7.1)

Then
z(n, β) = D(n, β) + nβ ≥ g−(n, β) + nβ > m.

Therefore
z(n, β) ≥ m+ 1. (7.2)

Combining (7.1) and (7.2), we obtain

h(T , β) = g+(T , β) − g−(T , β)

≥ D(n, β) − g−(T , β)

= z(n, β) − nβ − g−(T , β)

> m+ 1−m− 1
2
− ǫ

=
1
2
− ǫ.

This is true for everyβ ∈ A. Lemma 7E is proven.

Lemma 7F.Suppose that0 < ǫ < 1 and q≥ 1 is an integer. Suppose
that α, β ∈ U0 with 0 < |α − β| < ǫ

8q. Then there is an integer p and
there are neighbourhoods A ofα, B ofβ with the following property: If
T is an interval withℓ(T ) ≤ p and ifγ ∈ A, δ ∈ B, then there exist
subintervalsR,R′ of T with ℓ(R) = ℓ(R′) = q and48

g−(R, γ, δ) − g+(R′, γ, δ) > 1− ǫ.
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Proof. We may assume thatα < β. Putp0 =
1

β−α +1. By an argument as
in the proof of Lemma 7E, one sees that for every real numberψ, there
exist integersn, m, 1 ≤ n ≤ p0, such that

|n(β − α) −m− ψ| ≤ 1
2
|β − α| < ǫ

8
.

Let A consist ofγ ∈ U0 with

|γ − α|max(q, p0) <
ǫ

16
,

and B ofδ ∈ U0 with

|δ − β|max(q, p0) <
ǫ

16
.

�

Then for everyγ ∈ A andδ ∈ B, and for everyψ, there are integers
n, mwith 0 < n ≤ p0 and

|n(δ − γ) −m− ψ| < ǫ

4
.

Now sinceψ is arbitrary, it follows that for everyγ ∈ A, everyδ ∈ B
and everyψ, there exist integersn, m, 0 < n ≤ p0, with

0 < n(δ − γ) −m− ψ < ǫ

2
.

Here the condition 0< n ≤ p0 may be replaced byn ∈ T , whereT
is a given interval withℓ(T ) ≥ p0.

Suppose thatT◦ is any interval withℓ(T◦) ≤ p0. Let γ ∈ A and
δ ∈ B be fixed. Choosen′0 ∈ T◦ with

g−(T◦, γ, δ) = D(n′0, γ, δ).

Choose integersn0 ∈ T◦ andm such that

0 < n0(δ − γ) −m+ g−(T0, γ, δ) <
ǫ

2
. (7.3)
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Then

z(n0, δ) − z(n0, γ) = D(n0, γ, δ) + n0(δ − γ)

≥ g−(T◦, γ, δ) + n0(δ − γ)

> m.

Therefore49

z(n0, δ) − z(n0, α) ≥ m+ 1 (7.4)

Combining (7.3) and (7.4), we obtain

D(n0, γ, δ) − D(n′0, γ, δ) ≥ m+ 1− n0(δ − γ) − g−(T◦, γ, δ)

> m+ 1−m− ǫ
2

= 1− ǫ
2

(7.5)

Now put
p = p0 + 2q.

Suppose thatT is an interval withℓ(T ) ≥ p. Let T◦ be the in-
terval obtained fromT by cutting off segments of lengthq on either
side. Then clearlyℓ(T0) ≥ p0. Hence there exist integersn0, n′0 ∈ T◦
satisfying (7.5). Set

R : n0 < n ≤ n0 + q andR′ : n′0 − q < n′ ≤ n′0.

It is clear that

ℓ(R) = ℓ(R′) = q andR,R′ ⊆ T .

For everyn ∈ R we have

D(n, γ, δ) − D(n0, γ, δ) ≥ −(n− n0)(δ − γ)

≥ −q(δ − α) > − ǫ
4
, (7.6)
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sinceγ ∈ A, δ ∈ B has

|γ − δ| ≤ |γ − α| + |α − β| + |β − δ| < ǫ

16q
+

ǫ

8q
+

ǫ

16q
=

ǫ

4q
.

Similarly, for everyn′ ∈ R′, we have

D(n′0, γ, δ) − D(n′, γ, δ) > − ǫ
4
. (7.7)

Adding (7.5), (7.6) and (7.7), we get

D(n, γ, α) − D(n′, γ, δ) > 1− ∈ .

50

This holds for everyn ∈ R and everyn′ ∈ R′. Lemma 7F follows
immediately

Lemma 7G.Suppose thatθ1, . . . , θt ∈ U0 and belong to the deriva-
tive R(1) of some set R of real numbers. Let D1, . . . ,Dt be respec-
tive neighbourhoods ofθ1, . . . , θt. Let ∈> 0 and an integer q≥ 1 be
given. Then there exist numbersα1, β1, . . . , αt, βt of R such thatα1, β1 ∈
D1, . . . , αt, βt ∈ Dt, there exist neighbourhoods A1, B1, . . . ,At, Bt of α1,

β1, . . . , αt, βt, respectively, with A1, B1 ⊆ D1, . . . ,At, Bt ⊆ Dt, and there
exists an integer r with the following property : IfT .T ′ are inter-
vals withℓ(T ) ≥ r, ℓ(T ′) ≥ r and if γ1, δ1, . . . , γt, δt lie in A1, B1, . . .,
At, Bt, respectively, then there are subintervalsR ⊆ T ,R′ ⊆ T with
ℓ(R) = ℓ(R′) = q and

h(R,R′, γi , δi) > 1− ∈ (i = 1, . . . , t).

We shall apply this lemma withT = T ′, but generality is necessary
to carry out the inductive proof.

Proof. Suppose at first thatt = 1. Thenθ1 ∈ R(1), a neighbourhood
D1 of θ1, ∈> 0 and an integerq ≥ 1 are given. We may suppose that
0 <∈< 1. Sinceθ1 ∈ R(1), there exist elementsα1, β1 ∈ R∩ D1 with 0 <
|α1 − β1| < ǫ

8q. We now apply Lemma 7F. There exist neighbourhoods
A1 of α1, B1 of β1, and an integerp as follows: IfT is an interval with
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ℓ(T ) ≥ p and ifγ1 ∈ A1, δ1 ∈ B1, then there exist intervalsR1,R2 ⊆ T
such thatℓ(R1) = ℓ(R2) = q and

g−(R1, γ1, δ1) − g+(R2, γ1, δ1) > 1− ǫ (7.8)

We may chooseA1, B1 such thatA1, B1 ⊆ D1. �

Let T ′ be another interval withl(T ′) ≥ p. By applying Lemma 7F51

again, we conclude that these existR′1,R
′
2 ⊆ T ′ with ℓ(R′1) = ℓ(R′2) = q

and
g−(R′1, γ1, δ1) − g+(R′2, γ1, δ1) > 1− ǫ. (7.9)

From (7.8) and (7.9) it follows that either

g−(R1, γ1, δ1) − g+(R′2, γ1, δ1) > 1− ǫ

or
g−(R′1, γ1, δ1) − g+(R2, γ1, δ1) > 1− ǫ.

Therefore

eitherh(R1,R
′
2, γ1, δ1) > 1− ǫ or h(R2,R

′
1, γ, δ) > 1− ǫ.

In the first case putR = R1,R
′ = R′2, and in the second case out

R = R2,R
′ = R′1.

Hence
h(R,R′, γ1, δ1) > 1− ǫ.

Thus the lemma is proved fort = 1 with r (1) = p.
We now shall do the inductive step fromt − 1 to t. Suppose we

are givenθ1, . . . , θt ∈ R(1) with respective neighbourhoodsD1, . . . ,Dt,
ǫ > 0 and an integerq ≥ 1. By induction hypothesis there exist
α1, β1, . . . , αt−1, βt−1 and an integerr (t−1) satisfying the conclusions of
the lemma. Therefore ifT andT ′ are intervals withℓ(T ), ℓ(T ′) ≥
r (t−1) and if γ1 ∈ A1, δ1 ∈ B1, . . . , γt−1 ∈ At−1, δt−1 ∈ Bt−1, then there
existR ⊆ T , R′ ⊆ T ′ with ℓ(R) = ℓ(R′) = q and

h(R,R′, γi , δi) > 1− ∈ (i = 1, . . . , t − 1). (7.10)

Apply the caset = 1 of the lemma toθt, Dt and tor (t−1) in place ofq.52
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There existαt, βt of R with respective neighbourhoodsAt, Bt ⊆ Dt and
an integerr (t) with the following property: IfT andT ′ are intervals
with ℓ(T ), ℓ(T ′) ≥ r−(1) and if γt ∈ At, δt ∈ Bt, then there existT0 ⊆
T .T ′

0 ⊆ T ′ with ℓ(T0) = ℓ(T ′
0 ) = r t−1, such that

h(T0,T
′

0 , γt, δt) > 1− ǫ. (7.11)

Sinceℓ(T0) = ℓ(T ′
0 ) = r (t−1), and by the caset − 1 discussed above,

there exist subintervalsR ⊆ T0, R′ ⊆ T ′
0 with ℓ(R) = ℓ(R′) = q,

satisfying (7.10). We also haveh(R,R′, γt, δt) > 1− ∈ by (7.11). The
proof of Lemmas 7G is complete.

Lemma 7H. Let∈> 0 and an integer d≥ 0 be given. Let R be a set of
real numbers such that R(d) has non - empty intersection with U0. Then
there exist w= 2d elementsλ1, . . . , λw of R contained in U0, with re-
spective neighbourhoods L1, . . . , Lw, and there exists an integer p, such
that if T is any interval withℓ(R) ≥ p and ifµ1 ∈ L1, . . . , µw ∈ Lw,
then

1
w

w
∑

j=1

h(T , µ j) >
1
2

(d + 1)− ǫ.

Proof. The proof is by induction ond. Whend = 1, our lemma reduces
to Lemma 7E. (Putw = 1, λ1 = α ∈ R, L1 = A). Assume the truth of
the lemma ford − 1; we shall proceed to prove it ford. �

Put t = 2d−1. Apply the cased − 1 of the lemma toR(1). Therefore
aret elementsθ1, . . . , θt of R(1) contained inU0, with respective neigh-
bourhoodsD1, . . . ,Dt. and there is an integerp(d−1), so that ifT◦ is an
interval withℓ(T◦) ≥ p(d−1) and ifη1 ∈ D1, . . . , ηt ∈ Dt, then

1
t

t
∑

j=1

h(T0, η j) >
1
2

d − ǫ
2
. (7.12)

Apply Lemma 7G toθ1, . . . , θt andR, to q = p(d−1) and toD1, . . . , 53

Dt. There exist elementsα1, β1, . . . , αt, βt of R with respective neigh-
bourhoodsA1, B1 ⊆ D1, . . . ,At, Bt ⊆ Dt and an integerr, so that ifT
is an interval withℓ(T ) ≥ r, then there exist intervalsR,R′ ⊆ T with
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ℓ(R) = ℓ(R′) = pd−1, such that for anyγ1 ∈ A1, δ1 ∈ B1, . . . , γt ∈
At, δt ∈ Bt, we have

h(R,R′, γi , δi) > 1− ǫ
2

(i = 1, . . . , t).

An application of Lemma C yields

h(T .γi) + h(T , δi)

> 1− ǫ
2
+

1
2

(h(R, γi ) + h(R, δi ) + h(R′, γi) + h(R′, δi)) (i = 1, . . . , t).

Taking the sum of these inequalities for 1≤ i ≤ t and dividing by
2t, we get

1
2t















t
∑

i=1

h(T , γi) +
t

∑

i=1

h(T , δi)















>
1
2
− ǫ

4
+

4
4t

(t(
1
2

d − 1
2
ǫ)) >

1
2

(d + 1)− ǫ,

sinceℓ(R) = ℓ(R′) = p(d−1), γi ⊆ Ai ⊆ Di , δi ∈ Bi ∈ Di(1 ≤ i ≤ t), and
so (7.12) is valid for each of the four sums

t
∑

i=1

h(R, γi),
t

∑

i=1

h(R, δi ),
t

∑

i=1

h(R′, γi),
t

∑

i=1

h(R′, δi).

Hence Lemma 7H is true withp = r and

λ1 = α1, . . . , λt = αt, λt+1 = β1, . . . , λw=2t = βt,

L1 = A1, . . . , Lt = At, Bt+1 = B1, . . . , Lw=2t = Bt.

Proof of Theorem 7A.The proof is by contradiction. Suppose that
S(d)(K) , φ whered > 4K . Put d1 = d − 1. ThenS(d1)(K) has a
non-empty intersection withU0. Put∈= 1

2d − 2K > 0. By Lemma 7H
there is an elementλ ∈ S(K) and an intervalT with54

h(T , λ) >
1
2

(d1 + 1)− ǫ.
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So there exists an integern ∈ T with

|D(n, λ)| > 1
4

(d1 + 1)− ǫ
2
= K .

Thus
E(λ) > K .

which contradicts the fact thatλ ∈ S(K). This completes the proof of
Theorem 7A.

The restrictiond > 4K can be replaced somewhat relaxed, but it
can-not be replaced byd ≥ K − 1. We shall now show that for the Van
der Corput sequence (see§ 1), S(d)(d + 1) , φ.

For every non-negative integerd, define a setRd as follows:

Rd =



























0, if d = 0

0 and the collection of all the numbers 2−g1 + . . . + 2−gt ,

with 0 < t ≤ d and 0< g1 . . . < gt, if d , 0.

Observe thatRd is precisely the collection of the numbers of [0, 1)
which have at mostd “ones” in their dyadic expansion. Letα ∈ Rd with
d , 0. Consider the interval 0≤ x < α. It is the disjoint union of at
mostd elementary intervals, in the sense defined in§ 1.

It was shown in§ 1 that|D(n, I )| ≤ 1(n = 1, 2, . . .), i.e., thatE(I ) ≤ 1
for elementary intervalsI . The interval 0≤ x < α with α ∈ Rd, being
the union of at mostd elementary intervals, has error≤ d, and since the
elements of the Van der Corput sequence are distinct, the closed interval
0 ≤ x ≤ α has error≤ d + 1. Thus

|D(n, α)| ≤ d + 1 (n = 1, 2, . . .).

55

This is true for everyα ∈ Rf , so that

Rd ⊆ S(d + 1).

It is easy to check that

R(1)
d = Rd−1, (d = 1, 2, . . .),
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whence
R(d)

d = R0 = {0} , φ.

SinceR(d)
d ⊆ S(d)(d + 1), we obtain

S(d)(d + 1) , φ.

We finally mention that Theorem 7C∗ can be generalized tok dimen-
sions: The volumes of the boxesB with finite errorE(B) from at most a
countable set. This result is complemented by

Theorem 7I∗. Suppose k> 1. There is a sequence x
1
, x

2
, . . . in Uk, such

that for everyµ in 0 ≤ µ ≤ 1, there is a convex set S in Uk with measure
µ(S) = µ and with E(S) ≤ 1

2.

This last result was generalized byH. Niederreiter [15].



Chapter 2

The Method of Integral
Equations

1 A Theorem on Balls

Let p
1
, . . . , p

N
, be points inUk, all of whose coordinates are less than56

1. A point ℓ in k-dimensional spaceRk will be called aninteger point
if all its coordinates are integers. Integer points will be denoted by
ℓ, ℓ

1
, ℓ

2
, . . .. Denote byP the set of pointsp

i
+ ℓ, 1 ≤ i ≤ n, where

ℓ runs over all the integer points. ThusP is a “periodic” set. LetA be
a bonded set with volumeµ(A). Write

z(A) for the number of points ofP in A,

and
D(A) = z(A) − Nµ(A).

Call D(A) the ‘error’. LetK(r, c) be the ball with radiusr and centre
c, i. e. the set of all the pointsx with |x− c| ≤ r. Put

z(r, c) = z(K(r, c)),D(r, c) = D(K(r, c)), µ(r) = µ(K(r, c)).

Set

E(r, s) =
∫

Uk
D(r, c)D(s, c)dc.

55
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Theorem 1A (W. M. Schmidt [22]). Let k > 0, ǫ > 0. Supposeδ > 0
satisfies Nδk > Nǫ . Then

∫ δ

0
r−1E(r, r)dr ≫ (nδk)

1−
1
k
−ǫ
,

where the constant implied by≫ depends on k andǫ, but is independent
of N andδ.

Theorem 1B.Let k, ∈, δ be as in Theorem 1A. Then there exists a ball
K(r, c) with r ≤ δ and

|D(r, c)| ≫ (nδk)
1
2−

1
2k−ǫ ,

where the constant implied by≫ depends on k andǫ, but is independent57

of N andδ.

According to Theorem 1B, there exists a ball with ‘error’ very large
as compared with that of boxes with sides parallel to the axes. We recall:
Roth proved (see Chapter I,§ 2), that there exists a boxB with sides
parallel to the axes contained inUk with

|D(B)| > c(log N)
k−1

2 .

On the other hand, there are distributions ofN points such that
|D(B)| < c′(logN)k−1 (see Chapter I,§ 2).

Remarks.

(i) If δ andk are fixed, the hypotheses of Theorem 1A and Theorem
1B are satisfied for largeN. On the other hand, we can allowδ to
be small, namely as small asδk = N−1+2ǫ , and still we get a lower
bound which tends to infinity withN.

(ii) The ball K(r, c) of Theorem 1B is not necessarily contained inUk.

(iii) One would like to ask if there exists a ball with positive D(r, c) and
with

D(r, c)≫ (Nδk)
1
2−

1
2k−ǫ ,
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or a ball with negativeD(r, c) and with

−D(r, c) ≫ (Nδk)
1
2−

1
2k−ǫ .

(iv) We do not know what would be the best possible exponent inthe
estimate of Theorem 1B, Using probabilistic methods, one sees
the existence of pointsp

1
, . . . , p

N
with

|D(r, c)| ≪ N
1
2+ǫ , if r ≤ 1.

(See, e.g., W. Philipp [18].) 58

We shall prove that Theorem 1A implies Theorem 1B.For this we require
the following:

Lemma 1C.

|E(r, s)| ≪ N2 max(rksk,min(rk, sk)).

Remark . Here and later, the constant in≪ depends onk andǫ, but is
independent ofn, δ.

Proof. Note that

|E(r, s)| ≤
∫

Uk
(z(r, c) + Nµ(r))(z(s, c) + Nµ(s))dc.

�

Observe that

z(s, c)≪ N max(1, sk),
∫

Uk
z(s, c)dc= Nµ(s) ≪ Nsk. (1.1)

Using these relations, we obtain

|E(r, s)| ≪ N max(1, rk)
∫

Uk
(z(s, c) + Nµ(s))dc
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≪ N max(1, rk)Nsk

= N2 max(sk, rksk).

Since|E(r, s)| is symmetric inr ands, we also obtain

|E(r, s)| ≪ N2 max(rk, rksk).

Hence
|E(r, s)| ≪ N2 max(rksk,min(rk, sk)).

This proves Lemma 1C.
The proof that Theorem 1A implies Theorem 1B runs as follows.If59

Nδk ≪ 1, take a ball with centrep
i
and very small radiusr. Then

|D(r, c)| ≥ |z(r, c)| − |Nµ(r)|

≥ 1− 1
2
=

1
2
≫ (Nδk)

1
2−

1
2k−ǫ .

So we may assume thatNδk > c′, wherec′ is a large positive con-
stant depending only onk andǫ. Put

η = N−2/k

Thenη < δ, sinceNηk = N−1 ≤ Nǫ < Nδk. By Lemma 1C,

∫ η

0
r−1E(r, r)dr ≪ N2

∫ η

0
rk−1dr ≫ N2ηk = 1. (1.2)

From Theorem 1A and (1.2), we obtain

∫ δ

η

r−1E(r, r)dr ≫ (Nδk)1− 1
k−ǫ , (1.3)

if c′ is large enough. Notice that

∣

∣

∣

∣

∣

∣

∫ δ

η

r−1E(r, r)dr

∣

∣

∣

∣

∣

∣

≤ (max
η≤r≤δ

|E(r, r)|)
∫ δ

η

r−1dr. (1.4)
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But
∫ δ

η

r−1dr = log(
δ

η
) = log(δN2/k)

=
1
k

log(δkN,N)

≪ log(δkN) ≪ (δkN)ǫ (1.5)

sinceδkN > Nǫ and sinceNδk is large. Combining (1.3), (1.4), (1.5), we
conclude that there is anr with η ≤ r ≤ δ and

|E(r, r)| ≫ (Nδk)1− 1
k−ǫ .

Hence there exists ac ∈ Uk such that

|D(r, c)| ≫ (Nδk)
1
2−

1
2k−

ǫ
2 .

60

Thus Theorem 1B is true.

2 Setting up an Integral Equation

Let k be an integer> 1. Put

ν =















1, if k is odd,

0, if k is even.

Let 0 < α < 1, and letβ be such thatα + β = 1 + ν. Assume that
δ > 0. Put

A =
∫ 1

0

∫ 1

0
r+s≤1

E(δr, δs)|r − s|−α|r + s|−βdr ds.

We shall show that

|A| ≪
∫ δ

0
E(r, r)r−1dr, (2.1)
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where the constant implied by≪ depends only onα andk. Note that

|2E(r, s)| ≤
∫

Uk
2|D(r, c)D(s, c)|dc

≤
∫

Uk
(D2(r, c) + D2(s, c))dc

= E(r, r) + E(s, s).

Therefore

|A| ≤ 1
2

∫ 1

0

∫ 1

0
r+s≤1

(E(δr, δr) + E(δs, δs))|r − s|−α|r + s|−βdr ds.

Since|r − s|−α|r + s|−β is symmetric inr ands, we have

|A| ≤
∫ 1

0

∫ 1

0
r+s≤1

E(δr, δr)|r − s|−α|r + s|−βdr ds

=

∫ 1

0
E(δr, δr)r−νdr

∫ 1
r −1

0
|1− t|−α|1+ t|−βdt,

by introducing a new variablet given bys = rt. For 0< r ≤ 1, observe61

that the inner integral

∫ 1
r −1

0
|1− t|−α|1+ t|−βdt≪



























1, if α + β = 1+ ν = 2,

1, if 1 + ν < 2 and1
r ≤ 10,

log 1
r , if 1 + ν = 1 and1

r > 10.

So in general the above integral is

≪ (1+ log
1
r

)1−ν ≪ rν−1 (0 < r ≤ 1).

Hence

|A| ≪
∫ 1

0
E(δr, δr)r−1dr =

∫ δ

0
E(r, r)r−1dr,

and (2.1) is proved.
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Put

f (r, c; x) =















1, if xǫK(r, c),

0 otherwise,

so thatf (r, c; x) for fixed r, c is the characteristic function ofK(r, c).
Write

g(r, c; x) =
∑

ℓ

f (r, c; x+ ℓ),

where the sum is taken over all the integer pointsℓ. Notice thatf (r, c; x+
ℓ) = 0 except for finitely manyℓ. Further observe that

z(r, c) =
N

∑

i=1

∑

ℓ

f (r, c; p
i
+ ℓ) =

N
∑

i=1

g(r, c; p
i
). (2.2)

Put
ω(x, y) = min

ℓ
|x− y− ℓ|.

where the minimum is taken over all the integer points. We could inter-
pretω as the “distance modulo 1” ofx andy. Denote byK(r, s, ω) the

volume of the intersection of two balls with radiir ands, whose centres62

have distanceω. We shall show that if r and s are positive real numbers

with r + s<
1
2

, then

E(r, s) =
N

∑

i=1

N
∑

j=1

(K(r, s, ω)(p
i
, p

j
)) −

∫

Uk

∫

Uk
K(r, s, ω(x, y)dx dy).

(2.3)
We start by noting that

E(r, s) =
∫

Uk
D(r, c)D(s, c)dc

=

∫

Uk
(z(r, c) − Nµ(r))(z(s, c) − Nµ(s))dc

=

∫

Uk
(z(r, c)z(s, c))dc− N2µ(r)µ(s) (2.4)
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since

∫

Uk
z(r, c)dc=

N
∑

i=1

∑

ℓ

∫

Uk
f (r, c− ℓ; p

i
)dc=

N
∑

i=1

∫

Rk
f (r, c; p

i
)dc= Nµ(r).

From (2.2) and (2.4),

E(r, s) =
N

∑

i=1

N
∑

j=1

(
∫

Uk
g(r, c; p

i
)g(s, c; p

i
)dc− µ(r)µ(s)) (2.5)

The integral
∫

Uk
g(r, c′x)g(s, c; y)dc

is periodic inx andy. (That is, the integral remains unchanged ifx and

y are replaced byx + ℓ
1

andy + ℓ
2
, respectively). Therefore to study

the integral we may assume thatx = (x1, . . . , xk), y = (y1, . . . , yk) satisfy

|xi − yi | ≤
1
2

(1 ≤ i ≤ k). Observe that

∫

Uk
g(r, c; x)g(s, c; y)dc=

∫

Uk

∑

ℓ
1

∑

ℓ
2

f (r, c− ℓ
1
; x) f (s, c− ℓ

2
; y)dc

=
∑

ℓ

∫

Uk
f (r, c− ℓ; x) f (s, c− ℓ; y)dc,

since if ℓ
1
= (ℓ11, . . . , ℓ1k), ℓ

2
= (ℓ21, . . . , ℓ2k), c = (c1, . . . , ck) and63

f (r, c− ℓ
1
; x) = f (s, c− ℓ

2
; y) = 1, then

|ci − ℓ1i − xi | ≤ r and|ci − ℓ2i − yi | ≤ s (1 ≤ i ≤ k).

So |ℓ1i − ℓ2i | ≤ r + s+ |xi − yi | <
1
2
+

1
2
= 1 (1 ≤ i ≤ k). which

implies thatℓ1i = ℓ2i for 1 ≤ i ≤ k, i.e. thatℓ
1
= ℓ

2
. Therefore

∫

Uk
g(r, c; x)g(s, c; y)dc=

∫

Rk
f (r, c; x) f (s, c; y)dc
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= K(r, s, |x− y|).

This holds if|xi − yi | ≤
1
2

(1 ≤ i ≤ k). In general we have

∫

Uk
g(r, c; x)g(s, c; y)dc= K(r, s, ω(x, y)) (2.6)

The last equation yields
∫

Uk

∫

Uk
K(r, s, ω(x, y))dx dy

=

∫

Uk

∫

Uk

∫

Uk
g(r, c; x)g(s, c; y)dc dx dy

=

∫

Uk
(
∫

Uk
g(r, c; x)(dx)(

∫

Uk
g(s, c; y)dy)dc

= µ(r)µ(s) (2.7)

since
∫

Uk g(r, c; x)dx=
∑

ℓ

∫

Uk f (r, c; x+ ℓ)dx=
∫

Rk f (r, c; x) = µ(r).

Combining (2.5), (2.6) and (2.7), we obtain (2.3).

Lemma 2A (Fundamental Lemma).Suppose that0 < δ <
1
2

. Suppose

f (r) is continuous in0 < r ≤ 1
2

with

| f (r)| ≪ r1−k−α as r→ 0,

and satisfies the integral equation

∫ 1
2

0
K(rδ, rδ, ω) f (r)dr =

∫ 1

0

∫ 1

0
r+s≤1

K(rδ, sδ, ω)
|r − s|α|r + s|β

dr ds (ω ≤ 0).

(2.8)

Then 64

∫ 1
2

0
E(δr, δr) f (r)dr =

∫ 1

0

∫ 1

0

E(δr, δs)
|r − s|α|r + s|β

.dr ds. (2.9)
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Proof. The lemma follows immediately from (2.3). All the functions
occurring in the integrals are summable. �

Remark. If (2.8) is true for someδ > 0, then (2.8) and (2.9) are true for
everyδ > 0. This is seen as follows. For a positive integerm, denote by

P∗ the set
1
m

P. DefineE∗(r, s) with reference toP∗. Notice that for

everyr, s> 0,

E∗
( r
m
,

s
m

)

= E(r, s), (2.10)

since the setP is periodic andD∗(
r
m
,

c

m
) = D(r, c),D∗(

s
m
,

c

m
)

= D(s, c).

Suppose that (2.8) is true for someδ > 0. Since for anyc > 0,
K(cr, cs, cω) = ckK(r, s, ω), (2.8) is true forcδ and hence for every

δ > 0. Now givenδ > 0, choose an integer in such thatδ/m<
1
2

. Then

by Lemma 2A,

∫ 1
2

0
E∗

(

δ

m
r,
δ

m
r
)

f (r)dr =
∫ 1

0

∫ 1

0
r+s≤1

E∗
(

δ
mr, δms

)

|r − s|α|r + s|β
dr ds,

which along with (2.10) gives (2.9).

3 Differentiating the Integral Equation

In view of the Remarks at the end of§ 2, we may restrict ourselves to
the equation (2.8) withδ = 1, i. e. to

∫ 1
2

0
f (r)K(r, r, ω)dr =

∫ 1

0

∫ 1

0
r+s≤1

K(r, s, ω)
|r − s|α|r + s|β

dr ds (ω ≥ 0). (3.1)

We shall determine a solutionf (r) of this integral equation. It is
sufficient to consider (3.1) for 0≤ ω < 1, since both sides of (3.1) are
zero whenω ≥ 1.

Further we may assume that 0< ω < 1, since both sides of (3.1)65
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are continuous functions ofω. In fact they satisfy a Lipschitz condition,
since

|K(r, s, ω) − K(r, s, ω′)| ≪ |ω − ω′|min(rk−1, sk−1), (3.2)

since
∫ 1

2

0
| f (r)|rk−1dr ≪ 1 (3.3)

by virtue of f (r) ≪ r1−k−α, and since

∫ 1

0

∫ 1

0
r+s≤1

min(rk−1, sk−1)
|r − s|α|r + s|β

dr ds≪ 1. (3.4)

Now suppose that|r−s| < ω < r+s. Let K(r, c), K(s, d) be balls with

|c−d| = ω. The boundaries ofK(r, c), K(s, d) intersect in a sphereSk−2.

Denote the radius ofSk−2 by e, the distance from the centre ofSk−2 to
c, d by a, b, respectively. (The reader might want to draw a sketch). We
have

a+ b = ω, a2 + e2 = r2 andb2 + e2 = s2.

Eliminatinga andb, we obtain

e2 =
1
4

(1− (r − s)2

ω2
)((r + s)2 − ω2).

We have

K(r, s, ω) = c1

∫ e

0
zk−2(

√

r2 − z2 +
√

s2 − z2 − ω)dz.

(The constantc1 and subsequent constantsc2, c3, . . . are positive and
depend only onk and onα). Since the integrand vanishes forz = e, we
obtain

∂

∂ω
K(r, s, ω) = −c1

∫ e

0
zk−2dz= −c2ek−1.

66
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All this holds for |r − s| < ω < |r + s|. Forω ≤ |r − s|, K(r, s, ω) is
independent ofω, and forω ≥ r + s, we haveK(r, s, ω) = 0. From all
this, it follows that

∂

∂ω
K(r, s, ω) =















−c2ek−1 if |r − s| < ω < r + s,

0 otherwise.

Now we differentiate both sides of (3.1) with respect toω. By (3.2),
(3.3) and Lebesgue’s Theorem on dominated convergence, (see e.g.,§
19 of [14]), the left hand side of (3.1) can be differentiated inside the
integral.

By (3.2), (3.3) and the dominated convergence Theorem, the same
can be done for the right hand side of (3.1). The derivative ofthe left
hand side of (3.1) is

−c2

∫ 1
2

ω/2
f (r)(r2 − ω

2

4
)(k−1)/2dr. (3.5)

The derivative of the right hand side of (3.1) is

−c2

∫ 1

0

∫ 1

0
|r−s|≤ω≤r+s≤1

(

1
4

(

1− (r−s)2

ω2

)

((r + s)2 − ω2)
)(k−1)/2

|r − s|α|r + s|β
dr ds.

Putx = r + sandy = |r − s|. The above integral becomes

− c3

(∫ 1

ω

(x2 − ω2)(k−1)/2x−βdx

) (∫ ω

0
(1− y2

ω2
)(k−1)/2y−αdy

)

= −c4ω
1−α

∫ 1

ω

x−β(x2 − ω2)(k−1)/2dx,

since substitutingy = tω we get
∫ ω

0

(

1− y2

ω2

)(k−1)/2

y−αdy= ω1−α
∫ 1

0
(1− t2)(k−1)/2t−αdt.

Hence after differentiation, the equation (3.1) becomes
∫ 1

2

ω/2
f (r)(r2 − ω

2

4
)(k−1)/2dr
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= c5ω
1−α

∫ 1

ω

x−β(x2 − ω2)(k−1)/2dx (o < ω < 1). (3.6)

67

Any solution of this integral equation is also a solution of (3.1), since
both sides of (3.1) are continuous and are zero forω = 1. Puttingω2 = t
in (3.6), we get

∫ 1
2

√
t

2

f (r)
(

r2 − t
4

)(k−1)/2
dr

= c5t(1−α)/2
∫ 1

√
t
x−β(x2 − t)(k−1)/2dx(0 < t < 1). (3.7)

We now differentiate (3.7)

m=

[

k
2

]

=
k− ν

2

times with respect tot. The left hand side becomes

c6(−1)m
∫ 1

2

√
t

2

f (r)
(

r2 − t
4

)(ν−1)/2
dr.

If on the right hand side we differentiatet(1−α)/2 preciselyi times,

and the integral
∫ 1√

t
x−β(x2 − t)(k−1)/2dx (m− i) times, we obtain

(−1)mc(0)
6 t(1−α)/2

∫ 1

√
t
x−β(x2 − t)(ν−1)/2dx

= (−1)mc(0)
6

∫ 1/
√

t

1
y−β(y2 − 1)(ν−1)/2dy if i = 0

and

(−1)mc(i)
6 t(1−α−2i)/2

∫ 1

√
t
x−β(x2 − t)(k−1−2m)/2dx

= (−1)mc(i)
6

∫ 1/
√

t

1
y−β(y2 − 1)(ν−1+2i)/2dy if 1 ≤ i ≤ m.
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Here all the constantsc(i)
6 are positive (0≤ i ≤ m). Hence (3.7)

becomes

∫ 1
2

√
t/2

f (r)(r2 − t
4

)(ν−1)/2dr

= c(0)
7

∫ 1/
√

t

1
y−β(y2 − 1)(ν−1)/2dy

−
m

∑

i=1

c(i)
7

∫ 1/
√

t

1
y−β(y2 − 1)(ν−1+2i)/2dy (0 < t < 1). (3.8)

Now the left hand side and the right hand side of (3.7) and their first68

m− 1 derivatives are continuous int and vanish fort = 1. From this fact
it follows that every solutionf (r) of (3.8) is also a solution of (3.7). We
now write

√
t = ω and rewrite (3.8) as

∫ 1
2

ω/2
f (r)(r2 − ω

2

4
)(ν−1)/2dr

= c(0)
7

∫ 1/ω

1
y−β(y2 − 1)(ν−1)/2dy−

m
∑

i=1

c(i)
7

∫ 1/ω

1
y−β(y2 − 1)(ν−1+2i)/2dy

= ℓ0(ω) −
m

∑

i=1

ℓi(ω), (3.9)

say. This equation is to hold for 0< ω < 1. For everyi with 0 ≤ i ≤ m,
we shall find a solutionfi(r) of the integral equation

∫ 1/2

ω/2
fi(r)(r

2 − ω
2

4
)(ν−1)/2dr = ℓi(ω) (0 < ω < 1). (3.10)

Then

f (r) = f0(r) −
m

∑

i=1

fi(r)

will be a solution of (3.9).
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4 Solving the Integral Equation

Case I. k is odd, i.e.ν = 1.
Differentiate (3.10) with respect toω. We obtain

−1
2

fi(
ω

2
) = −c(i)

7 ω
β−ν−2i−1(1− ω2)(ν−1+2i)/2. (4.1)

Hence
fi(
ω

2
) = 2c(i)

7 ω
−2+β−2i(1− ω2)i ,

or

fi(r) = c(i)
8 r−α−2(1− 4r2)i (0 < r ≤ 1

2
).

69

It is clear thatfi(r) is in fact a solution of the integral equation (3.10).
Put

f∗(r) =
m

∑

i=1

fi(r) and f (r) = f0(r) − f∗(r).

Observe that the functionsfi(r) (0 ≤ i ≤ m) are continuous in 0<
r ≤ 1

2. Whenr → 0,
f0(r) ≫≪ r−α, 1

f∗(r) ≫≪
(k−1)/2
∑

i=1

r−α−2i ≫≪ r1−k−α. (4.2)

Thereforef (r) is continuous in 0< r ≤ 1
2, and

| f (r)| ≪ r1−k−α asr → 0.

Hence by Lemma A and the remark below it,

∫ 1
2

0
E(δr, δr) f (r)dr =

∫ 1

0

∫ 1

0
r+s≤1

E(δr, δs)
|r − s|α|r + s|β

dr ds= A.

1The notationf ≫≪ g means that bothf ≪ g andg≪ f .
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Put differently,

∫ 1
2

0
E(δr, δr) f0(r)dr − A =

∫ 1
2

0
E(δr, δr) f∗(r)dr. (4.3)

Now |A| ≪
∫ δ

0 E(r, r)r−1dr by (2.1), and further more

∫ 1
2

0
E(δr, δr) f0(r)dr ≪

∫ 1

0
E(δr, δr)r−1dr =

∫ δ

0
E(r, r)r−1dr,

since f0(r) ≪ r−α asr → 0 and since 0< α < 1. Therefore the left hand
side of (4.3) is

≪
∫ δ

0
E(r, r)r−1dr. (4.4)

Now we shall show that the right hand side of (4.3) is large. Notice
that

|D(r, c)| ≥ ||Nµ(r)||,
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where||ζ || denotes the distance fromζ to the nearest integer. It fol-
lows that

E(r, r) ≥ ||Nµ(r)||2.

In view of this and of (4.2), the right hand side of (4.3) exceeds
∫ c9

0
||Nµ(δr)||2c10r

1−k−αdr. (4.5)

Let the intervalI consist ofr > 0 with

1
4
≤ Nµ(δr) = c11r

kδkN ≤ 3
4
.

Then everyr ∈ I satisfies

(4c11)
−1/k(Nδk)−1/k ≤ r ≤ 31/k(4c11)

−1/k(Nδk)−1/k

and
r1−k−α ≫ (Nδk)−(1−k−α)/k.
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Observe thatI ⊆ [0, c9] if N is large enough and that

|I | ≫ (Nδk)−1/k.

Therefore
∫ c9

0
||Nµ(δr)||2c10r

1−k−αdr ≥
∫

I
||Nµ(δr)||2c10r

1−k−αdr ≫ (Nδk)1+ αk−
2
k .

(4.6)
Combining (4.3), (4.4), (4.5) and (4.6), we get

∫ δ

0
E(r, r)r−1dr ≫ (Nδk)1+ αk−

2
k .

This is true for everyα with 0 < α < 1. Puttingα = 1− ǫ, we obtain

∫ δ

0
E(r, r)r−1dr ≫ (Nδk)1− 1

k−ǫ . (4.7)
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Thus Theorem 1A is true whenk is odd.

Case II. k is even, i. e.ν = 0.
Puttingν = 0 in (3.10), we have

∫ 1
2

ω/2
fi(r)(r

2 − ω
2

4
)−

1
2 dr = ℓi(ω) (0 < ω < 1) (4.8)

This is an Abel integral equation. We check that

fi(r) = −
4
π

∫ 1

2r
r(t2 − 4r2)−

1
2ℓ′i (t)dt (0 < r <

1
2

) (4.9)

is a solution. Namely, substituting (4.9) into left hand side of (4.8), we
get

− 4
π

∫ 1
2

ω/2
(r2 − ω

2

4
)−

1
2 dr

∫ 1

2r
r(t2 − 4r2)−

1
2ℓ′i (t)dt

= − 4
π

∫ 1
2

ω/2
ℓ′i (t)dt

∫ t/2

ω/2
r(r2 − ω

2

4
)−

1
2 (t2 − 4r2)−

1
2 dr.
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The inner integral equals

∫ 1
2

√
t2−ω2

0
(t2 − 4u2 − ω2)−

1
2 du=

1
2

∫ 1

0
(1− u2)−

1
2 du=

π

4
.

So the left hand side of (4.8) becomes

ℓi(ω) = −
∫ 1

ω

ℓ′i (t)dt = ℓi(ω) − ℓi(1) = ℓi(ω).

Notice that fi(r) (0 ≤ i ≤ m) is continuous in 0< r < 1
2 and can be

extended continuously in 0< r ≤ 1
2

. Further fi(r) ≥ 0, sinceℓ′i (t) < 0

in 0 < t ≤ 1 (see (4.1)). Using (4.9) and (4.1), we have

fi(r) = c12

∫ 1

2r
r(t2 − 4r2)−

1
2 t−α−2i (1− t2)(2i−1)/2dt (0 ≤ i ≤ m).

Suppose thatr is small, say 0< r <
1
3

. Write72

fi(r) = c12r
∫ 1

2

2r
. . . + c12r

∫ 1

1
2

. . . .

The second integral is≪ r < r1−α−2i . The first integral is

≫≪ r
∫ 1

2

2r
(t2 − 4r2)−

1
2 t−α−2idt

≫≪ r1−α−2i
∫ 1/(4r)

1

du

uα+2i (u2 − 1)1/2

≫≪ r1−α−2i .

It follows that forr → 0,

fi(r) ≫≪ r1−α−2i (0 ≤ i ≤ m).

We now many proceed exactly as in CaseI and conclude that (4.7)
holds. This completes the proof of Theorem 2A.
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5 A Good Distribution of Points

We shall show that Theorem 1A is in a sense best possible.

Theorem 5A (K. B. Stolarsky, [28a]).For every k and N, there exists
a distribution of N points in Uk, such that

E(r, s) ≤ c1(k)N1−(1/k) min(rk−1, sk−1) for r + s<
1
2
,

whence that
∫ δ

0
r−1E(r, r)dr ≤ c2(k)(Nδk)1−(1/k) for 0 < δ <

1
4
.

For theproof, we note that there is a partition ofUk into N dis-
joint subsetsS1, . . . ,SN, each with measure 1/N and with diameter≤
c3(k)N−1/k.

Let E(r, s; p
1
, . . . , p

N
) be E(r, s) with respect to theN points 73

p
1
, . . . , p

N
in Uk. Theorem 5A is an immediate consequence of

Lemma 5B.For any r, s with r+ s<
1
2

, we have

NN
∫

S1

dp
1
. . .

∫

SN

dp
N

E(r, s; p
1
, . . . , p

N
)≪ N1−(1/k) min(rk−1, sk−1).

Proof. In view of (2.3), we have to show that

F∗ − F ≪ N1−(1/k) min(rk−1, sk−1), (5.1)

where

F∗ = NN
∫

S1

dp. . .
∫

SN

dp
N

N
∑

i=1

N
∑

j=1

K(r, s, ω(p
i
, p

j
)),

F = N2
∫

Uk

∫

Uk
K(r, s, ω(x, y))dx dy.

�
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Now

F∗ = N2
N

∑

i=1

N
∑

j=1
i, j

∫

Si

dp
i

∫

S j

dp
j
K(r, s, ω(p

i
, p

j
))

+ N
N

∑

i=1

∫

Si

dp
i
K(r, s, ω(p

i
, p

i
))

=F + N2
N

∑

i=1

∫

Si

dx
∫

Si

dy(K(r, s, ω(x, x)) − K(r, s, ω(x, y))).

Now sinceSi has diameter≪ N−1/k, we have

ω(x, y) − ω(x, x) = ω(x, y)≪ N−1/k,

whence by (3.2),
∣

∣

∣

∣

∣

K(r, s, ω(x, x)) − K(r, s, ω(x, y))
∣

∣

∣

∣

∣

≪ N−1/k min(rk−1, sk−1),

if both x, y ∈ Si . Thus

F∗ − F ≪ N−1/k min(rk−1, sk−1)N2
N

∑

i=1

∫

Si

dx
∫

Si

dy,

and (5.1) follows.

6 Balls Contained in the Unit Cube

Let p
1
, . . . , p

N
be points in the unit cubeUk. If the ball K(r, c) is con-74

tained inUk, write z(r, c) for the number of pointsp
i

in K(r, c). Also

write

D(r, c) = z(r, c) − Nµ(r),

D(r, c,M) = z(r, c) − Mµ(r).
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Put

F(r,M) =
∫

K(r,c)⊆Uk

D(r, c,M)2dc.

The domain of integration consists of allc for which K(r, c) is con-
tained in the unit cube.

Theorem 6A.Suppose that k> 1. Letδ,M andǫ be positive real num-
bers satisfying

0 <∈< 1
2(k + 2)

and1 < Mǫ < Mδk ≤ M1/(k+2)−ǫ .

Then
∫ δ

0
r−1F(r,M)dr ≫ (Mδk)1−(1/k)−ǫ .

Theorem 6B.Let k, ∈, δ,M be as in Theorem 6A. Then there exists a
ball K(r, c) ⊆ Uk with r ≤ δ, having

|D(r, c,M)| ≫ (Mδk)
1
2−(1/2k)−ǫ .

Now supposeη > 0. Putǫ = η/2 and

δ = M−
k+1

k(k+2)−
ǫ
k .

For sufficiently smallη the conditions of Theorem 6B are satisfied
and we obtain the

COROLLARY . SupposeM > 1, η > 0. Then there exists a ball75

K(r, c) ⊆ Uk with r ≤ M−
(k+1)
k(k+2) and

|D(r, c,M)| ≫ M
k−1

2k(k+2) − η.

(The constant in≫ depends only onk, η). Clearly, the interesting
case for these results is whenM = N. The general case will be needed
in Theorem 6C below.

We shall now show that Theorem 6A implies Theorem 6B.The hy-
potheses imply that 0< δ < 1. Since (δ/8)k ≫ δk, we may assume that
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0 < δ <
1
8

. Let Uk∗ be the cube of side
1
2

whose centre is the same as

that ofUk. This cube has the property that ifc ∈ Uk∗, thenK(δ, c) ⊆ Uk.
Earlier we derived Theorem 1B from Theorem 1A (see Chapter II,

§ 1). We used Lemma 1C of Chapter II. In fact, we used

|E(r, r)| ≪ N2rk if 0 < r < 1.

We can similarly show that

|F(r,M)| ≪ M2rk,

provided thatN ≤ 2k+1M and 0< r < 1. In this case the proof that
Theorem 6A implies Theorem 6B is similar to the proof that Theorem
1A implies Theorem 1B.

Let N∗ be the number of pointsp
i
in Uk∗.

Suppose at first thatN∗ ≤ 2M, and putM′ = 2−kM, so thatN∗ ≤
2k+1M′. Blow up Uk∗ andN∗ points in it by the factor 2. By what we
just said, there is a ballK(r, c) in this blown up cube withr ≤ δ and

∣

∣

∣

∣
z′(r, c) − M′µ(r)

∣

∣

∣

∣
≫ (M′δk)

1
2

wherez′(r, c) is counting function in this blown up cube. Hence inUk∗

itself, there is a ballK
( r
2
, d

)

with

|z
( r
2
, d

)

− Mµ

( r
2

)

| = |z′(r, c) − M′µ(r)|

≫ (M′δk)
1
2−(1/2k)−ǫ ≫ (Mδk)

1
2−(1/2k)−ǫ .

76

It remains to dispose of the case whenN∗ > 2M. If p
1
, . . . , p

N∗
are

the points inUk∗ , then

∫

K(δ,c)⊆Uk
z(δ, c)dc≥

∫

K(δ,c)⊆Uk





































∑

1≤i≤N∗
|c−p

i
|≤δ

1





































dc
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=

N∗
∑

i=1

∫

K(δ,c)⊆Uk

|c−p
i
|≤δ

dc=
N∗
∑

i=1

∫

|c−p∗
i
|≤δ

dc= N∗µ(δ).

Hence
∫

K(δ,c)⊆Uk D(δ, c,M)dc

=

∫

K(δ,c)⊆Uk
z(δ, c)dc−mµ(δ)

∫

K(δ,c)⊆Uk
dc

≥ µ(δ)N∗ − µ(δ)M > Mµ(δ).

Therefore there exists ac with K(δ, c) ⊆ Uk and

|D(δ, c,M)| ≥ Mµ(δ)≫ Mδk > (Mδk)
1
2−(1/2k)−ǫ .

This completes the proof that Theorem 6B follows from Theorem
6A. We postpone the proof of Theorem 6A until after Theorem 6C
below.

LetS be a completely arbitrary set of points in k-dimensional space.
Put

z∗(r, c) for the number of points ofS in K(r, c),

and
D∗(r, c) = z∗(r, c) − µ(r).

Theorem 6C.Suppose that k> 1, ∈> 0 and R> 1. Then there is a ball 77

K(r, c) with r ≤ R, |c| ≤ Rk+2 and

|D∗(r, c)| ≫ R
k−1
2 −ǫ ,

where the constants implied by≫ depends onǫ and K, but is indepen-
dent of R.

This theorem was conjectured by P. Erdós [5].

Remark. If k = 2 andS is the set of integer points inR2, then the above
theorem has some relation with the circle problem.
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DEDUCTION OF THEOREM 6C. we may assume thatR≥ k. Put

L =
[

Rk+2k−1/2
]

andM = Lk.

Construct the setP =

(

1
L
S

)

∩Uk. We can assume thatP is finite,

for if P is infinite, it has a limit point and the theorem follows immedi-
ately. Now we apply the Corollary to Theorem 6B with reference to the
setP. There is a ballK(s, d) contained in the unit cube with

s≤ M−
k+1

k(k+2) = L−
k+1
k+2 .

and with
|D(s, d,M)| ≫ M

k−1−ǫ
2k(k+2) = L

k−1−ǫ
2(k+2) .

Put
r = Lsandc = Ld.

We shall show thatK(r, c) satisfies the conclusions of the theorem.
Observe that

z∗(r, c) = z(s, d),

sinceK(s, d) ⊆ Uk. Now78

D∗(r, c) = z∗(r, c) − µ(r)

= z(s, d) − Lkµ(s)

= z(s, d) − Mµ(s)

= D(s, d,M).

Hence

|D∗(r, c)| ≫ L
k−1−ǫ
2(k+2) ≥ R

k−1
2 −ǫ ,

r = Ls≤ LL−(k+1)/(k+2) = L1/(k+2) ≤ R,

and
|c| = L|d| ≤ Lk

1
2 ≤ Rk+2.
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This completes the proof of Theorem 6C.
We finally come to the proof of Theorem 6A. It will be advantageous

to use to the cubeVk of pointsx with |xi | ≤
1
2

(i = 1, . . . , k), rather that

Uk. If λ > 0, let V(λ) be the cube 2λVk, and if 0< λ′ < λ, let V(λ′, λ)
consist of the complement ofV(λ′) in V(λ).

Again we may assume that 0< δ <
1
8

. We may further assume that

δ is such that there is no pointp
i
on the boundary ofV

(

1
2
− 2δ

)

. Note

that

c ∈ V

(

1
2
− δ

)

andr ≤ δ

imply thatK(r, c) ⊆ V

(

1
2

)

= V.

SupposeN0 of the points ofP lie in V

(

1
2
− 2δ

)

; let these points be

q
1
, . . . , q

N0

. Let P1 be the set of points

q
i
+ (1− 4δ)ℓ

with 1 ≤ i ≤ N0 andℓ an integer point. ThenP1 is a “periodic” set of 79

points with period 1− 4δ. Write z1(r, c) for the number of points ofP1

in K(r, c).

Lemma 6D.

∫ δ

0
dr

∫

V( 1
2−2δ)

dc r−1(z1(r, c) − Mµ(r))2 ≫ (Mδk)1−(1/k)−ǫ . (6.1)

Proof. It is more convenient to work withP2 = (1− 4δ)−1P1, i. e. the
set points

(1− 4δ)−1q
i
+ ℓ.

�
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ThenP2 has period 1, i.e. it is invariant under translation by integer
points, and hasN0 points inVk. Definez2(r, c), D2(r, c) andE2(r, s) with
respect toP2, in the obvious way. Now theorem 1A shows us that

∫ δ

0
r−1E2(r, r)dr ≫ (N0δ

k)1−(1/k)−ǫ ,

provided
N0δ

k > Nǫ/2
0 (6.2)

PuttingM′ = M(1− 4δ)k, we have
∫

Vk
(z2(r, c) − M′µ(r))2dc=

∫

Vk
(z2(r, c) − N0µ(r))2dc+ (M′ − N0)2µ(r)2

= E2(r, r) + (M′ − N0)2µ(r)2,

whence
∫ δ

0
r−1dr

∫

Vk
dc(z2(r, c) − M′µ(r))2

≫ (N0δ
k)1−(1/k)−ǫ + (M′ − N0)2

∫ δ

0
r2k−1dr

≫ (N0δ
k)1−(1/k)−ǫ + (M′ − N0)2δ2k

≫ (M′δk)1−(1/k)−ǫ (6.3)

≫ (Mδk)1−(1/k)−ǫ .

All this holds if (6.2) is true. But if (6.2) is not true, thenN0δ
k ≤80

Nǫ/2
0 , and together withMδk > Mǫ and 0< δ < 1/8, we obtain

(4kM′)1−ǫ > M1−ǫ > δ−k > N1−(ǫ/2)
0 ,

whence

N0 < (4kM′)(1−ǫ)/(1−ǫ/2) < (4kM′)1−(ǫ/2) <
1
2

M′

if M is sufficiently large. The left hand side of (6.3) is therefore again

≫ (M′ − N0)2δ2k ≫ (M′δk)2 ≫ (mδk)1−(1/k)−ǫ .
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The proof of Lemma 6D is completed by noting that

∫ δ

0
dr

∫

V( 1
2−2δ)

dcr−1(z1(r, c) − Mµ(r))2

= (1− 4δ)k
∫ δ(1−4δ)−1

0
dr′

∫

Vk
dc′r′−1(z2(r′, c′) − M′µ(r′))2

≫ (Mδk)1−(1/k)−ǫ .

Now write A for the contribution to the left hand side of (6.1) by the

pointscwhich are not inV
(

1
2 − 2δ

)

. i.e. which are inV

(

1
2 − 3δ,

1
2
− 2δ

)

.

If A is small as compared with the right hand side of (6.1), then

∫ δ

0
r−1F(r,M)dr ≥

∫ δ

0
dr

∫

V( 1
2−3δ)

dc r−1(z(r, c) − Mµ(r))2

=

∫ δ

0
dr

∫

V( 1
2−3δ)

dc r−1(z1(r, c) − Mµ(r))2

≫ (Mδk)1−(1/k)−ǫ ,

and Theorem 6A is true. We therefore shall assume henceforththat

A≫ (Mδk)1−(1/k)−ǫ . (6.4)

Put

B =
∫ δ

0
dr

∫

V( 1
2−3δ, 12−2δ)

dc r−1z1(r, c)2,

B′ =
∫ δ

0
dr

∫

V( 1
2−3δ, 12−δ)

dc r−1z(r, c)2,

C ==
∫ δ

0
dr

∫

V( 1
2−3δ, 12−2δ)

dc r−1M2µ(r)2,

C′ =
∫ δ

0
dr

∫

V( 1
2−3δ, 12−δ)

dc r−1M2µ(r)2.

81
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Then

C ≤ C′ ≪δ
∫ δ

0
r−1M2µ(r)2dr ≪ M2δ2k+1

= (Mδk)1−(1/k)−2ǫ (Mδk)1+(2/k)+2ǫM−1/k

< (Mδk)1−(1/k)−2ǫM( k+2
k +2)( 1

k+2−ǫ−(1/k)) (6.5)

< (Mδk)1−(1/k)−2ǫ

by virtue ofMδk ≤ M(1/(k+2))−ǫ , which is a hypothesis in Theorem 6A.

Lemma 6E.B ≤ 2kB′.

Proof. Supposec ∈ V(1
2 − 3δ, 1

2 − 2δ) andr ≤ δ, Observe thatz1(r, c) is
the number of pointsq

i
+ (1− 4δ)ℓ in K(r, c). For such points,|q

i
+ (1−

4δ)ℓ − c| ≤ r ≤ δ, whencec − (1 − 4δ)ℓ ∈ V(1
2 − 2δ + δ) = V(1

2 − δ),
sinceq

i
∈ V(1

2 − 2δ). As ℓ runs through the integer points,c− (1− 4δ)ℓ

lies in V
(

1
2 − 2δ

)

only for ℓ = 0, and hence all these points lie outside

V
(

1
2 − 3δ

)

. �

Thus we have

c− (1− 4δ)ℓ ∈ V(
1
2
− 3δ,

1
2
− δ). (6.6)

For givenc, there are at most 2k such integer pointsℓ.
We have

z1(r, c) ≤
∑

ℓ satisfies (6.6)

z(r, c− (1− 4δ)ℓ).

and by Cauchy’s inequality82

z2
1(r, c) ≤ 2k

∑

ℓ satisfies (6.6)

z2(r, c− (1− 4δ)ℓ).

This yields
∫

V( 1
2−3δ, 12−2δ)

z2
1(r, c)dc≤ 2k

∫

V( 1
2−3δ, 12−δ)

z2(r, c)dc,
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and Lemma 6E follows.
The proof of Theorem 6A is now completed as follows. By the

general inequality (a− b)2 ≤ 2a2 + 2b2, we have

A ≤ 2B+ 2C (6.7)

Now set

A′ =
∫ δ

0
dr

∫

V( 1
2−3δ, 12−δ)

dc r−1(z(r, c) − Mµ(r))2.

By the general inequality (a− b)2 ≥ 1
2

a2 − b2, we have

A′ ≥ 1
2

B′ −C′.

Hence by Lemma 6E, by (6.4), (6.5) and (6.7), we obtain

A′ ≥ 2−k−1B−C′ ≥ 2−k−2A−C −C′ ≫ (Mδk)k−(1/k)−ǫ .

Theorem 6A follows.

7 Rectangles in Arbitrary Position

For anyu = (u1, u2), denote byR(u) the rectangle of pointsx = (x1, x2)
with 0 ≤ x1 ≤ |u1|, 0 ≤ x2 ≤ |u2|. Denote byτϕ the rotation by the angle
ϕ about 0(i. e. if x = (x1, x2)), thenτϕx = (x1 cosϕ− x2 sinϕ, x1 sinϕ+
x2 cosϕ). Write R(u, v, ϕ) for the rectangle of pointsτϕx + v with x ∈
R(u). It is easy to see that all the rectangles of diameterδ are of the form 83

R(δw(ψ), v, ϕ), (0 ≤ ϕ, ψ ≤ 2π)

wherew(ψ) = (cosψ, sinψ).
Let p

1
= (x1, y1), . . . , p

N
= (xN, yN) be N points in the plane with

0 ≤ xi , yi < 1(1 ≤ i ≤ N). Denote byP the set of pointsp
i
+ ℓ,

1 ≤ i ≤ N, whereℓ runs through all the integer points. Define the set
functionD(A) as in§ 1.
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Theorem 7A.Let ∈> 0, δ > 0 with Nδk > Nǫ . Then there exists a
rectangle R with diameterδ and with

|D(R)| ≫ (Nδ2)
1
4−ǫ .

Theorem 7A follows from

Theorem 7B.Let∈, δ be as in Theorem 7A. Then

1

4π2

∫ 2π

0
dψ

∫ 2π

0
dϕ

∫

U2
dvD(δw(ψ), v, ϕ)2 ≫ (Nδ2)

1
2−ǫ ,

where D(u, v, ϕ) = D(R(u, v, ϕ)).

Weaker results were proved in [21 a].
Put

fR(u, v, ϕ; x) =















1 if x ∈ R(u, v, ϕ),

0 otherwise,

so that fR(u, v, ϕ; x) for fixed u, v, ϕ is the characteristic function of
R(u, v, ϕ), and fR(u, v+ c, ϕ; x+ c) = fR(u, v, ϕ; x) for anyc. Next put

gR(u, v, ϕ; x) =
∑

ℓ

fR(u, v, ϕ; x+ ℓ),

where the sum is taken over all the integer pointsℓ. Notice that only
finitely many summands are non-zero. Further observe thatgR(u, v, ϕ; x)
is periodic inx.

Lemma 7C.For anyδ with 0 < δ <
1
2

,

1
4π2

∫ 2π

0
dψ

∫ 2π

0
dϕ

∫

U2
dvD(δw(ψ), v, ϕ)2

=

N
∑

i, j=1

(ℓR(δ, ω)(p
i
, p

j
)) −

∫

U2

∫

U2
ℓR(δ, ω(x, y))dx dy, (7.1)
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whereω(x, y) is as in§ 2, and where

ℓR(δ, ω) =
1
2π

∫ 2π

0
dψKR(δw(ψ), ω),

with

KR(u, ω) =
1
2π

∫ 2π

0
dϕ

∫

R2
dvfR(u, 0, 0;v) fR(u, 0, 0;v+ ωw(ϕ)).

Let u ∈ U2 with 0 < |u| < 1
2

. Let x = (x1, x2) andy = (y1, y2) be in

the plane, and assume, for the moment, the|xi − yi | <
1
2

(i = 1, 2). Put

hR(u, x, y)

=
1
2π

∫ 2π

0
dϕ

∫

U2
dvgR(u, v, ϕ; x)gR(u, v, ϕ; y)

∑

ℓ
1

∑

ℓ
2

1
2π

∫ 2π

0
dϕ

∫

U2
dvfR(u, 0, ϕ; x− v+ ℓ

1
) fR(u, 0, ϕ; y− v+ ℓ

2
).

The new variablev′ = x − v + ℓ
1

ranges over the whole planeR2.
Hence the above sum equals

∑

ℓ
2

1
2π

∫ 2π

0
dϕ

∫

R2
dv′ fR(u, 0, ϕ; v′) fR(u, 0, ϕ; v′ + y− x+ ℓ

2
)

=
1
2π

∫ 2π

0
dϕ

∫

R2
dvfR(u, 0, ϕ; v) fR(u, 0, ϕ; v+ y− x), (7.2)

since if fR(u, 0, ϕ; v′) fR(u, 0, ϕ; v′ + y − x + ℓ
2
) = 1, then bothu′ and

v′ + y − x + ℓ
2

belong toR(u). Therefore|y − x + ℓ2| < 1
2. If, say,

ℓ
2
= (ℓ2,1, ℓ2,2), then|ℓ2,1| <

1
2
+

1
2
= 1, since|yi − xi | <

1
2

. This implies 85

thatℓ
2
= (0, 0).



86 2. The Method of Integral Equations

Note that fR(u, 0, ϕ; v) = 1 if and only if v = τϕz with z ∈ R(u), i. e.

if τ−1
ϕ v ∈ R(u). Therefore (7.2) equals

1
2π

∫ 2π

0
dϕ

∫

R2
dvfR(u, o, o jτ

−1
ϕ v) fR(u, 0, 0;τ−1

ϕ v+ τ−1
ϕ (y− x))

=
1
2π

∫ 2π

0
dϕ

∫

R2
dvfR(u, 0, 0;v) fR(u, 0, 0 : v+ ω(x, y)ω(ϕ)),

= KR(u, ω(x, y)).

for asϕ ranges from 0 to 2π, τ−1
ϕ (y− x) ranges over the circle

|y− x|w(ϕ) = ω(x, y)w(ϕ) with 0 ≤ ϕ ≤ 2π.

Hence for everyu with 0 < |u| < 1
2

and everyx = (x1, x2), y =

(y1, y2) with |xi − yi | <
1
2

, (i = 1, 2), we have

hR(u, x, y) = KR(u, ω(x, y)). (7.3)

Since both sides of (7.3) are periodic inx andy, this equation holds

in fact arbitraryx andy. We have

∫

U2

∫

U2
KR(u, ω(x, y))dx dy

=

∫

U2

∫

U2
hR(u, x, y)dx dy

=
1
2π

∫ 2π

0
dϕ

∫

U2
dv

∫

R2

∫

R2
fR(u, v, ϕ; x) fR(u, v, ϕ; y)dx dy

= µ(R(u))2. (7.4)

Proceeding similarly as in§ 2 and using (7.3) and (7.4), we obtain

1
2π

dϕ
∫

U2
dvD(u, v, ϕ)2
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=

N
∑

i, j=1

(KR(u, ω(p
i
, p

j
)) −

∫

U2

∫

U2
KR(u, ω(x, y))dxdy). (7.5)

provided that 0< |u| < 1
2

86

We now consider rectangles with diameterδ. If 0 < δ <
1
2

, then the

relation (7.5) is valid for allu = δw(ψ). Substituteu = δw(ψ) in (7.5)
and integrate both the sides with respect toψ from 0 to 2π. We obtain
(7.1), and Lemma 7C is proved.

We now recall formula (2.3) the special casek = 2, r = s :

E(r, r) =
N

∑

i=1

N
∑

j=1

(K(r, r, ω(p
i
, p

j
))

−
∫

U2

∫

U2
K(r, r, ω(x, y))dx dy)

(

0 < r <
1
4

)

(7.6)

Lemma 7D (“Fundamental Lemma”). Suppose that0 < δ <
1
2

. Let

f (r) be non - negative and continuous in0 < r <
1
2

. Further assume

that f(r) satisfies the integral equation

∫ 1
2

0
K(δr, δr, ω) f (r)dr = ℓR(δ, ω) (ω ≥ 0). (7.7)

Then
∫ 1

2

0
E(δr, δr) f (r)dr

=
1

4π2

∫ 2π

0
dψ

∫ 2π

0
dϕ

∫

U2
dvD(R(δw(ψ), v, ϕ))2 (7.8)

Proof. The Lemma follows immediately from (7.1) and (7.6). �

8 Solving the Integral Equation for Rectangles

We shall require the following :
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Lemma 8A. Write ℓ(ω) for ℓR(1, ω). Then

ℓ(ω) =
2

π2
((1+ 2ω2)arccosω − 3ω(1− ω2)1/2) (0 ≤ ω ≤ 1),

ℓ′(ω) =
8

π2
(ωarccosω − (1− ω2)1/2) (0 ≤ ω ≤ 1),

ℓ′′(ω) =
8

π2
arccosω (0 < ω < 1),

ℓ′′′(ω) = − 8
π2

(1− ω2)−1/2 (0 < ω < 1).

87

Here arc cosω ∈ [0, π/2] for everyω with 0 ≤ ω ≤ 1.
We postpone the proof of this lemma until page 106.
We shall determine a solutionf (r) of the integral equation (7.7) such

that f (r) is continuous in 0< r ≤ 1
2

, and

| f (r)| ≪ r−1 asr → 0, (8.1)

hence such that
∫ 1

2

0
| f (r)|rdr ≪ 1 (8.2)

By the argument of§ 2 (see page 64), we see that if (7.7) is true for
someδ > 0, then (7.7) and (7.8) are true for everyδ > 0. So it will
suffice to consider the integral equation (7.7) withδ = 1, i. e.

∫ 1
2

0
K(r, r, ω) f (r)dr = ℓR(1, ω) = ℓ(ω) (ω ≥ 0). (8.3)

Observe that the left hand side vanishes forω ≥ 1. Furtherℓ(1) = 0
by Lemma 8A, andℓ(ω) = 0 forω > 1 by the definition ofℓ(ω). Hence
it will be enough to consider (8.3) for 0≤ ω < 1. Further we may
assume that 0< ω < 1, since both sides of (8.3) for 0≤ ω < 1. Further
we may assume that 0< ω < 1, since both sides of (8.3) are continuous
in 0 ≤ ω < 1. (The right hand side is continuous by Lemma 8A. That
the left hand side is continuous inω follows from (3.2) withk = 2 and
from (8.2)).
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We now differentiate both sides of (8.3) with respect toω. By (3.2)
(8.2) and by Lebesgue’s Theorem on dominated convergence, the left88

hand side of (8.3) can be differentiated under the integral sign. Proceed-
ing similarly as in§ 3, we see the derivative of the left hand side of (8.3)
equals

−c1

∫ 1
2

ω/2
f (r)(r2 − ω

2

4
)1/2dr.

(See (3.5) withk = 2). Herec1 is a positive constant2. Hence by
differentiating the integral equation (8.3), we get

−c− 1
∫ 1

2

ω/2
f (r)(r2 − ω

2

4
)

1
2 dr = ℓ′(ω) (0 < ω < 1). (8.4)

Any solution of this integral equation is also a solution of (8.3),
since both sides of (8.3) are continuous inω and are zero forω = 1.
Differentiating again with respect toω, we obtain

1
4

c1

∫ 1
2

ω/2
f (r)(r2 − ω

2

4
)−1/2ωdr = ℓ′′(ω) (0 < ω < 1),

i. e.
∫ 1

2

ω/2
f (r)(r2 − ω

2

4
)−1/2dr = m(ω) (0 < ω < 1) (8.5)

where

m(ω) =
4
c1

ℓ′′(ω)
ω

.

Now the left hand side and the right hand side of (8.4) are continuous
in ω and vanish forω = 1. So it follows that every solution of (8.5) is
also a solution of (8.4).

Using the argument of§ 3, we see that

f (r) = −4
π

∫ 1

2r
r(t2 − 4r2)−1/2m′(t)dt

(

0 < r <
1
2

)

is a solution of (8.5). By Lemma 8A, 89

2The numbering of constants is begin a new in each section.
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m′(t) = −c2(
arccost

t2
+

1

t(1− t2)
1
2

), (0 < t < 1).

Therefore

lim
r→ 1

2

f (r) =
4c2

π
lim
r→ 1

2

∫ 1

2r
r(t2 − 4r2)−

1
2













arccost

t2
+

1

t(1− t2)
1
2













dt.

Observe that
∫ 1

2r
(t2 − 4r2)−

1
2 (arccost)t2dt≪ r−2

∫ 1/2r

1
(u2 − 1)−

1
2 du→ 0,

asr → 1
2. Further

lim
r→ 1

2

∫ 1

2r
r(t2 − 4r2)−

1
2

dt

t(1− t2)
1
2

= lim
r→ 1

2

r
∫

√
1−4r2

0

dt

(t2 + 4r2)
1
2 (1− 4r2 − t2)

1
2

= lim
r→ 1

2

r
∫ 1

0

dt

(1− t2)
1
2 ((1− 4r2)t2 + 4r2)

1
2

=
1
2
π

2
=
π

4
.

Hence f (r) can be extended continuously in 0< r <≤ 1
2, and is

positive through out. We next check the behaviour off (r) asr → 0. We
have

f (r) ≪
∫ 1

2r
r(t2 − 4r2)− f rac12













1

t2
+

1

t(1− t2)
1
2













dt

=

∫ 1
2

2r
. . . +

∫ 1

1
2

. . . .

The second integral is clearly bounded asr → 0. The first integral
is

≪
∫ 1

2r
rt−2(t2 − 4r2)−

1
2 dt =

1
4r

∫ 1/2r

1

du

(u− 1)
1
2

≪ 1
r
, asr → 0.
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Now if t is small, then90

|m′(t)| ≫ t−2.

Therefore ifr is small, then

f (r) ≫
∫ 4r

2r
r(t2 − 4r2)−

1
2 t−2dt

=
1
4r

∫ 2

1

dt

t2(t2 − 1)
1
2

≫ 1
r
, asr → 0.

Hence
f (r) ≫≪ r−1.

So (8.1) is satisfied. We conclude that there exists a function f (r)
satisfying the integral equation (8.3), which is continuous in 0< r ≤ 1

2.
Hence by Lemma 7D, we have

1
4π2

∫ 2π

0
dψ

∫ 2π

0
dϕ

∫

U2
dvD(δw(ψ), v, ϕ)2 =

∫ 1
2

0
f (r)E(δr, δr). (8.6)

In view of an earlier remark, the above relation is true for all δ > 0.
The right hand side of (8.6) exceeds

c3

∫ 1
2

0
r−1E(δr, δr)dr = c3

∫ 1
2δ

0
r−1E(r, r). (8.7)

By Theorem 1A,

c3

∫ 1
2δ

0
f −1E(r, r)dr ≫ (Nδ2)1− 1

2−ǫ = (Nδ2)
1
2−ǫ (8.8)

Combining (8.6), (8.7) and (8.8), we obtain Theorem 7B.
Proof of Lemma 8A.Assume that 0≤ ω ≤ 1. Put

< α >=















α if α ≥ 0,

0 otherwise.
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Observe that

ℓ(ω) =
1
2π

∫ 2π

0
dψℓR(w(ψ), ω)

=
1

4π2

∫ 2π

0
dψ

∫ 2π

0
dϕ

∫

R2
dvfR(w(ψ), v, 0;ωw(ϕ)) fR(w(ψ), v, 0; 0).

91

For fixedu = (u1, u2) andx = (x1, x2), consider the integral

∫

R2
dvfR(u, v, 0; x) fR(u, v, 0; 0). (8.9)

Note that

fR(u, v, 0; x) fR(u, v, 0; 0) =







































1, if |x1| ≤ |u1|, |x2| ≤ |u2| and ifv

lies in a certain rectangle of area

(|u1| − |x1|)(|u2| − |x2|),
0, otherwise.

Therefore the integral (8.9) above is equal to

〈|u1 − |x1||〉 〈|u2| − |x2|〉 .

Hence

ℓ(ω) =
1

4π2

∫ 2π

0
dψ

∫ 2π

0
dϕ 〈| cosψ| − ω| cosϕ|〉 〈| sinψ| − ω| sinϕ|〉 .

Since〈| cosψ| − ω| cosϕ|〉 〈| sinψ| − ω| sinϕ|〉 is periodic inψ and in
ϕ with periodπ, we may reduce everything to the domain

−π
2
≤ ϕ, ψ ≤ π

2
.

We may further restrict ourselves to the domain

0 ≤ ϕ, ψ ≤ π

2
,
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since the integrand is an even function ofϕ and ofψ. Hence

ℓ(ω) =
4

π2

∫ π/2

0
dψ

∫ π/2

0
dϕ 〈cosψ − ω cosϕ〉 〈sinψ − ω sinϕ〉

=
4
π2

∫ π/2

0
dϕ

∫ C(ω,ϕ)

S(ω,ϕ)
dψ(cosψ − ω cosϕ)(sinψ − ω sinϕ),

whereC(ω, ϕ) = arccos(ω cosϕ) andS(ω, ϕ) = arcsin(ω sinϕ). The 92

above integral is of the type

4

π2

∫ π/2

0
T(ω, ϕ)dϕ (8.10)

and after a lengthy computation we get

T(ω, ϕ) =
1
2

(1+ ω2) − ω(cosϕ
√

1− ω2 sin2 ϕ + sinϕ
√

1− ω2 cos2ϕ)

+w2 sinϕ cosϕ(C(ω, ϕ) − S(ω, ϕ)).

Substituting this into (8.10), we get

ℓ(ω) =
4

π2

∫ π/2

0
T(ω, ϕ)dϕ

=
2

π2
((1+ 2ω2)arccosω − 3ω(1− ω2)

1
2 ) (0 ≤ ω ≤ 1).

The lemma now follows by obvious differentiation. The proof of
Theorem 7A is complete.

Let the dimensionk be arbitrary, For any subsetB of Rk, define the
diameter as the supermum of the distance|x − y| for all pairs of points

x, y ∈ B. By a box in arbitrary position, we mean a box obtained from a

box parallel to axes (as studied in Chapter I) by a rotation. An analogue
of Theorem 7B fork > 2 is as follows :

Theorem 8B∗. Let N andP be as usual. Suppose that k≥ 3, ∈> 0 and
δ > 0, with Nδk > Nǫ . Then there exists a box B (in arbitrary position)
with diameterδ and with

|D(B)| ≫ (Nδk)(1/3)−ǫ . (8.11)

93
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Remark . It may be seen that it is sufficient to prove Theorem 8B∗ in
casek = 3. In this case, the Theorem can be obtained by the method
used for Theorem 7A. For arbitraryk the computations become awk-
ward. One would like to be able to replace the right hand side of (8.11)
by (Nδk)

1
2−(1/2k)−ǫ .

9 Triangles

Theorem 9A.Suppose that k= 2 and∈> 0. Let N andP be as usual.
Then there exists a closed right angle triangle T⊆ U2 with sides con-
taining the right angle parallel to co-ordinate axes, and with

|D(T)| ≫ N(1/4)−∈,

where the constant implied by≫ depends only onǫ. There exists such a
triangle with no points ofP on its hypotenuse.

This theorem gives rise to a rather paradoxical phenomenon :Let T
be a triangle as given by Theorem 9A. There is a unique right triangle
T′ such thatT ∪ T′ is a rectangleRwith sides parallel to the coordinate
axes.

Since no points ofP lies on the hypotenuse ofT, we have

D(R) = D(T) + D(T′).

We know that there exist sets (see§ 1 of Chapter I) with

|D(R)| ≪ logN

for every rectangleRwith sides parallel to the axes. We have thus

|D(T)| ≫ N(1/4)−ǫ , |D(T′)| ≫ N(1/4)−ǫ ,
∣

∣

∣|D(T)| − |D(T′)|
∣

∣

∣ ≪ log N.

So there exist setsP which are quite irregularly distributed with re-
spect to triangles such asT andT′, but mush more regularly with respect94

to rectanglesR. We may say thatD(T) andD(T′) “almost cancel”.
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Proof of Theorem 9A.

Case I. Suppose that there exists a line segment of length1, parallel to
one of the axes, with≥ N(1/4)−ǫ points ofP on it.

In this case there exists a line segmentS of length≤ 1 contained in

U2 with ≥ 1
2

N(1/4)−ǫ points on it. Construct a triangleT of very small

area withS as a base. This triangle will haveD(T) ≫ N(1/4)−ǫ .

Case II. Suppose that case I does not hole, but that there exists a line
segment of length1 with N(1/4)−(ǫ/2) points ofP on it.

Then there exists a line segment of length≤ 1 contained inU2 with

≥ 1
3

N(1/4)−(ǫ/2) points ofP on it Since case I is ruled out, there are

< 4N(1/4)−ǫ points ofP on the boundary ofU2. Hence these is a line
segmentS in the interior ofU2 with ≫ N(1/4)−(ǫ/2) points on it. Con-
struct the right angled triangleT with S as hypotenuse. LetT+ be a right
angled triangle which is slightly larger thanT and containsT. Let T−
be a right angled triangle which is slightly smaller thanT and is con-
tained inT. Since the line segmentS is contained in the interior ofU2,
it is possible to choose trianglesT+ andT− as described above such that
they are contained inU2. Further they can be chosen in such a way that
neither the hypotenuse ofT+ nor ofT− contains any point ofP on it. It
is clear that

D(T+) − D(T−) ≫ N(1/4)−(ǫ/2)− ∈≥ N(1/4)−ǫ ,

if the area ofT+ − T− is small. Hence either|D(T+)| ≫ N(1/4)−ǫ or
|D(T−)| ≫ N(1/4)−ǫ .

Case III. Suppose that the Cases I and II do not hold.Then on every 95

line segment of length 1, there lie< N(1/4)−ǫ points ofP. Now we
apply Theorem 7A withǫ/3 in place ofǫ and withδ = 1. There exists a
rectangleRof diameter 1 with

|D(R)| ≫ N(1/4)−(ǫ/3).

Now if R has sides parallel to the coordinate axes, then it is the
union of two right trianglesT1,T2 with sides parallel to the axes, and
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this union is disjoint except for line segments. Since thereare less that
N(1/4)−ǫ points ofP on such line segments, we have either

|D(T1)| ≫ N(1/4)−(ǫ/3) or |D(T2)| ≫ N(1/4)−(ǫ/3).

If the sides ofR are not parallel to the coordinate axes, then there
exist right trianglesT1,T2,T3,T4 with sides containing the right angle
parallel to the coordinate axes, such thatR∪T1∪T2∪T3∪T4 is a disjoint
union except for line segments and constitutes a rectangleR′ with sides
parallel to the axes. AgainR′ = T5 ∪ T6 with right angled triangles
T5,T6, and this union is again disjoint except for a line segment. Hence
for someTi, 1 ≤ i ≤ 6, we have

|D(Ti)| ≫ N(1/4)−(ǫ/3).

So in either case there is a triangle of diameter at most 1 withlarge
|D(T)|. This triangle is a union of a bounded number of right triangles
which are contained in triangles ofU2 by integer points. One finds
eventually the existence of a right angled triangle in the interior of U2

with largeD(T). By slightly enlargingT we may assure that there is no
point ofP on the hypotenuse of this triangle.

10 Points on a sphere

Denote byS = Sk the sphere consisting of pointsx = (x1, . . . , xk+1) of96

Rk+1 with |x| = 1. Let p
1
, . . . , p

N
be points onS. Denote bydSx the

volume ofS and assume that it is normalised so that
∫

S
dSx = 1.

If A ⊂ S, then set

µ(A) =
∫

A
dSx,

if it exists. Write

z(A) for the number of pointsp
i
in A.
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D(A) = z(A) − Nµ(A).

Writeω(x, y) for the spherical distance of pointsx, y onS. Forc ∈ S

andr with 0 < r ≤ π

2
, denote byC(r, c) the spherical capwith centre

, c and radiusr consisting of the pointsx ∈ S with ω(x, c) ≤ r. Put
µ(r) = µ(C(r, c)), z(r, c) = z(C(r, c)), D(r, c) = D(C(r, c)),

E(r, s) =
∫

S
D(r, c)D(s, c)dSc.

Theorem 10A.Suppose that k> 1 and∈> 0. Let δ satisfy0 < δ ≤ π

2
and Nδk > Nǫ . Then

∫ δ

0
E(r, r)r−1dr ≫ (Nδk)1−(1/k)−ǫ . (10.1)

It can easily be shown that an analogue of Theorem 5A holds, and
hence that the exponent on the right hand side of (10.1) is essentially
best possible.

Theorem 10B.Suppose that k, ∈ and δ are as in Theorem 10A. Then
there exists a spherical cap C(r, c) with 0 < r ≤ δ and with

|D(r, c)| ≫ (Nδk)
1
2−(1/2k)−ǫ .
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Lemma 10C.
E(r, s) ≪ N2 min(rk, sk).

Proof.

E(r, s) =
∫

S
D(r, c)D(s, c)dSc

≤
∫

S
(z(r, c) + Nµ(r))(z(s, c) + Nµ(s))dSc

≤ 2N
∫

S
(z(s, c) + Nµ(s))dSc
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= 4N2µ(s)≪ N2sk.

�

The lemma follows by symmetry.
Using Lemma 10C, one can easily derive Theorem 10B from The-

orem 10A. The procedure is the same as was followed in§ 1 to derive
Theorem 2B from Theorem 2A.

A half sphereis a spherical cap of radius
π

2
. A slice is an inter-

section of two half spheres.

Theorem 10D∗. Suppose that k> 1 and∈> 0. Then there exists a slice
L with

|D(L)| ≫ N
1
2−(1/2k)−ǫ .

For k = 2, there exists a spherical triangleT with 2 right angles
having

|D(T)| ≫ N(1/4)−ǫ .

Theorem 10D∗ may be proved by combining the argument of [21b]
with Theorem 10A.

11 The Integral Equation for Spherical Caps

Set98

ν =















0 if k is even,

1 if k is odd.

Let 0< α < 1, and letβ be the number with

α + β = 1+ ν.

In what follows, the constant implied by≫ will depend onk and on
α.

For 0< δ ≤ π

2
, set
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A = δν−1
∫ δ

0

∫ δ

0
r+s≤δ

E(r, s) cos
r − s

2
cos

r + s
2

(

sin
|r − s|

2

)−α (

sin
r + s

2

)−β
dr ds.

Note that
|2E(r, s)| ≤ E(r, r) + E(s, s).

Therefore

|A| ≤ δν−1
∫ δ

0

∫ δ

0
r+s≤δ

E(r, r)

(

sin
|r + s|

2

)−β
dr ds

≪ δν−1
∫ δ

0

∫ δ

0
r+s≤δ

E(r, r)|r − s|−α(r + s)−βdr ds,

since sin≫≪ x, whenever 0≤ x ≤ π

2
. The above integral is equal to

∫ δ

0

∫ δ

0
r+s≤δ

E(δr, δr)|r − s|−α(r + s)−βdr ds.

Using the argument of§ 2, we may conclude that

|A| ≪
∫ δ

0
E(r, r)r−1dr. (11.1)

Forc, x onS, put

f (r, c; x) =















1 if x ∈ C(r, c), i. e. if ω(c, x) ≤ r,

0 otherwise,

so thatf (r, c; x) for fixed r, c is the characteristic function ofC(r, c). 99

Notice thatf (r, c; x) is symmetric inx andc. Put

h(r, s; x, y) =
∫

S
f (r, c; x) f (s, c; y)dSc.
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The integrand

f (r, c; x) f (s, c; y) =



















1 if c ∈ C(r, x) ∩C(s, y),

0 otherwise.

So

h(r, s; x, y) = µ(C(r, x) ∩C(s, y))

= K(r, s;ω(x, y)),

whereK(r, s;ω) denotes the volume of the intersection of two spheri-
cal caps with radiusr and s whose centres have spherical distanceω.
Proceeding similarly as in§ 2, one obtains

E(r, s) =
N

∑

i=1

N
∑

j=1

(K(r, s;ω(p
i
, p

j
)) −

∫

S

∫

S
K(r, s;ω(x, y))dSxdSy).

(11.2)

Lemma 11A (Fundamental Lemma).Suppose that0 < δ ≤ π
2.

Suppose that f(r) = fδ(r) is continuous in0 < r ≤ 1
2

, has

| f (r)| ≪ r1−k−α, as r→ 0,

and satisfies the integral equation
∫ 1

2

0
K(δr, δr;ω) f (r)dr = δν−1

∫ δ

0

∫ δ

0
r+s≤δ

K(r, s;ω) cos
r − s

2
cos

r + s
2

(

sin
|r − s|

2

)−α
(sin r+s

2 )β
(0≤ω≤π)

dr ds (11.3)

Then100

∫ 1
2

0
E(δr, δr) f (r)dr = δν−1

∫ 1

0

∫ 1

0
r+s≤δ

E(r, s) cos
r − s

2
cos

r + s
2

(

sin
|r − s|

2

)−α (

sin
r + s

2

)−β
dr ds.



11. The Integral Equation for Spherical Caps 101

Proof. The lemma follows immediately from (11.2). In contrast to the
situation in§ 2, a solutionf (r) = fδ(r) of the integral equation will now
depend onδ. �

We now proceed to determine a solutionf (r) of our integral equa-
tion. NowK(r, s, ω) = 0 if ω ≥ r+s, and hence both sides of the integral
equation (11.3) are zero ifω ≥ δ. So it is sufficient to consider the inter-
val 0≤ ω < δ. Since both sides of the equation are continuous inω, we
may in fact restrict ourselves to 0> ω < δ.

Assume, for a moment, thatk = 2 and that

|r − s| < ω < r + s.

Let c, d be points withω(c, d) = ω. The boundaries ofC(r, c) and 101

C(s, d) will intersect in two pointsu andv. The big circle throughu, v
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will intersect the big circle throughc, d in two antipodal pointsw,w′.
Of these two points, letw be the one withω(w, d) = ω. Put

ω(w, u) = ω(w, v) = e,

ω(w, c) = a, (w, d) = b

Then
a+ b = ω,

and using the right spherical trianglesw, u, c andw, u, d we obtain

cosacose= cosr, cosbcose= coss.

Combining these relations with the identities

cosx+ cosy = 2 cos
x+ y

2
cos

x− y
2

and
cosx− cosy = −2 sin

x+ y
2

sin
x− y

2
,

we get

cos
a+ b

2
cos

a− b
2

cose= cos
r + s

2
cos

r − s
2

,

sin
a+ b

2
sin

a− b
2

cose= sin
r + s

2
sin

r − s
2

.

We now multiply the first of these two equations by sin
ω

2
, the sec-

ond by cos
ω

2
, then square both and add. Sinceω = a+ b, we obtain

sin2 ω

2
cos2

ω

2
cos2 e

= sin2 ω

2
cos2

r + s
2

cos2
r − s

2
+ cos2

ω

2
sin2 r + s

2
sin2 r − s

2
.
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which gives

sin2 e=
(

sin2 ω

2
− sin2 r − s

2

) (

sin2 r + s
2
− sin2 ω

2

)−2 (

cos
ω

2

)−2
.

(11.4)
102

We have seen that fork = 2, the boundaries ofC(r, c), C(s, d) inter-
sect two pointsu, v, and we defined numbersa, b, e in terms ofω, r, s. In
general, we may assume a rotation thatc, d lie on thex1, x2- plane. Con-
structw so thatω(c,w) = a,ω(d,w) = b ; thenw also lies in the (x1, x2)-
plane. By a further rotation, we may assume thatw = (1, 0, . . . , 0).
Now let z be an arbitrary point on the intersection of the boundaries of

C(r, c),C(s, d). There exists a rotationρ leaving points on the (x1, x2)
- plane invariant such thatρ(z) lies in the (x1, x2, x3) - coordinate sub-

space. Thenρ(z) again lies in the intersection of the boundaries of the

two spherical caps, and thereforeρ(z) = u or v. Thus

ρ(z) = (cose, 0,± sine, 0, . . . , 0),

andz itself is

z= (cose, 0, y3 sine, . . . , yk+1 sine),

where
y2

3 + . . . + y2
k+1 = 1.

It follows that the intersection of the boundaries of the spherical caps
C(r, c), C(s, d) consists of the points on the hyperplanex2 = 0 whose
spherical distance fromw is e.

The intersectionC(r, c) ∩ C(s, d) itself is contained in the setW(e)

of points whose spherical distance from the circlex2
1 + x2

2 = 1, x2 =

. . . xk+1 = 0 is≤ e. Put differently,W(e) consists of points (y1 cosϕ, y2

cosϕ, y3 sinϕ, . . . , yk+1 sinϕ) with y2
1 + y2

2 = 1, y2
3 + . . . + y2

k+1 = 1 and
0 ≤ ϕ ≤ e. We note that 103

µ(w(e)) = c1

∫ e

0
cosϕ| sinϕ|k−2dϕ = c2(sine)k−1.
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Still under the assumption that|r−s| < ω < r+s , a simple geometric
argument shows that asω′ → ω,

K(r, s, ω) = K(r, s;ω′) =
(ω′ − ω)

2π
µ(W(e)) + o(ω − ω′).3

This implies that

∂

∂ω
(K(r, s;ω)) = − 1

2π
µ(w(e)) = −c3(sine)k−1.

In general we have

∂

∂ω
(K(r, s;ω)) =















−c3(sine)k−1, if |r − s| < ω < r + s,

0, otherwise.

The derivative of the left hand side of the integral equation(11.3)
with respect toω is

c3

∫ 1
2

ω/2δ
(sine(δr, δr, ω))k−1 f (r)dr

= −c3δ
−1

∫ δ/2

ω/2
f (r/δ)(sine(r, r, ω))k−1dr.

In view of (11.4), this integral is equal to

−c3δ
−1(cosω)1−k

∫ δ/2

ω/2
f (r/δ)(sin2 r − sin2 ω

2
)(k−1)/2dr. (11.5)

PutΩ = sin
ω

2
/ sin

δ

2
, R= sinr/2 sin

δ

2
and

F(R) = f (r/δ) cosr.

Now if ω is in 0≤ ω ≤ δ, thenΩ is in 0≤ Ω ≤ 1, and if 0≤ r ≤ δ/2,104

then 0≤ R≤ 1/2. With these substitutions, (11.5) becomes

−c4δ
−1(sin

δ

2
)k(cos

ω

2
)1−k

∫ 1
2

Ω/2
F(R)(R2 − Ω

2

4
)(k−1)/2dR.

3The notationf (t) = o(t) means thatf (t)/t tends to zero ast > 0 tends to zero.
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The right hand side of the integral equation after differentiation with
respect toω becomes

− c5δ
ν−1

∫ δ

0

∫ δ

0
|r−s|≤ω≤r+s≤δ

(sine(r, s, ω))k−1 cos
r − s

2
cos

r + s
2

(

sin
|r − s|

2

)−α (

sin
r + s

2

)−β
dr ds.

Substituting the value of sineas given by (11.4), we obtain

− c5δ
ν−1

(

sin
ω

2

)−(k−1) (

cos
ω

2

)−(k−1)
×

∫ δ

0

∫ δ

0
|r−s|≤ω≤r+s≤δ

(

sin2 ω

2
− sin2 r − s

2

)(k−1)/2 (

sin2 r + s
2
− sin2 ω

2

)( k−1
2 )
×

cos
r − s

2
cos

r + s
2

(

sin
|r − s|

2

)−α (

sin
r + s

2

)−β
dr ds.

Put

Ω = sin
ω

2
/ sin

δ

2
, x = sin

r + s
2

/ sin
δ

2
, y = sin

|r − s|
2

/ sin
δ

2
.

The above integral then becomes

− c6δ
ν−1(sin

δ

2
)k−α−β+1(cos

ω

2
)1−k×

∫ 1

Ω

(x2 −Ω2)(k−1)/2x−βdx
∫ Ω

0
(1− y2

Ω2
)(k−1)/2y−αdy

= −c7δ
ν−1(sin

δ

2
)k−ν(cos

ω

2
)1−kΩ1−α

∫ 1

Ω

(x2 −Ω2)(k−1)/2x−βdx.

Hence we obtain the new integral equation

∫ 1
2

Ω/2
F(R)(R2 − Ω

2

4
)(k−1)/2dR
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= c8















δ

sin δ
2















γ

Ω1−α
∫ 1

Ω

(x2 −Ω2)(k−1)/2x−βdx (0 < Ω < 1). (11.6)

105

If F(R) is a solution of this integral equation, thenf (r) = F(rδ)
cosrδ is a solution of the given integral equation (11.3).

Except for the factor (δ/ sin(δ/2))ν and except for the notation, this
integral equation is the same as (3.6). Hence there is a solution of (11.6)
of the type

F(R) = F0(R) − F∗(R),

whereF0(R) andF∗(R) are positive and continuous in 0< R≤ 1/2, and
have

F0(R)≫≪ R1−ν−α andF∗(R) ≫≪ R1−k−α, (11.7)

asR → 0. These functions depend onδ; they are (δ/ sin(δ/2))ν times
functions which are independent ofδ. Since

δ/ sin(δ/2)≫≪ 1, (0 < δ < π/2)

the estimates (11.7) hold uniformly inδ.
By what we said above the function

f (r) = f0(r) − f∗(r)

with f0(r) = F0(δr) cosδr, f∗(r) = F∗(δr) cosδr, is a solution of the
original equation (11.3). The functionsf0(r) and f∗(r) are positive and
continuous in 0< r ≤ 1/2, andr → 0 they satisfy

f0(r) ≫≪ r1−ν−α and f∗(r) ≫≪ r1−k−α,

uniformly in δ.
In view of the Fundamental Lemma and by the definition ofA,106

∫ 1
2

0
E(δr, δr) f (r)dr = A.

and
∫ 1

2

0
E(δr, δr) f0(r)dr − A =

∫ 1
2

0
E(δr, δr) f∗(r)dr. (11.8)
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In view of (11.1) and sincef0(r) ≪ r1−ν−α ≪ r−1, the left hand side
of this equation is

≪
∫ δ

0
E(r, r)r−1dr.

On the other hand|D(r, c)| ≥ ||Nµ(s)||, whenceE(r, r) ≥ ||Nµ(r)||2,
and the right hand side of (11.8) is

≫
∫ c9

0
r1−k−αE(δr, δr)dr ≥

∫ c9

0
r1−k−α ||Nµ(δr)||2dr.

A suitable adaptation of the argument below (4.5) shows thatthis is
≫ (Nδk)1+(α/k)−(2/k) , and hence also

∫ δ

0
E(r, r)r−1dr ≫ (Nδk)1+(α/k)−(2/k) .

Sinceα was arbitrary in 0< α < 1, Theorem 10A is proved.

12 Point with Weights

Many results of these lectures may be generalized to distributions of
points with weights. As a sample, we will now mention a partial gener-
alization of Theorem 10A.

Let p
1
, . . . , p

N
be points on the sphereS = Sk. Suppose that non-

negative weightsw1, . . . ,wN are attached to these points. Now given a
measurable subsetA of S, write

z(A) =
∑

p
i
∈A

wi ,

D(A) = z(A) − µ(A)z(S).

Theorem 12A∗. (W. M. Schmidt [23]). Suppose that∈> 0. There exists 107

a spherical cap C(r, c) with

|D(C(r, c))| ≫ (w2
1 + . . . + w2

N)1/2N−(1/2k)−ǫ .

Results about countable distributions of points with a finite total
weight may also be obtained.
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13 Convex Sets

Theorem 13A(W. M. Schmidt [27]).Suppose0 < δ < 1. There exists
a convex set S in Uk with diameter≤ δ and with

|D(S)| ≫ (Nδk)1−(2/(k+1)).

This is stronger than an earliest estimate due to S. K. Zaremba [30].
By a quadrant setwe shall understand a subsetQ of Uk with the

property that ify = (y1, . . . , yk) ∈ Q, then the box consisting ofx =

(x1, . . . , xk) with 0 ≤ xi ≤ yi(i = 1, . . . , k) is contained inQ.

Theorem 13B.Suppose0 < δ < 1. There is a quadrant set Q of diame-
ter ≤ δ with

|D(Q)| ≫ (Nδk)1−(1/k)

Proof of Theorem 13A.We may suppose thatk > 1, and thatNδk is
large. LetB be a ball of diameterδ contained inUk, and letS be the
surface ofB. Let C be a closed spherical cap onS with spherical radius
ρ. (With the radius normalized such that a half sphere has radius π

2).
The convex hullC of C is a solid spherical cap. For 0< ρ < π

2, µ(C) is
a continuous function ofρ with

ρk+1δk ≪ µ(C)≪ ρk+1δk. (13.1)

108

If Nδk is sufficiently large, there is a numberρ0 such that a capC of
spherical radiusρ0 has

µ(C) =
1

2N
.

In view of (13.1), 0< ρ0 ≪ (Nδk)−1/(k+1). We now pick as many
pairwise disjoint caps with radiusρ0 as possible; sayC1, . . . ,CM. For
largeNδk and hence smallρ0 we haveM ≫ ρ

−(k−1)
0 , whence

M ≫ (Nδk)(k−1)/(k+1). (13.2)

Given a sequence of numbersσ1, . . . , σM, with eachσi either+1
or −1, let B(σ1, . . . , σM) consist of allx ∈ B which do not lie in a cap
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Ci with σi = −1. In other words,B(σ1, . . . , σM) is obtained fromB by
removing the solid capsCi for whichσi = −1.

Now the functionD(A) is additive, i. e. it satisfies

D(A∪ A′) = D(A) + D(A′)

if A∩ A′ = φ. It follows easily that

D(B(σ1, . . . , σM)) − D(B(−σ1, . . . ,−σM)) =
M
∑

i=1

σiD(Ci).

We have

D(Ci) = z(Ci) − Nµ((C)i) = z(Ci) −
1
2
.

Hence for everyi, eitherD(Ci) ≥ 1
2 or D(Ci) ≤ −1

2. Chooseσi such
thatσiD(Ci) ≥ 1

2(1 ≤ i ≤ M). Then

D(B(σ1, . . . , σM)) − D(B(−σ1, . . . ,−σM)) ≥ 1
2

M,

and eitherS = B(σ1, . . . , σM) or S = B(−σ1, . . . ,−σM) has|D(S)| ≥ 109
1
2 M. Thus by (13.2),

|D(S)| ≫ (Nδk)(k−1)/(k+1).

Theorem 13A is proven.

Proof of Theorem 13B.We may suppose thatk > 1, and thatNδk is
large. LetG consist of points inUk with x1 + . . . ,+xk ≤ δ/k, andH of
points withx1+. . .+xk = δ/k. Let∈> 0 be small, and letx = (x1, . . . , xk)
be a points onH with (k − 1)δ ∈< xi(i = 1, . . . , k). Let P(x) consist of
pointsy = (y1, . . . , yk) with

y1 + . . . + yk. > δ/k andyi ≤ xi + δ ∈ (i = 1, . . . , k).

ThenP(x) lies in Uk and has volumeµ(P(x)) = (kδǫ)k/k!. If Nδk is
sufficiently large, we may chooseǫ such that this volume equals 1/(2N).
Thenǫ ≪ (Nδk)−1/k.
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Pick as many pairwise disjoint setsP(x) as possible ; sayP1, . . . ,PM.

Clearly M ≫∈−(k−1), whence

M ≫ (nδk)(k−1)/k.

For any sequenceσ1, . . . , σM of +1 and−1 signs, letQ(σ1, . . . , σM)
be the union ofG with the “blisters” Pi for which σi = 1. Th set
Q(σ1, . . . , σM) is a quadrant set of diameter≤ δ. We have

D(Q(σ1, . . . , σM)) − D(Q(−σ1, . . . ,−σM)) =
M
∑

i=1

σiD(Qi).

By an argument used in the proof of Theorem 13A, we obtain a
quadrant setQ of diameter≤ δ with

|D(Q)| ≥ 1
4

M ≫ (Nδk)(k−1)/k.

14 Comparison of different discrepancies

If a is anon-empty class of measurable sets inUk, write110

D(a) = sup|D(A)|,

where the supermum is over allA ∈ a. Further put

△(a) = D(a)/N.

It is clear that 0≤ D(a) ≤ N ando ≤ △(a) ≤ 1. One could call
D(a) thediscrepancy with respect toa of the givenN points; but some
authors prefer to call△(a) the discrepancy.

Let J be the class of boxes inUk of the typea1 ≤ x1 ≤ b1, . . . , ak

≤ xk ≤ bk, letM be the class of closed cubes inUk with sides parallel
to the coordinate axes,L the class of closed balls inUk,S the class of
convex subsets ofUk andq the class of quadrant sets.

We have already seen that

△(J)≫ N−1(logN)(k−1)/2 (Ch. I, Theorem 2B),
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△(J)≫ N−1(log N) if k = 2 (Ch. I, Theorem 5B),

△L ≫ N(k−1)/(2k(k+2))−1−ǫ (Corollary to Theorem 6A)

△S≫ N−2/(k+1) (Theorem 13A)

and that
△(q) ≫ N−1/k (Theorem 13B).

Now a ≤ a′ implies△(a) ≤ △(a′), so that

△(M) ≤ △(J) ≤ △(S),

△(L ) ≤ △(S).

Theorem 14A (W. M. Schmidt [27]).

△(S) ≪ △(M)1/k

△(q) ≪ △(M)1/k

.

111

Earlier, E. Hlawka [10] (see also [9]) had shown that△(S)
≪ △(m)1/(k+1) and△(S) ≪ △(J)1/k.

Write expx = ex.

Theorem 14B.Both△(S) and△(q) are

≪ △(L )1/kexp(2(log 2)1/2k−1| log△(L )|1/2).

In particular, it follows that for∈> 0, both△(S) and△(q) are

≪ △(L )(1/k)−ǫ .

This is stronger than estimates of Hlawka [10]. J. W. S. Cassels (un-
published) and C. J. Smyth [28]. But on the other hand Smyth (thesis,
Cambridge, Engaland) obtained

△(J)≪ △(L )1/k(1+ log |△(L )|c(k)).
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which will not be proved here.
Let B(r, c) be the closed ball with radiusr and centerc. Given a

subsetS of Uk, let S(r) consist of pointsx for which B(r, x) ⊆ S. Let S′

be the complement ofS in Uk.
For eachσ > 0. letS(σ) be the class of subsetsS of Uk having

µ(S(r)) ≥ µ(S) − σr, µ(S′(r)) ≥ µ(S′) − σr (14.1)

for everyr > 0.

Lemma 14C.There are constants c1(k), c2(k) such that

S ⊆ S(c1).q ⊆ (c2).

The proof of this lemma is easy and will not be given here. For a112

rather more thorough discussion ofµ(S(r)) for convex setsS, see H. G.
Eggleston [4].

Theorem 14A, 14B are respective consequences of

Theorem 14C.
△(S(σ)) ≤ c3(k, σ)△(M)1/k

Theorem 14D.

△(S(σ)) ≤ c4(k, σ)△(L )1/kexp(2(log 2)1/2k−1| log△(L )|1/2).

Proof of Theorem 14C. Let S[r] consist of pointsx ∈ Uk which have a
distance< r from the boundary ofS. Every x ∈ S[r] is either inS but
not in S(r), or is inS′ but not inS′(r). Hence forS ∈ S(σ).

µ(S[r]) ≤ 2σr.

Now if k = 1 and ifz1, . . . , zM are on the boundary ofS and in the
interior of U, then for smallr, S[r] contains theM open intervals with
centresz1, . . . , zM and of length 2r. Hence for smallr, µ(S[r]) ≥ 2rM ,
and we getM ≤ σ. ThusS has at mostσ + 2 boundary points, and is
therefore the union of a bounded numbers of points and intervals. Hence
Theorem 14C is true fork = 1.
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We may henceforth assume thatk > 1. Pick a pointa = (a1, . . . , ak)
such that for each of the given pointsp

i
(i = 1, . . . ,N), each coordinate

of p
i
− a irrational. For a positive integern, letM(n) be the class of

cubes

ai +
ui

n
≤ xi ≤ ai +

ui + 1
n

(i = 1, . . . , k)

with integersu1, . . . , uk. LetW(n) be the set of cubes ofM(n) which are
contained inS. Since a cube ofM(n) has diameterk

1
2/n, it follows that

the cubes ofW(n) coverS(k
1
2/n), and their numberν(n) satisfies

nkµ(S) ≥ ν(n) ≥ nkµ(S(k
1
2/n)) ≥ nkµ(S) − nk−1σk

1
2 . (14.2)

113

For each positive integeri, the union of the cubes ofW(2i) contains
the union of the cubes ofW(2i−1). PutW1 = W(21), and fori ≥ 2. let
Wi consist of the cubes ofW(2i) which are not contained in a cube of
W(2i−1). If νi is the number of cubes inWi, thenν1 = ν(2), and fori ≥ 2
we have

2−ikνi + 2−(i−1)kν(2i−1) ≤ µ(S),

whence by (14.2),

νi ≤ 2ikν(S) − 2kν(2i−1) ≤ σk
1
2 2i(k−1)+1.

Since any two distinct cubes in any of the setsW1,W2, . . . are dis-
joint except possibly for their boundaries, and since by ourchoice ofa
none of the givenN points lie on such a boundary, we have for every
positive integerM,

z(S) ≥
M
∑

i=1

∑

WǫWi

z(W)

≥
M
∑

i=1

∑

WǫWi

(Nµ(W) − N△(M))

=N





































∑

WǫW(2M )



















µ(W)) − △(M)
M
∑

i=1

νi


















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≥N

















µ

(

S
(

k
1
2 2−M

))

− △(M)

















2k + σk
1
2

M
∑

i=2

2i(k−1)+1

































≥Nµ(S) − Nc5(k, σ)(2−M + △(M)2M(k−1)),

sincek > 1. Now if we chooseM such that 2M−1 ≤ △(M)−1/k < 2M ,
then

z(S) − Nµ(S) ≥ −Nc5(k, σ)△(M)1/k(1+ 2k−1) = −Nc3(k, σ)△(M)1/k.

This inequality remains true if we replaceS by S′. Hence

|z(S) − Nµ(S)| ≤ Nc3(k, σ)△(W)1/k,

and Theorem 14C follows.114

15 Proof of Theorem 14D by “successive sweeping”

Given a setA,let rA + y be the set of pointsra + y with a ∈ A. Let a(A)

be the class of setsrA + y with r > 0 which are contained inUk. Thus if

B is any closed ball, thena(B) = L . Hence Theorem 14D follows from

Theorem 15A.Supposeµ(A) > 0 and A∈ S(τ) for someτ. Then

△(S(σ)) ≤ c1(A, σ)△(a(A))1/kexp(2(log 2)
1
2 k−1| log△(a(A))|

1
2 ).

The proof of this theorem will require a series of lemmas. Denote
the distance of pointsx, y by

|x− y|.

Now let r1, r2, . . . be positive reals with

r i+1 ≤
1
2

r i i = 1, 2, . . .. (15.1)

and setsi = k
1
2 r i . The setr iA has diameter≤ si.
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For a setT, letX(T |x) be the characteristic function ofT. Let S be
a set belonging toS(σ).

We are going to construct functionsfν(x), gν(x), hν(x) (ν = 0, 1, 2,
. . .).

We begin by setting
f0(x) = 0.

If a continuous functionfν(x) is given, write

gν(x) = X(S|x) − fν(x),

hν(x) = min
|y−x|≤sν+1

gν(y),

fν+1(x) = fν(x) + (ν(rν+1A))−1
∫

X(rν+1A+ y|x)hν(y)dy.

Lemma 15B.We have 115

(i) 0 ≤ fν−1(x) ≤ fν(x) ≤ X(S|x) (ν = 1, 2, . . .),

(iia) | fν(x)− fν(x′)| ≤ c2(A)r−1
ν |x− x′| (ν = 1, 2, . . .), and in partic-

ular fν(x) is continuous.

(iib) | fν(x) − fν(x′)| ≤ 2ν−ic2(A)r−1
i |x − x′| if i ≤ i ≤ ν − 1 and if

|x− x′| ≤ sν and x, x′ ∈ S(3(si+1 + . . . + sν)).

(iiia) fν(x) = 1 if x ∈ S(2s1) (ν = 1, 2, . . .),

(iiib) fν(x) ≥ 1− 2ν−ic3(A)(sν/si) if 1 ≤ i ≤ ν − 1 and x∈ S(6si+1).

Our construction may be interpreted as follows. We first sweep S
with a broom of the size and shape ofr1A. We can sweep the middle of
S, more preciselyS(2s1), very well. But we cannot sweep the border
areas ofS very well. We then take a smaller broom of the size and shape
of r2A. And so on. We obtain a better and better sweeping ofS which is
expressed by (i) and (iiib ). But it would have been inefficient to sweep
right away with a very small broom of the size and shape ofrνA.
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Proof. We proceed by induction onν. Assume that eitherν = 0 or
that the lemma is true for a particular value ofν > 0. We have 0≤
fν(x) ≤ X(S|x), whence 0≤ gν(x) ≤ X(S|x). Now if y ∈ rν+1A+ x, then

y− x ∈ rν+1A, whence|y− x| ≤ sν+1, whencehν(y) ≤ gν(x). We obtain

0 ≤
∫

X(rν+1A+ y\x)hν(y)dy≤ gν(x)
∫

X(rν+1A+ y\x)dy

= gν(x)µ(rν+1A).

and116

fν(x) ≤ fν+1(x) ≤ fν(x) + gν(x) = X(S\x).

Hence (i) is true forν + 1. �

Now it is clear thatℓν+1(x) = fν+1(x) − fν(x) has

ℓν+1(x) − ℓν+1(x′) = (µ(rν+1A))−1

∫

(

X(rν+1A+ y\x) − X(rν+1A+ y\x′)
)

hν(y)dy.

Since 0≤ hν(y) ≤ 1, we obtain

ℓν+1(x) − ℓν+1(x′) ≤ (µ(rν+1A))−1µ(C1),

whereC1 consists ofy for which−y lies in rν+1A−xbut not inrν+1A−x′.

Now

µ(C1) = rk
ν+1µ(C2),

whereC2 consists ofy which are inA− r−1
ν+1(x− x′) but not inA. Now

if y ∈ C2 lies in Uk, theny ∈ A′ andy < A′(r−1
ν+1|x − x′|). Hence by

virtue of A ∈ S(τ), the intersectionC2 ∩Uk has volume≤ τr−1
ν+1|x− x′|.

On the other hand ify ∈ C2 lies putside ofUk, then, it has distance

≤ r−1
ν+1|x − x′| from Uk, and if r−1

ν+1|x − x′| ≤ 1, then the part ofC2
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outsideUk has volume≤ 6kr−1
ν+1|x − x′|. Thus if |x − x′| is small, then

µ(C2) ≤ (τ + 6k)r−1
ν+1|x− x′|, and therefore

ℓν+1(x) − ℓν+1(x′) ≤ 1
2

c2(A)r−1
ν+1|x− x′|.

with c2(A) = 2µ(A)−1(τ + 6k). It follows that forevery x, x′,

|ℓν+1(x) − ℓν+1(x′)| ≤ 1
2

c2(A)r−1
ν+1|x− x′|. (15.2)

Now if ν = 0, we havefν+1(x) = f1(x) = ℓ1(x), and the caseν = 1 of
(iia) follows. If ν > 0, we use our inductive assumption, (15.1), (15.2)
and the relationfν+1(x) = fν(x) + ℓν+1(x) to obtain

| fν+1(x)− fν+1(x′)| ≤ (c2(A)r−1
ν +

1
2

c2(A)r−1
ν+1)|x− x′| ≤ c2(A)r−1

ν+1|x− x′|.

Thus (iia) is true forν + 1. 117

Before taking up the proof of (iib) we observe the following.
Suppose that either

i = ν andz, z′ ∈ S(sν+1), (15.3)

or that

1 ≤ i ≤ ν − 1, |z− z′| andz, z′ ∈ S(3(si+1 + . . . + sν) + sν+1) (15.4)

Now hν(z) equalsgν(w) for somew with |w− z| ≤ sν+1. Sincehν(z′)

is defined as the minimum ofgν(u) for |u − z′| ≤ sν+1, and sincew′ =

w+ z′ − zhas|w′ − z′| ≤ sν+1, we gethν(z′) ≤ gν(w′), whence

hν(z
′) − hν(z) ≤ gν(w

′) − gν(w). (15.5)

Our hypotheses onz, z′ imply that w, w′ ∈ S, whence (S\w) =

X(S\w′) = 1 and

gν(w
′) − gν(w) = fν(w) − fν(w

′). (15.6)
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Now if (15.3) holds, apply (iia) to w, w′. On the other hand, if (15.4)
holds, then|w− w′| = |z− z′| ≤ sν andw, w′ ∈ S(3(si+1 + . . . + sν)). In

this case we apply (iib) to w,w′. We may do so, since (iib) is true for
our particular value ofν by induction. In either case, we get

| fν(w) − fν(w
′)| ≤ 2ν−1c2(A)r−1

i |w− w′| = 2ν−1c2(A)r−1
i |z− z′|.

Combining this with (15.5) and (15.6), we may conclude that both
(15.4) or (15.4) implies

|hν(z′) − hν(z)| ≤ 2ν−ic2(A)r−1
i |z− z′|.

Now suppose that 1≤ i ≤ ν, that |x, x′| ≤ sν+1 and thatx, x′ ∈118

S(3(si+1 + . . . + sν+1)). We have

ℓν+1(x) − ℓν+1(x′) = (µ(rν+1A))−1
∫

X(rν+1A+ y\x′)(hν(y+ x− x′) − h(y))dy.

The integrand is zero unless|y − x′| ≤ sν+1, hence is zero unless

y ∈ S(3(si+1 + . . . + sν) 4 +2sν+1). But theny+ x− x′ ∈ S(3(si+1 + . . . +

sν) + sν+1). We apply the remark made above toz = y, z′ = y + x − x′,

and we obtain|hν(y+ x− x′) − hν(y)| ≤ 2ν−ic2(A)r−1
i |x− x′|. Hence

|ℓν+1(x) − ℓν+1(x′)| ≤ 2ν−ic2(A)r−1
i |x− x′|.

Since fν+1(x) = fν(x)+ ℓν+1(x) and since| fν(x)− fν(x′)| ≤ 2ν−ic2(A)

r−1
i |x− x′| by induction, we obtain

| fν+1(x) − fν+1(x′)| ≤ 2ν+1−ic2(A)r−1
i |x− x′|.

Thus (iib) is true foeν + 1.
We have

f1(x) = µ(r1A)−1
∫

X(r1A+ y\x)h0(y)dy.

4The empty sum occurring wheni = ν is to be interpreted as zer0.
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If x ∈ S(2s1) and if x ∈ r1A+ y, then|y− x| ≤ s1 andy ∈ S(s1). Since

g0 is the characteristic function ofS, the definition ofh0(y) implies that

h0(y) = 1 for y ∈ S(s1). Thereforex ∈ S(2s1) implies that f1(x) = 1.

Since f1(x) ≤ fν(x) ≤ 1 by (i), we obtain (iiia ).
There remains (iiib). Suppose 1≤ i ≤ ν and x ∈ S(3(si+1 + . . . +

sν+1)).
We have

fν+1(x) = µ(rν+1A)−1
∫

X(rν+1A+ y\x)( fν(x) + hν(y))dy. (15.7)

Herebν(y) = gν(w) for somew with |w − y| ≤ sν+1. In particular, 119

if x ∈ rν+1A + y, we have|y − x| ≤ sν+1, whence|w − x| ≤ 2sν+1. In

particularw ∈ S, so thatgν(w) = 1− fν(w) and

fν(x) + hν(y) = 1+ fν(x) − fν(w).

Now eitheri = ν; then we estimatefν(x)− fν(w) by (iia). Or i ≤ ν−1,
|w − x| ∈ 2sν+1 ≤ sν, and bothx,w ∈ S(3(si+1 + . . . + sν)). Then we
estimatefν(x) − fν(w) − f (w) by (iib). In either case we get

| fν(x) − fν(w)| ≤ 2ν−ic2(A)r−1
i |x− w| ≤ 2ν−1c2(A)(2sν+1/r i)

= 2ν−ic3(A)(sν+1/si),

say¿ Thus everyy with x ∈ rν+1A+ y has

fν(x) + hν(y) ≥ 1− 2ν−1c3(A)(sν+1/si),

and (15.7) yields

fν+1(x) ≥ 1− 2ν−ic3(A)(sν+1/si).

SinceS(6si+1) ⊆ S(3(si+1 + . . . + sν+1)) by (15.1), the lemma is
proved.

Let r1, r2, . . . and s1, s2, . . . be as above, and letM be an integer
greater than 1.
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The spaceΩ = a(A) of setsrA+y in Uk may be parametrized by the

pair (r, y). We introduce a measureω onΩ by the formula

∫

Ω

a(r, y)dω =
M−1
∑

ν=0

(µ(rν+1A))−1
∫

a(rν+1, y)hν(y)dy.

This formula is valid for functionsa(r, y) onΩ for which the inte-

grals on the right are defined.

Lemma 15C.We have

(i)
∫

Ω
(rA + y\x)dω ≤ X(S\x),

(ii)
∫

Ω
dω ≤ c4(A, σ)(r−k

1 + 2r−k
2 r1 + . . . + 2M−1r−k

M rM−1),

(iii)
∫

Ω
µ(rA)dω ≤ µ(S) − 2Mc5(A, σ)rM .

Proof. We begin by observing that120

∫

Ω

X(rA + y\x)dω =
M−1
∑

ν=0

(µ(rν+1A))−1
∫

X(rν+1A+ y\x)hν(y)dy

=

M−1
∑

ν=0

ℓν(x)

= fM−1(x) ≤ X(S\x).

�

Next,

∫

Ω

dω =
M−1
∑

ν=0

(ν(rν+1A))−1
∫

hν(y)dy≤
M−1
∑

ν=0

(µ(rν+1A))−1
∫

gν(y)dy.

(15.8)
We have

∫

g0(y)dy=
∫

X(S, y)dy= µ(S) (15.9)
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Forν ≥ 1 we write
∫

gν(y)dy=
∫

S1

+

∫

S2

+ . . . +

∫

Sν
+

∫

S∗ν

,

whereS1 = S(6s1), whereS j is the complement ofS(6sj−i ) in S(6sj)
( j = 2, 3, . . .), and whereS∗ν is the complement ofS(6sν) in S. By (iiia)
of Lemma 15B,gν(y) = 0 for x ∈ S1. so that the integral overS1 is zero.

By (iiib) of Lemma 15B, we have

gν(y) ≤ 2ν−( j−1)c3(A)(sν/sj−1)

if y ∈ S j with 2 ≤ j ≤ ν. On the other hand we haveµ(S j) ≤ 6sj−1σ,

becauseS ∈ S(σ). Thus for 2≤ j ≤ ν. 121

∫

S j

gν(y)dy≤ 6c3(A)σsν2
ν− j+1.

OnS∗ν we havegν(y) ≤ 1, and sinceµ(S∗ν) ≤ 6sνσ, the integral over

S∗ν is ≤ 6σsν. Combining our estimates, we obtain
∫

gν(y)dy≤ 6σ(1+c(A))sν(2
ν−1+2ν−2+. . .+1), c5(A, σ)2νrν. (15.10)

In view of (15.8) and (15.9) we obtain part (ii) of the lemma.
Finally,

∫

hν(y)dy= (µ(rν+1A))−1
∫ ∫

X(rν+1A+ y\x)hν(y)dxdy=
∫

ℓν+1(x)dx.

Thus

∫

Ω

µ(rA)dω =
M−1
∑

ν=0

∫

hν(y)dy=
M
∑

ν=1

∫

ℓν(x)dx

=

∫

fM(x)dx= µ(S) −
∫

gM(x)dx

≥ µ(S) − 2Mc5(A, σ)rM
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by (15.10).
Theproof of Theorem 15Ais now finished as follows. We may as-

sume that△ = △(a(A)) is so small that

| log△|/(log 2)≥ 9k2. (15.11)

Repeated application of Lemma 15C yields

z(S) =
i=1
∑

N

X(S\p
i
) ≥

∫

Ω

N
∑

i=1

X(rA + y\p
i
)dω

=

∫

Ω

z(rA + y)dω

≥
∫

Ω

(Nµ(rA) − N△(a(A)))dω (15.12)

= N(
∫

Ω

µ(rA)dω − △
∫

Ω

dω)

≥ N(µ(S) − 2Mc5(A, σ)rM − △c4(A, σ)RM)

with122

RM = r−k
1 + 2r−k

2 r1 + . . . + 2M−1r−k
M rM−1.

Choose the integerM with

M − 1 ≤ | log△| 12 (log 2)−
1
2 k−1 < M (15.13)

ThenM ≥ 3 by (15.11). Letd be the number with

logd = | log△|/(Mk+ 1).

Now by (15.11), (15.13)

| log△|/(Mk+ 1) ≥ | log△|/(2| log△| 12 (log 2)−
1
2 + 1)

≥ 1
3
| log△|

1
2 (log 2)

1
2 ≥ log 2,

so thatd ≥ 2.
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Putr i = d−i (i = 1, 2, . . .). Then

RM = dk + 2d2k−1 + . . . + 2M−1dMk−(M−1) ≥ 2MdM(k−1)+1,

so that

2MrM + △RM ≤ (2/d)M(1+ △dMk+1) = 2(2/d)M , (15.14)

by our choice ofd, We have

M(logd − log 2)= (M/(Mk+ 1))| log△| − M log 2

≥ | log△|((1/k) − (1/k2M)) − M log 2

≥ (1/k)| log△| − (2/k)| log△|
1
2 (log 2)

1
2 − log 2

by (15.13), so that by (15.14), 123

2MrM + △rM ≤ 4△1/kexp(2(log 2)1/2k−1| log△|1/2).

This in conjunction with (15.12) gives

z(S) ≥ N(µ(S)) − c1(A, σ)△1/kexp(. . .)).

The same inequality holds withS replaced byS′. Both inequalities
together yield

|z(S) − Nµ(S)| ≤ N(c1(A, σ)△1/kexp(2(log 2)1/2k−1| log△|1/2).

This holds for everyS ∈ S(σ), and Theorem 15A is established.

16 Open Problems

We noted that Theorem 5B of ChapterI about rectangles with sides
parallel to the axes is best possible (except for the value ofthe constant).
Also Theorem 13B of Chapter II is best possible, since it is easy to
construct distributions ofN points inUk with |D(Q)| ≪ (Nδk)1−(1/k) for
quadrant setsQ of diameter≤ δ. But all the other known estimates of
this type are almost certainly not best possible. It appearsto be a difficult
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problem to improve Roth’s Theorem 2B of Chapter I, and Theorems 1B,
6B, 6C, 7A, 8B, 9A, 10B, 10D and 13A of chapter II.

Almost certainly there is a generalization of Davenport’s Theorem
4A (Chapter I). Namely, that for anyk and largeN, there exists a distri-
bution ofN points inUk with

∫

Uk
. . .

∫

(Z(x1, . . . xk) − Nx1 . . . xk)
2dx1 . . .dxk ≪ (log N)k−1.

124

As was already mentioned in Chapter I, Theorem 6C is probably
capable of improvement.

Let f (x) be a periodic function of period 1, andL1-integrable in
0 ≤ x ≤ 1. Write ft(x) for the translated functionf (x − t). Given a
sequencex1, x2, . . ., put

z(n, f ) =
n

∑

i=1

f (xi),

D(n, f ) = z(n, f ) − n
∫ 1

0
f (x)dx,

△(n, f ) = sup
t
|D(n, ft)|.

Are there functionsf such that△(n, f ) → ∞, no matter what the
given sequence? Which functionsf have this property?

Perhaps related is a question of Erdós [5]. Letx
1
, x

2
, . . . be a se-

quence of points on the unit circle|x| = 1. For anyp on this circle,

put
Π(n, p) = πn

i=1|xi
− p|.

LetΠ(n) be the supermum ofΠ(n, p) over all p on the unit circle. Is

it true thatΠ(n)→ ∞?
In Theorem 1B of Chapter II we noted the existence of ballsB with

large|△(B)|. It is an open question whether there are balls with△(B) > 0
and large, or whether there are ballsB with △(B) < 0 and|△(B)| large.
There is a similar question with regard to Theorem 10B, i. e. with regard
to spherical caps.
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Now suppose we haveN points in a circular disc of area 1. Define
D(A) for measurable subsetsA of this disc in the obvious way. K. F.
Roth asked whether there is a segmentS, i. e. an intersection of the disc125

with a half plane, having large|D(S)|.
Let J be the class of rectanglesa1 ≤ x1 ≤ b1, a2 ≤ x2 ≤ b2 in U2,

let J ′ be the subclass of rectangles 0≤ x1 ≤ b1, 0 ≤ x2 ≤ b2, and let
L be the class of closed discs inU2. In the notation of§ 14,

△(J ′) ≤ △(J ) ≤ 22△(J ). (16.1)

We know that the estimate△(J ) ≪ N−1 log N of Theorem 5A
(Chapter I) is best possible, but for△(L ) there is the much better es-
timate△(L ) ≪ N−(7/8)−ǫ (Corollary to Theorem 3A, Chapter II). Why
is this? Probably, becauseL has more “essential” parameters thanJ .
Namely, L is a 3-parameter family. On the other hand,J is a 4-
parameter family, but in view of (16.1) and the close connection be-
tweenJ and the 2-parameter familyJ ′, we may argue thatJ has
only two “essential” parameters. It would be desirable to have a theory
of classes of sets depending on a given number of essential parameters,
and to give estimates which depend on the number of parameters and
on the dimension of the space (Uk,Sk, or more general spaces) in which
these sets lie.
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