
Lectures on
Expansion Techniques In

Algebraic Geometry

By

S.S. Abhyankar

Tata Institute Of Fundamental Research

Bombay

1977



Lectures on

Expansion Techniques In
Algebraic Geometry

By

S.S. Abhyankar

Notes by

Balwant Singh

Tata Institute Of Fundamental Research

Bombay

1977



© Tata Institute Of Fundamental Research, 1977

No part of this book may be reproduced in any
form by print, microfilm or any other means with-
out written permission from the Tata Institute of
Fundamental Research, Colaba, Bombay 400005

Printed in India

By

K.P. Puthran at Tata Press Limited, Bombay 400025

and published by K.G. Ramanathan for the

Tata Institute of Fundamental Research,

Bombay400005





Preface

These notes are based upon my lectures at the Tata Institute fromNovem-
ber 1975 to March 1976 and further oral communication between me
and the note taker.

The notes are divided into two parts. In §8 or Part One we provethe
Fundamental Theorem on the structure of the coordinate ringof a mero-
morphic curve and its value group. We then give some applications
of the Fundamental Theorem, the principal one among them being the
Epimorphism Theorem. The proof of the Main Lemmas (§ 7) presented
here is a simplified version of the original proof of Abhyankar and Moh.
The process of simplification started with my lectures at Poona Univer-
sity in 1975 and culminated into the present version during my lectures
at the Tata Institute. The simplification resulted mainly from the keen
and stimulating interest in my lectures shown by the audience at these
two places, especially at the Tata Institute.

In Part Two we record some progress on the Jacobian problem,
which is as yet unsolved. The results presented here were obtained by
me during 1970-71. Partial notes on these were prepared by M.van der
Put and W. Heinzer at Purdue University in 1971. However, since the
notes were not complete, they were never formally circulated.

I wish to thank the Tata Institute for inviting me and providing me
with an opportunity to give these lectures. My special thanks go to Bal-
want Singh who took over the task of recording the lectures and prepar-
ing these notes entirely on his own even to the extent of relieving me of
the tedium of having to read and check the manuscript.

S. S. Abhyankar
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Notation

The following notation is used in the sequel.
The set of integers (resp. non-negative integers, positiveintegers,

real numbers) is denoted byZ (resp.Z+,N,R). We write card (S) for the
cardinality of a setS and we write inf(S) (resp. sup(S)) for the infimum
(resp. supremum) of a subsetS of R. If T is a subset of a setS then
S − T denotes the complement ofT in S. If k is a field andn is a
positive integer, we denote byµn(k) the group ofnth roots of unity ink.
For w ∈ µn(k) we write ord(w) for the order ofw i.e., ord(w) is the least
positive integerr such thatwr

= 1.
Suppose. in a given context,k is a fixed field. We then denote by the

symbol� a generic (i.e. unspecified) non-zero element ofk. Thus ifk′

is a ring containingk anda ∈ k′ thena = � means thata ∈ k anda , 0.
Similarly, b = �c means thatb = ac for somea ∈ k, a , 0. Note that
a = �, b = � does not mean thata = b.
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Meromorphic Curves
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Chapter 1

G-Adic Expansion and
Approximate Roots

1 Strict Linear Combinations

(1.1) NOTATION. Let e be a non-negative integer and letr = (r0, r1, 1

. . . , re) be an (e+ 1)-tuple of integers such thatr0 , 0. We define

di(r) = g.c.d.(r0, . . . , r i−1), 1 ≤ i ≤ e+ 1.

Sincer0 , 0, we havedi(r) > 0 for everyi. Moreover, it is clear
thatdi+1(r) dividesdi(r) for 1 ≤ i ≤ e. We putni(r) = di(r)/di+1(r) for
1 ≤ i ≤ e.

(1.2) LEMMA. Let j, c be integers such that1 ≤ j ≤ e and0 ≤ c <
n j(r). If n j(r) divides crj/d j+1(r) then c= 0.

Proof. Since g.c.d. (d j (r), r j ) = g.c.d. (r0, . . . r j) = d j+1(r), we have
g.c.d. (n j (r), r j/d j+1(r)) = 1. Therefore ifn j(r) dividescr j/d j+1(r) then
n j(r) dividesc. Therefore, since 0≤ c < n j(r), we getc = 0. �

(1.3) LEMMA. Let j, c be integers1 ≤ j ≤ e and let c=
j

∑

i=0

cir i with

ci ∈ Z for 0 ≤ i ≤ j. Assume that0 < c j < n j(r). Let

j′ = inf
{

i
∣

∣

∣

∣

1 ≤ i ≤ e+ 1, di(r) divides c
}

.

3



4 1. G-Adic Expansion and Approximate Roots

Then j′ = j + 1. In particular,d1(r) does not dividesc andc , 0.

Proof. Sinced j+1(r) divides r i for 0 ≤ i ≤ j, it is clear thatd j+1(r)
dividesc. Therefore j′ ≤ j + 1. Next, since 0< c j < n j(r), we see
by lemma (1.2) thatn j(r) does not dividec jr j/d j+1(r). Therefored j(r)

does not dividec jr j . Sinced j(r) divides
j−1
∑

i=0

cir i , we conclude thatd j(r)

does not dividec. This proves thatj′ ≥ j + 1. �

(1.4) DEFINITION. LetΓ be a subsemigroup ofZ. By aΓ- strict linear2

combination aof r we mean an expression of the form

a =
e

∑

i=0

air i

with a0 ∈ Γ andai ∈ Z, 0 ≤ ai < ni(r) for 1 ≤ i ≤ e. If Γ = Z+ then we
call aΓ-strict linear combination ofr simply astrict linear combination
of r.

(1.5) PROPOSITION.Let Γ be a subsemigroup ofZ and let

a =
e

∑

i=0

air i , b =
e

∑

i=0

bir i

beΓ- strict linear combinations ofr. If a = b thenai = bi for every i,
o ≤ i ≤ e.

Proof. If the assertion is false then there exists an integerj, 0 ≤ j ≤ e,
such thata j , b j andai = bi for j + 1 ≤ i ≤ e. We may assume without
loss of generality thata j > b j . Writing c = a − b andci = ai − bi for
everyi, we get

c =
j

∑

i=0

cir i , c j > 0.

Sincec = 0 andr0 , 0, we havej ≥ 1. Therefore we have 0≤ a j <

n j(r) and 0≤ b j < n j(r), which shows that 0< c j < n j(r), sincec j > 0.
Thereforec , 0 by Lemma (1.3). This is a contradiction. �



1. Strict Linear Combinations 5

(1.6) COROLLARY. If an integer a can be expressed asa Γ- strict lin-
ear combination ofr then such an expression ofa is unique.

(1.7) DEFINITION. Let Γ,G be subsemigroups ofZ. We sayG is
strictly generated(resp.Γ- strictly generated) by r if G coincides with
the set of all strict (resp.Γ- strict) linear combinations ofr.

(1.8) PROPOSITION.Assume thate ≥ 1 andr i ≤ 0 for i = 0, 1. If 3

−d2(r) can be expressed as a strict linear combination ofr thenr0 divides
r1 or r1 dividesr0.

Proof. Let di = di(r), 1 ≤ i ≤ e + 1. Suppose−d2 is a strict linear
combination ofr. Then

−d2 =

e
∑

i=0

cir i

with c0 ∈ Z
+, ci ∈ Z, 0 ≤ ci < ni(r) for 1 ≤ i ≤ e. Since−d2 , 0, there

existsi, 0 ≤ i ≤ e, such thatci , 0. Let

j =
∑

{

i
∣

∣

∣

∣

0 ≤ i ≤ e, ci , 0
}

.

�

Then we have

−d2 =

j
∑

i=0

cir i , c j , 0.

Note that, sincer0 , 0, we haver0 < 0 by assumption. Now, ifj = 0
then−d2 = c0r0, so thatr0 dividesd2. Therefore in this caser0 divides
r1. Assume now thatj ≥ 1. Then 0< c j < n j(r). Sinced2 divides−d2,
it follows from Lemma (1.3) thatj ≤ 1. Thereforej = 1 and we have

(1.8.1) −d2 = c0r0 + c1r1

with c0 ∈ Z
+, c1 ∈ Z and 0< c1 < n1(r). The last inequalities mean, in

particular, thatd1/d2 = n1(r) > 1, so that

−r0 = d1 > d2 = g.c.d. (r0, r1).
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This shows thatr1 , 0, so that by assumptionr1 < 0. Therefore,
sinced2 dividesr1, we get

−d2 ≥ r1 ≥ c1r1 ≥ c0r0 + c1r1 = −d2.

This gives−d2 = c1r1, so thatr1 dividesd2. Thereforer1 dividesr0.4

(1.9) PROPOSITION.Let pbe a positive integer and let (u1, . . . , up) be
a p-tuple of positive integers such thatui dividesui+1 for 1 ≤ i ≤ p− 1.
Let a1, . . . , ap, b1, . . . , bp be non-negative integers such that

(1.9.1) ai < ui+1/ui andbi < ui+1/ui for 1 ≤ i ≤ p− 1.

If

(1.9.2)
p

∑

i=1

aiui =

p
∑

i=1

biui

thenai = bi for everyi, 1 ≤ i ≤ p.

Proof. Let e = p − 1 and letr = (r0, . . . , re), wherer1 = ue+1−i for
0 ≤ i ≤ e. Thendr (r) = ue+2−i for 1 ≤ i ≤ e+ 1. Thereforeni(r) =
ue+2−i/ue+1−i for 1 ≤ i ≤ e. Let a′i = ae+1−i , b′i = be+1−i for 0 ≤ i ≤ e.
Then the equality (1.9.2) takes the form

e
∑

i=0

a′i r i =

e
∑

i=0

b′1r i

and conditions (1.9.1) take the form

a′i < ni(r) and b′i < ni (r)

for 1 ≤ i ≤ e. Moreover, we havea′0 ∈ Z
+ andb′0 ∈ Z

+. Now the
assertion follows from Proposition (1.5) by takingΓ = Z+. �

2 G-Adic Expansion of a Polynomial

(2.1)

Let R be a ring (commutative, with unity) and letR[Y] be the poly no-5

mial ring in one variableY overR. ForF ∈ R[Y], we write degF for its
Y-degree. We use the convention that deg 0= −∞.
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(2.2)

Let p be a positive integer and letG = (G1, . . . ,Gp) be a p-tuple of
elements ofR[Y] such that the following three conditions are satisfied:

(i) Gi is monic inY and degGi > 0 for everyi, 1 ≤ i ≤ p.

(ii) degGi divides degGi+1 for everyi, 1≤ i ≤ p− 1.

(iii) degG1 = 1.

We putui(G) = deg(Gi) for 1 ≤ i ≤ p, andup+1(G) = ∞. We then
defineni (G) = ui+1(G)/ui(G) for 1 ≤ i ≤ p. Note thatnp(G) = ∞ and
ni(G) is a positive integer for 1≤ i ≤ p− 1. Let

A(G) =
{

a = (a1, . . . , ap) ∈ Zp
∣

∣

∣

∣

0 ≤ ai < ni(G) for 1 ≤ i ≤ p
}

.

Fora ∈ A(G), we putGa
= Ga1

1 · · ·G
ap
p .

(2.3) DEFINITION. An elementF ∈ R[Y] is called a strict polynomial
in G if F has an expression of the form

F =
∑

a∈A(G)

FaG
a

with Fa ∈ R for every a andGa = 0 for almost alla. We writeR[GA] for
the set of strict polynomials inG. Note thatR[GA] is theR-submodule

of R[Y] generated by the setGA
=

{

Ga
∣

∣

∣

∣
a ∈ A(G)

}

.

(2.4) LEMMA. Let a, b∈ A(G). If a , b thendegGa
, degGb.

Proof. This is immediate from Proposition (1.9). For, by takingui =

ui(G), 1 ≤ i ≤ p, we have

degGa
=

p
∑

i=1

aiui , degGb
=

p
∑

i=1

biui .

�
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(2.5) COROLLARY. Let 6

F =
∑

a∈A(G)

FaG
a

be a strict polynomial inG. Then

degF = sup
a∈a(G)

deg(FaG
a).

In particular, ifG = 0 thenFa = 0 for all a ∈ A(G).

(2.6) COROLLARY. R[GA] is a freeR-module withGA as a free basis.

(2.7) DEFINITION. Let F ∈ R[GA]. The expression

F =
∑

a∈A(G)

FaG
a,

which is unique by Corollary (2.6), is called theG-adic expansion ofF.

(2.8) DEFINITION. For F ∈ R[GA], we define

SuppG(F) =
{

a ∈ A(G)
∣

∣

∣

∣

Fa , 0
}

.

(2.9) COROLLARY. Let F be a non-zero element ofR[GA]. Then

degF = sup
a∈SuppG(F)

degGa.

More precisely, there exists a unique elementa ∈ SuppG(F) such that

degF = degGa > degGb

for everybinSuppG(F), b , a.

Proof. Immediate from Lemma (2.4). �

(2.10) LEMMA. Let e be an integer,1 ≤ e ≤ p, and let a1, . . . , ae7

be non-negative integers such that ai < ni(G) for 1 ≤ i ≤ e. Then
e

∑

i=1

aiui (G) < ue+1(G).
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Proof. We use induction one. If e = 1 thena1 < n1(G) implies that
a1u1(G) < n1(G)u1(G) = u2(G). Now, supposee ≥ 2. By induction

hypothesis, we have
e−1
∑

i=1

aiui(G) < ue(G). Therefore

e
∑

i=1

aiui(G) < ue(G) + aeue(G)

= (1+ ae)ue(G)

= ne(G)ue(G) (sinceae < ne(G))

= ue+1(G).

�

(2.11) LEMMA. Let e be an integer,1 ≤ e≤ p. Let a= (a1, . . . , ap) be
an element of A(G) such that ae , 0 and ai = 0 for e+ 1 ≤ i ≤ p. Then
ue(G) ≤ degGa < ue+1(G).

Proof. we have degGa
=

∑p
i=1 aiui(G) =

∑e
i=1 aiui(G). Therefore, since

ae > 0 andai ≥ 0 for all i, we getie(G) ≤ degGa. The inequality
degGa < ue+1(G) follows from Lemma (2.10). �

(2.12) LEMMA. Let F be an element of R[GA] such that F< R. Let

e= sup
{

i
∣

∣

∣

∣

1 ≤ i ≤ p,∃ a ∈ SuppG(F) with ai , 0
}

.

Thenue(G) ≤ degF < ue+1(G).

Proof. By Corollary (2.9) there existsa ∈ SuppG(F) such that

(2.12.1) degF degGa ≥ Gb

for every b ∈ SuppG(F). SinceF < R, we havea , 0. For b ∈
SuppG(F), b , 0, let

eb = sup
{

i
∣

∣

∣

∣
1 ≤ i ≤ p, bi , 0

}

.

�
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Then Lemma (2.11)ueb(G) ≤ degGb < ueb + (G). Therefore it 8

follows from (2.12.1) that we have

(2.12.2) uea(G) ≤ degF < uea+1(G)

and thatueb(G)uea+1(G) for everyb ∈ SuppG(F), b , 0. This last in-
equality shows thateb ≤ ea, so that we get

esup
{

eb

∣

∣

∣

∣

b ∈ SuppG(F), b , 0
}

= ea.

Now the lemma follows from (2.12.2).

(2.13) THEOREM. R[GA] = R[Y].

Proof. We have to show that every elementF of R[Y] belongs toR[GA].
We do this by induction on degF. The assertion being clear for degF ≤
0, let us assume that degF ≥ 1. Sinceu1(G) = 1 andup+1(G) = ∞,
there exists a unique integere, 1 ≤ e≤ p, such that

ue(G) ≤ degF < ue+1(G).

�

Then there exists a unique positive integerbe such that

(2.13.2) beue(G) ≤ degF < (be + 1)ue(G).

If follows from (8) that we have

(2.13.3) be < ne(G)

SinceGe and henceGbe
e is monic, there existQ, P ∈ R[Y] such that

(2.13.4) F = QGbe
e + P

and9

(2.13.5) degP < degGbe
e = beue(G) ≤ degF.
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By induction hypothesis,P ∈ R[GA]. Therefore it is enough to prove
that QGbe

e ∈ R[GA]. From (2.13.4) and (2.13.5) we see that degF =
deg(QGbe

e ), which shows that we have

(2.13.6) degQ = degF − beue(G) < degF.

Therefore, by induction hypothesis,Q ∈ R[GA]. Writing

Q =
∑

a∈A(G)

QaG
a, Qa ∈ R,

we get
QGbe

e =

∑

a∈A(G)

QaG
aGbe

e .

It is therefore enough to show that

a+ (0, . . . , be, . . . , 0) ∈ A(G)

for everya ∈ SuppG(Q). Sincebe < ue(G) by (2.13.3), it is enough to
prove thatae = 0 for everya ∈ SuppG(Q). This last assertion is clear if
Q ∈ R. Assume therefore thatQ < R. Then, since

degQ = degF − beue(G) (by (2.13.6))

< ue(G) (by (2.13.2)),

we see by Lemma (2.12) thatae = 0 for everya ∈ SuppG(Q). This
completes the proof of the theorem.

(2.14) COROLLARY. Every element ofR[Y] has a uniqueG-adic ex-
pansion.

Proof. Clear from Theorem (2.13) and Corollary (2.6) � 10

3 Tschirnhausen Operator

We preserve the notation of (2.1)
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(3.1)

Let g ∈ R[Y] be a monic polynomial of positive degree. LetG1 = Y,
G2 = g. Then the conditions (i) - (iii) of (2.2) are satisfied byG =
(G1,G2) with p = 2, and we note that we haven1(G) = degg, n2(G) =
∞ and

A(G) =
{

a = (a1, a2) ∈ Z+ × Z+
∣

∣

∣

∣
< degg

}

.

By Corollary (2.14) every element ofR[Y] has a uniqueG = (Y, g)−
adic expansion. Letf ∈ R[Y] and let

(3.1.1) f =
∑

a∈A(G)

faYa1ga2

be itsG-adic expansion. Fori ∈ Z+, let

C(i)
f (g) =

∑

a∈A(G)
a2=i

faYa1

Then we can rewrite (3.1.1) in the form

(3.1.2) f =
∞
∑

i=0

C(i)
f (g)gi

with C(i)
f (g) ∈ R[Y], degC(i)

f (g) < degg andC(i)
f (g) = 0 for almost all

i. The expression (3.1.2) is called theg-adic expansion off . It follows
from Corollary (2.14) that every elementf of R[Y] has a uniqueg-adic

expansion. In particular, iff =
∞
∑

i=0

Cig
i with Ci ∈ R[Y], degCi < degg

andCi = 0 for almost alli, thenCi = C(i)
f (g) for everyi and f =

∞
∑

i=0

Cig
i

is theg-adic expansion off .

(3.2) LEMMA. Let f ∈ R[Y]. Suppose f=
e

∑

i=0

Cig
i , where e is a11

nonnegative integer, Ci ∈ R[Y] with degCi < degg for 0 ≤ i ≤ e, and
Ce , 0. Thendeg f = edegg+ degCe. In particular, we have

edegg ≤ deg f < (e+ 1) degg.
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Proof. For everyi, 0 ≤ i ≤ e− 1, we have

deg(Cig
i ) = i degg+ degCi

≤ (e− 1) degg+ degCi

< edegg (since degCi < degg)

≤ edegg+ degCe (sinceCe , 0)

= deg(Ceg
e).

This shows that degf = edegg+ degCe. The asserted inequalities now
follow from the fact that 0≤ degCe < degg. �

(3.3) COROLLARY. Let f be an element ofR[Y] such thatf is monic
and degf = ddegg for some non-negative integerd. Then

f = gd
+

d−1
∑

i=0

C(i)
i (g)gi .

Proof. Since degf = ddegg, Lemma (3.2) shows that

f =
d

∑

i=0

C(i)
f (g)gi

with degC(d)
f (g) = 0. This means thatC = C(d)

f (g) ∈ R. By Lemma (3.2)
again, we have

(3.3.1) deg(f −Cd
g) = deg

















d−1
∑

i=0

C(i)
f (g)gi

















< ddegg.

Since deg(Cgd) = ddegg = deg f and since bothf andg are monic, 12

it follows from (3.3.1) thatC = 1. �

(3.4) DEFINITION. Let d be a positive integer. Letg ∈ R[Y] be a
monic polynomial of positive degree and letf ∈ R[Y] be a monic poly-
nomial of degreeddegg. Then we have

(3.4.1) f = gd
+

d−1
∑

i=0

C(i)
f (g)gi
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by Corollary (3.3). We callC(d−1)
f (g) the Tschirnhausen coefficient in

theg-adic expansion off and denote it simply byC f (g). If d is a unit
in R then theTschirnhausen transformof g with respect tof , denoted
τ f (g), is defined to be

τ f (g) = g+ d−1C f (g).

We callτ f theTschirnhausen operatorwith respect tof . Note that
degC f (g) < degg andτ f (g) ∈ R[Y] is monic with degτ f (g) = degg.

In (3.5) to (3.7) below, we preserve the notation of (3.4). Weassume,
moreover, that d is a unit in R.

(3.5) LEMMA. If C f (g) , 0 then

degC f (g) = deg(f − gd) − (d − 1) degg.

Proof. By 3.4.1 we have

f − gd
=

d−1
∑

i=0

C(i)
f (g)gi .

Since degC(i)
f (g) < degg for everyi, the above expression is theg-adic

expansion off − gd. Therefore, sinceC(d−1)
f (g) = C f (g) , 0, we see by

Lemma (3.2) that

deg(f − gd) = (d − 1) degg+ degC f (g).

�

(3.6) PROPOSITION.

(i) If C f (g) = 0 thenC f (τ f (g)) = 0.13

(ii) If C f (g) , 0 then degC f (τ f (g)) < degC f (g).

Proof.

(i) is clear, sinceτ f (g) = g if C f (g) = 0.
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(ii) Let h = τ f (g) = g+ d−1C f (g). Then we have

(3.6.1) hd
= gd

+C f (g)gd−1
+ k,

where

k =
d

∑

i=2

(

d
i

)

d−iC f (g)igd−i .

�

Let c = degC f (g). Then 0≤ c < degg. Therefore we have

degk ≤ 2c+ (d − 2) degg < c+ (d − 1) degg.

Now, from (3.6.1) we get

f − hd
= f − gd −C f (g)gd−1 − k

=

d−2
∑

i=0

C(i)
f (g)gi − k (by (3.4.1)).

Since

deg

















d−2
∑

i=0

C(i)
f (g)gi ) < (d − 1) degg ≤ c+ (d − 1) degg

















by Lemma (3.2) and since degk < c+ (d − 1) degg, we get

deg(f − hd) < (d − 1) degh+ c.

Therefore ifC f (h) , 0 then degC f (h) < c by Lemma (3.5). If
C f (h) = 0 then degC f (h) = −∞ < c. 14

(3.7) COROLLARY. C f ((τ f ) j(g)) = 0 for all j ≥ degg.

Proof. This is clear from Proposition (3.6), since degC f (g) < deg(g).
�
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4 Approximate Roots

(4.1)

Let Rbe a ring (commutative, with unity) and letR[y] be the polynomial
ring in one variableY overR.

(4.2) PROPOSITION.Let n, d be positive integers such thatd divides
n. Let f ∈ R[Y] be a monic polynomial of degreen. Let g ∈ R[Y] be a
monic polynomial. Then the following two conditions are equivalent:

(i) deg(f − gd) < n− (n/d).

(ii) degg = n/d andC f (g) = 0.

Proof. (i) ⇒ (ii). Sinceg is monic, it is clear from (i) that degg = n/d.
Therefore we get deg(f − gd) < (d − 1) degg. this shows (by Lemma
(3.2)) that theg-adic expansion off − gd has the form

f − gd
=

d−2
∑

i=0

C(i)
f−gd(g)gi .

�

It follows that

f = gd
+

d−2
∑

i=0

C(i)
f−gd(g)gi

is theg-adic expansion off andC f (g) = C(d−1)
f (g) = 0.

(ii) ⇒ (i). Since degg = n/d, we have degf = ddegg. Therefore,
sinceC f (g) = 0, we get

f = gd
+

d−2
∑

i=0

C(i)
f (g)gi

by Corollary (3.3). Therefore15

deg(f − gd) = deg

















d−2
∑

i=0

C(i)
f (g)gi
















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< (d − 1) degg (by Lemma (3.2))

= n− (n/d).

(4.3) DEFINITION. Let f ∈ R[Y] be a monic polynomial of positive
degreen. Let d be a positive integer such thatd dividesn. An elementg
of R[Y] is called anapproximate dth root of f (with respect to Y)if g is
monic and satisfies the equivalent conditions (i) and (ii) ofProposition
(4.2).

(4.4) THEOREM. Let f ∈ R[Y] be a monic polynomial of positive
degree n. Let d be a positive integer such that d divides n. Assume that
d is a unit in R. Then there exists a unique approximate dth root of f
with respect to Y.

Proof. Let g = (τ f )n/d(Yn/d). Then g is monic of degreen/d and
C f (g) = 0 by Corollary (3.7). This proves the existence of an approxi-
matedth root of f with respect toY. �

Now, supposeg1, g2 are approximatedth roots of f with respect to
Y. Then

deg(f − gd
1) < n− (n/d) and deg(f − gd

2) < n− (n/d).

Therefore

(4.4.1) deg(gd
1 − gd

2) < n− (n/d).

Now, we have

(4.4.2) gd
1 − gd

2 = (g1 − g2)
∑

i+ j=d−1

gi
1g j

2.

Since bothg1 andg2 are monic of degn/d, gi
1g j

2 is monic of degree
(d−1)(n/d) for i + j = d−1. Therefored−1 ∑

i+ j=d−1 gi
1gi

2 is monic with 16

(4.4.3) deg



















d−1
∑

i+ j=d−1

gi
1g j

2



















= (d − 1)(n/d) = n− (n/d).

It follows from 4.4.1, 4.4.2 and 4.4.3 thatg1 − g2 = 0.
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(4.5) NOTATION. We denote the approximatedth root of f with re-
spect toY by Appd

Y( f ).

(4.6) COROLLARY. Let f ∈ R[Y] be a monic polynomial of positive
degreen. Let d be a positive integer such thatd dividesn. Assume that
d is a unit inR. Let g ∈ R[Y] be any monic polynomial of degreen/d.
Then

(τ f )
j(g) = Appd

Y( f )

for all j ≥ n/d.

Proof. Immediate from Corollary (3.7). �

Let S be a ring (commutative, with unity) and letσ : R→ S be a
(unitary) ring homomorphism. Denote again byσ on R. Let f ∈ R[Y]
be a monic polynomial of positive degreen. Thenσ( f ) ∈ S[Y] is also
a monic polynomial of degreen. Let d be a positive integer such thatd
dividesn. Assume thatd is a unit inR. Thend is also a unit inS, and
we have

(4.7) PROPOSITION.Appd
Y(σ( f )) = σ(Appd

Y( f )).

Proof. Putg = Appd
Y( f ). Thenσ(g) is monic of degreen/d. Moreover,

we haveσ( f ) − (σ(g))d
= σ( f − gd). Therefore

deg(σ( f ) − (σ(g))d) < n− (n/d).

This shows thatσ(g) = Appd
Y(σ( f )). �



Chapter 2

Characteristic Sequences of a
Meromorphic Curve

5 Newton-puiseux Expansion

(5.1) NOTATION. Let k be a field. Ifn is a positive integer we denote17

by µn(k) (or simply byµn if no confusion is likely) the group ofnth
roots of unity ink. We use the lettersX, Y, t to denote indeterminates.
As usual,k[[ t]] denotes the ring of formal power series int overk. We
denote byk((t)) the quotient field ofk[[ t]]. Recall that every elementa
of k((t)) has a unique expression of the forma =

∑

j∈Z

a j t
j with a j ∈ k

for every j anda j = 0 for j ≪ 0. We denote by ordta the t-order ofa.
Recall that ifa , 0 then writinga =

∑

a j ti with a j ∈ k, we have

ordt a = inf
{

j ∈ Z
∣

∣

∣

∣

a j , 0
}

.

If a = 0 then ordt a = ∞. If a =
∑

a j t j ∈ k((t)) (with a j ∈ k) we
define

Suppt a =
{

j ∈ Z
∣

∣

∣

∣

a j , 0
}

.

If R is a ring andf ∈ R[Y], we write degY f (or simply degf if
no confusion is likely) for theY-degree off . We use the convention:
deg 0= −∞.

19
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(5.2) HENSEL’S LEMMA.

Let f = f (X,Y) be an element ofk[[X]][ Y] such thatf is monic inY.
Supposef (0,Y) = gh, whereg, h are elements ofk[Y], both monic inY,
andg.c.d. (g, h) = 1. Then there exist elementsg = g(X,Y), h = h(X,Y)
of k[[X]][ Y], both monic inY, such thatg(0,Y) = g, h(0,Y) = h and
f = gh.

Proof. Let n = degY f . we can writef =
∞
∑

q=0

fqXq with fq ∈ k[Y] for

everyq. Then f0 is monic inY of degreen and degfq < n for q ≥ 1. Let
r = degg, s= degh. Thenr + s= n. Now, in order to prove the lemma.18

it is enough to find, for everyi ∈ Z+, elementsgi , hi of k[Y] such that

1. g0 = g andh0 = h.

2. deggi < r and deghi < s for all i ≥ 1.

3. fq =
∑q

i=0 gihq−i for all q ≥ 0.

�

For, theng =
∞
∑

i=0

giX
i , h =

∞
∑

i=0

hiX
i would meet the requirements of

the lemma.
We definegi , hi by induction oni, these being already defined for

i = 0 by condition (i). Letq be a positive integer and supposegi , hi are
already defined fori < q. Let

eq = fq −
q−1
∑

i=1

gihq−i .

Then degeq < n. Sinceg.c.d. (g0, h0) = 1, there existGq,Hq ∈ k[Y]
such thateq = Hqg0 +Gqh0. Let Gq = g0Q+ gq with Q, gq ∈ k[Y] and
deggq < degg0 = r. Theneq = hqg0 + gqh0, wherehq = Hq + Qh0.
Since degeq < n = r + s, we get deghq < s. Now

fq =
q

∑

i=0

gihq−i



5. Newton-puiseux Expansion 21

and the lemma is proved.

(5.3) COROLLARY. Let k be an algebraically closed field. Letu be an
element ofk((X)) such that ordX u = 0. Let n be an integer such that
chark does not dividen. Then there existsv ∈ k((X)) such thatu = vn.

Proof. Since ordX u = 0 if and only if ordX u−1
= 0 and sinceu = vn if 19

and only ifu−1
= v−n, we may assume thatn is positive. Since ordX u =

0, we haveu = u(X) ∈ k[[X]] and u(0) , 0. Let f (X,Y) = Yn − u. Then
f (X,Y) ∈ k[[X]][ Y] and f (0,Y) = Yn − u(0). Sincek is algebraically

closed, there existvi ∈ k, 1 ≤ i ≤ n, such thatYn − u(0) =
n

∏

i=1

(Y − vi).

Sinceu(0) , 0 and chark does not dividen, we havevi , v j for i , j.

Therefore if we letg = Y − v1 andh =
n

∏

i=2

(Y − vi) then g.c.d. (g, h) = 1

and f (0,Y) = gh. Therefore by Hensel’s Lemma (5.2) there exists an
elementg(X,Y) in k[[X]][ Y] such thatg(X,Y) is monic inY, g(0,Y) = g
andg(X,Y) divides f (X,Y) in f (X,Y) in k[[X]][ Y]. From the equality
g(0,Y) = g = Y − v1 and the fact thatg(X,Y) is monic inY, we get
g(X,Y) = Y − v for somev ∈ k((X)). Now g(x, v) = 0. Therefore
f (X, v) = 0. This means thatvn

= u. �

(5.4) COROLLARY. Let k be an algebraically closed field. Leta be a
nonzero element ofk((X)) and letn = ordX a. Assume that chark does
not dividen. Then there existsz ∈ k((X)) such that:

(i) a = zn.

(ii) ordX z= 1.

(iii) k[[z]] = k[[X]] and k((z)) = k((X)).

Proof. (iii) is immediate from (ii), and (ii) is immediate from (i).There-
fore it is enough to prove (i). Writea = Xnu with u ∈ k((X)). Then
ordX u = 0. Therefore by Corollary (5.3) there existsv ∈ k((X))) such
thatu = vn. Let z= Xv. Thena = zn. �
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(5.5) NEWTON’S LEMMA

Let k be an algebraically closed field. Letf (X,Y) be a non-zero element
of k((X))[Y]. Assume that chark does not divide degY f (X,Y). Then20

there exists a positive integerm and an elementy(t) ∈ k((t)) such that
f (tm, y(t)) = 0.

Proof. Without loss of generality, we may assume thatf (X,Y) is irre-
ducible. LetN = degY f (X,Y). We shall prove the result by induction
on n. If n = 1 then the assertion is clear withm = 1. Assume there-

fore thatn ≥ 2. Write f (X,Y) =
n

∑

i=0

fiY
n−i with fi = fi(X) ∈ k((X)) for

0 ≤ i ≤ n, f0 , 0. Now, for the moment, grant the following �

(5.4.1) CLAIM. In order to prove the lemma, we may, without loss of
generality, make the following three assumptions:

(i) f0 = 1.

(ii) f1 = 0.

(iii) f1 ∈ k[[X]] for every i and fi(0) , 0 for somei, 2 ≤ i ≤ n.

Then (5.4.1) implies thatf (X,Y) ∈ k[[X]][ Y] and we have

f (0,Y) = Yn
+ f2(0)Yn−2

+ · · · + fn(0)

with fi(0) , 0 for somei, 2 ≤ i ≤ n. Since chark does not dividen, it
follows from the above expression forf (0,Y) that f (0,Y) is not thenth
power of an element ofk[Y]. Therefore, sincek is algebraically closed,
there existg, h ∈ k[Y], both of them monic inY of degree less than
n, such thatf (0,Y) = gh and g.c.d. (g, h) = 1. It follows by Hensel’s
Lemma (5.2) that there existg(X,Y), h(X,Y) ∈ k[[X]][ Y], both of them
monic inY, such thatf (X,Y) = g(X,Y)h(X,Y) andg(0,Y) = g, h(0,Y) =
h. Let r = degY g(x,Y) = degg, s = degY H(X,Y) = degh. Thenr < n,
s< n andr+s= n. Since chark does not dividen, chark does not divide
at least one ofr ands, sayr. Then, by induction hypothesis, there exists
a positive integermand an elementy(t) ∈ k((t)) such thatg(tm, y(t)) = 0.21
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Therefore f (tm, y(t)) = 0, and the lemma is proved modulo the Claim
(5.4.1).
Proof of (5.4.1).

(i) Since f0 , 0, we may replacef (X,Y) by f −1
0 f (X,Y).

(ii) Assume (i), i.e. f0 = 1. Let Z = Y + n−1 f1. Then f (X,Y) =
f (X,Z − n−1 f1) = g(X,Z), say. It is clear thatg(X,Z) has the form

g(X,Z) = Zn
+ g2Zn−2

+ · · · + gn

with gi ∈ k((X)), 2 ≤ i ≤ n. If m is a positive integer andy(t) is an
element ofk((t)) such thatg(tm, y(t)) = 0 then we havef (tm, z(t)) =
0, wherez(t) = y(t) − n−1 f1(tm).

(iii) Assume thatf already satisfies (i) and (ii). Sincef (X,Y) is irre-
ducible andn ≥ 2, there existsi, 2 ≤ i ≤ n, such thatfi , 0. Let
ui = ordX fi and let

u inf
{

ui/i
∣

∣

∣

∣

2 ≤ i ≤ n
}

.

Let r be an integer, 2≤ r ≤ n, such thatu = ur/r. Let W be
an indeterminate and letZ = W−ur Y. Let g(W,Z) = W−nur f (Wr ,Y) =
Zn
+

∑n
i=2 giZn−i, wheregi = gi(W) = fi(Wr)W−iur . Now ordW gi =

rui − iur ≥ r iu − iur = 0 with equality for i = r. This means that
gi ∈ k[[W]] for all i, 2 ≤ i ≤ n, andgr (0) , 0. Now, if m is a positive
integer andy(t) is an element ofk((t)) such thatg(tm, y(t)) = 0 then we
have

0 = g(tm, y(t)) = t−mnur f (tmur y(t)),

so thatf (tmr, tmur y(t)) = 0.

(5.6) NOTATION. Let m be a positive integer. We writek((tm)) for the
set of thosea ∈ k((t)) for which Suppt a ⊂ mZ. Note thatk((tm)) is a
subfield ofk((t)). 22

(5.7) LEMMA. Let m be a positive integer. Then k((t))/k((tm)) is a
finite algebraic extension of degree m.



24 2. Characteristic Sequences of a Meromorphic Curve

Proof. The set{1, t, . . . tm−1} is clearly ak((tm))-vector space basis of
k((t)). �

(5.8) DEFINITION. Let m be a positive integer and lety = y(t) be
an element ofk((t)). By Lemma (5.7),y is algebraic overk((tm)). Let
f (tm,Y) in k((tm))[Y] be the minimal monic polynomial ofy overk((tm)).
Put f = f (X,Y). Then f ∈ k((X))[Y]. By abuse of language, we shall
call f theminimal monic polynomialof y overk((tm)).

(5.9) LEMMA. Let m be a positive integer and let y= y(t) be an el-
ement of k((t)). Let f = f (X,Y) ∈ k((X))[Y] be the minimal monic
polynomial of y over k((tm)). Then we have:

(i) f is monic in Y and f is irreducible in k((X))[Y].

(ii) f (tm, y) = 0.

(iii) If g = g(X,Y) is any element of k((X))[Y] such that g(tm, y) = 0
then f divides g in k((X))[Y].

(iv) degY f = [k((tm))(y) : k((tm))].

(v) degY f divides m.

Proof. (i), (ii), (iii) and (iv) are clear from Definition (5.8). To prove
(v), we note that sincey ∈ k((t)), we have

m= [k((t)) : k((tm))]

= [k((t)) : k((tm))(y)][k((tm))(y) : k((tm))]

= [k((t)) : k((tm))(y)] degY f .

�

(5.10) LEMMA. Let m be a positive integer and let y= y(t) be an ele-23

ment of k((t)). Let f(X,Y) ∈ k((X))[Y] be the minimal monic polynomial
of y over k((tm)). Assume that char k does not divide m and that

g.c.d. ({m} ∪ Suppt y) = 1.
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Then we have:

(i) f (tm,Y) =
∏

w∈µm(k)

(Y − y(wt)), wherek is the algebraic closure of

k. Moreover, them rootsy(wt), w ∈ µm(k), of f (tm,Y) = 0 are
distinct.

(ii) [ k((tm))(y) : k((tm))] = degY f (X,Y) = m.

Proof. By Lemma (5.9) (v) we have degY f (X,Y) ≤ m. Therefore it is
enough to prove the following two statements:

(1) f (tm, y(wt)) = 0 for everyw ∈ µm(k).

(2) If w1,w2 ∈ µm(k), w1 , w2, theny(w1t) , y(w2t).

For, given (1) and (2),f (tm,Y) will have at leastm distinct roots
y(wt), w ∈ µm(k)., Since degY f (X,Y) ≤ m and f (X,Y) is monic inY,
both (i) and (ii) would be proved. �

Proof of (1). Sincewm
= 1, substitutingwt for t in the equality f (tm,

y(t)) = 0, we getf (tm, y(wt)) = 0.

Proof of (2). Write y =
∑

y j t j with y j ∈ k. Theny(wt) =
∑

y jw jt j.
Therefore ify(w1t) = y(w2t) then we havew j

1 = w j
2 for every j ∈ Suppt y.

Writing w = w1w−1
2 , we get getw j

= 1 for every j ∈ Suppj ∈ Suppt y. 24

Since alsowm
= 1 and

g.c.d. ({m} ∪ Suppt y) = 1,

we getw = 1. This means thatw1 = w2.

(5.11) REMARK. A more general version of the above lemma appears
in Proposition (5.16).

(5.12) LEMMA. Let p = char k. Let f = f (X,Y) be an irreducible
element of k((X))[Y] such that f < k((X))[Yp]. Let m be a positive
integer and let y= y(t) be an element of k((t)) such that f(tm, y) = 0. If
p divides m then y∈ k((tp)).
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Proof. Write y =
∑

y j t j with y j ∈ k. Supposey < k((tp)). Then, since
yp
=

∑

yp
j t

jp ∈ k((tp)), the minimal monic polynomial ofy overk((tp))

is g(X,Y) = Yp − z(X), wherez(X) =
∑

yp
j X

j . Note thatg(tp,Y) =
Yp − z(tp) = (Y − y)p. Let m = pr and leth(X,Y) = f (Xr ,Y). Then
h(tp, y) = f (tm, y) = 0. Thereforeg(X,Y) dividesh(X,Y) in k((X))[Y],
so thatg(tp,Y) = (Y − y)p divides h(tp,Y) = f (tm,Y) in k((tp))[Y].
This implies that in the algebraic closure ofk((tm))y occurs as a root of
the polynomial f (tm,Y) in Y with multiplicity at leastp. But this is a
contradiction, sincef (tm,Y), being irreducible ink((tm))[Y] and being
not an element ofk((tm))[Yp], is a separable polynomial overk((tm)).
This contradiction proves thaty ∈ k((tp)). �

(5.13) LEMMA. Let k be an algebraically closed field. Let f= f (X,Y)
be an irreducible element of k((X))[Y] such that f is monic in Y and char
k does not dividedegY f . Then there exists an element y(t) of k((t)) and a
positive integer m such that char k does not divide m and f(tm, y(t)) = 0.

Proof. By Newton’s Lemma (5.5) thee exists a positive integermand an25

elementy(t) of k((t)) such thatf (tm, y(t)) = 0. Let us choosem to be the
least positive integer for which there exists an elementy(t) of k((t)) with
f (tm, y(t)) = 0. We then claim that chark does not dividem. For, letp =
chark and supposep dividesm. Then by Lemma (5.12)y(t) ∈ k((tp)).
Therefore there existsz(t) ∈ k((t)) such thaty(t) = z(tp). Now, we get
0 = f (tm, y(t)) = f ((tp)m/p, z(tp)), which shows thatf (tm/p, z(t)) = 0.
This contradicts the minimality ofm. �

(5.14) NEWTON’S THEOREM

Let k be an algebraically closed field. Letf = f (X,Y) be an irreducible
element ofk((X))[Y] such that f is monic inY. Let n = degY f , and
assume that chark does not dividen. Then there exists an elementy(t)
of k((t)) such thatf (tn, y(t)) = 0. Moreover, for any suchy(t) we have:

(i) f (tn,Y) =
∏

w∈µk(k)

(Y − y(wt)).

(ii) The n rootsy(wt), w ∈ µn(k), of f (tn,Y) = 0 are distinct.
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(iii) g.c.d. ({n} ∪ Suppt y(wt)) = 1 for everyw ∈ µn(k).

Proof. By Lemma (5.13) there exists a positive integerm such that

(5.13.2) CLAIM. chark does not divide m and f(tm, y(t)) = 0 for some
y(t) ∈ k((t)).

�

Let us assume thatm is the smallest positive integer satisfying
(5.13.2). Let

d = g.c.d. ({m} ∪ Suppt y(t)).

We claim thatd = 1. for, sinced divides everyj ∈ Suppt y(t), there
existsz(t) ∈ k((t)) such thaty(t) = z(td). Now, we have

0 = f (tm, y(t)) = f ((td)m/d, z(td)),

which shows thatf (tm/d, z(t)) = 0. Therefore by the minimality ofm 26

we getd = 1. Since f (X,Y) is monic inY and irreducible ink((X))[Y]
and sincef (tm, y(t)) = 0, f is the minimal monic polynomial ofy(t)
over k((tm)). Therefore, sinced = 1, by Lemma (5.10) we getn =
degY f (X,Y) = m. Now, (i) and (ii) follow directly from Lemma (5.10).
Since, Suppt y(wt) = Suppt y(t) for everyw ∈ µn(k), (ii) follows from
the factd = 1 proved above.

(5.15) REMARK. With the notation of Theorem (5.14). lety(t) =
∑

y j t j with y j ∈ k. If we write X1/n for t then y(X1/n) =
∑

y jX j/n

and f (X, y(X1/n)) = 0. Note thaty(X1/n) is a power series inX with
fractional exponents, in fact with exponents in (1/n)Z. The equality
f (X, y(X1/n)) = 0 can thus be interpreted to mean that given an equation
f (X,Y) = 0 (where f (X,Y) is an irreducible element ofk((X))[Y]), we
can expandY as a fractional power series inX with exponents in (1/n)Z.
We cally(X1/n) a Newton-Puiseux expansionof Y in fractional powers
of X. Note that there aren distinct Newton-Puiseux expansions ofY,
given by then distinct rootsy(wt), w ∈ µn(k).
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(5.16) PROPOSITION.Let m be a positive integer such that chark
does not dividem, and lety = y(t) be an element ofk((t)). Let f (X,Y) ∈
k((X))[Y] be the minimal monic polynomial ofy overk((tm)). Let

d = g.c.d. ({m} ∪ Suppt y).

Then
( f (tm,Y))d

=

∏

w∈µm(k)

(Y − y(wt)).

wherek is the algebraic close ofk. In particular, we have27

[k((tm))(y) : k((tm))] = degY f (X,Y) = m/d.

Proof. Sinced divides j for every j ∈ Suppt y(t), there existsz(t) ∈ k((t))
such thaty(t) = z(td). Let τ = td. Theny(t) = z(τ) and clearly we have

g.c.d. ({m/d} ∪ Suppτ z(τ)) = 1.

�

Therefore by Lemma (5.10) we have

(5.16.1) f (τm/d,Y) =
∏

w∈µm/d

(Y − z(wτ)).

whereµm/d = µm/d(k). Let v be a primitivemth root of unity ink. Then
vd is a primitive (m/d)th root of unity ofk. Therefore

µm/d =

{

vdi
∣

∣

∣

∣

1 ≤ i ≤ m/d
}

and from 5.16.1 we get

(5.16.2)

f (tm,Y) =
m/d
∏

i=1

(Y − z(vdiτ))

=

m/d
∏

i=1

(Y − z((vi t)d))

=

m/d
∏

i=1

(Y − y(vi t)).
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Let n = m/d. Sinced divides j for every j ∈ Suppt y(t), mdividesn j
for every j ∈ Suppt y(t). It follows thaty(vrn+i t) = y(vi t) for all integers
i, r. Therefore we get

∏

w∈µm(k)

(Y − y(wt)) =
m

∏

j=1

(Y − y(v j t))

=

d−1
∏

r=0

n
∏

i=1

(Y − y(vrn+i t)) =















n
∏

i=1

(Y − y(vi t))















d

= ( f (tm,Y))d (by 5.16.2).

6 Characteristic Sequences

Throughout this section, we shall preserve the notation introduced in 28

(6.1) below

(6.1)

Let k be an algebraically closed field and letX, Y, t be indetermi-
nates. Letf = f (X,Y) be an irreducible element ofk((X))[Y] such
that f is monic inY. We call such anf a meromorphic curveover k.
Let n = degY f , and assume that chark does not dividen. Then by
Newton’s Theorem (5.14) there exists an elementy(t) ∈ k((t)) such that
f (tn, y(t)) = 0 and

f (tn,Y) =
∏

w∈µn(k)

(Y − y(wt)).

Therefore ifz(t) is any element ofk((t)) such thatf (tn, z(t)) = 0 then
z(t) = y(wt) for somew ∈ µn(k). In particular, we have Suppt z(t) =
Suppt y(t). Thus the set Suppt y(t) depends only onf and not on a root
y(t) of f (tn,Y) = 0. Therefore we can make

(6.2) DEFINITION. Thesupportof f denoted Supp(f ) is defined by

Supp(f ) = Suppt y(t)

wherey(t) is any element ofk((t)) such thatf (tn, y(t)) = 0.
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(6.3) CONVENTION. We extend the notion of divisibility inZ to the29

setZ ∪ {∞,−∞} by postulating that:

(i) ∞ and−∞ divide every element ofZ ∪ {∞,−∞}.

(ii) No integer divides∞ or −∞.

Note that “a dividesb” is still a reflexive and transitive relation onZ ∪
{∞,−∞}. If I is a subset ofZ we denote, as usual, by g.c.d. (I ) the
unique non-negative generator of the ideal ofZ generated byI . If I is a
subset ofZ ∪ {∞,−∞} such thatI 1 Z then wedefineg.c.d. (I ) = −∞.
For a subsetI of Z we denote by inf(I ) the infimum ofI . As usual, we
set inf(φ) = ∞.

(6.4) DEFINITION. Let J be a subset ofZ bounded below and letν be
a non-zero integer. We definemi(ν, J) anddi+1(ν, J) for everyi ∈ Z+ by
induction oni as follows:m0(ν, J) = ν, d1(ν, J) = |ν|, m1(ν, J) = inf(J)
and,i ≥ 2,

di(ν, J) = g.c.d. (di−1(ν, J),mi−1(ν, J)),

mi(ν, J) = inf
{

j ∈ J
∣

∣

∣

∣
j . 0(moddi(ν, J))

}

.

Note that we havedi(−ν, J) = di(ν, j) for everyi ≥ 1.

(6.5) LEMMA. With the notation of (6.4), let J1 = J and, for i≥ 2, let

Ji =

{

j ∈ J1

∣

∣

∣

∣

j . 0(mod di(ν, J))
}

.

Let d = g.c.d. ({ν} ∪ J). Then we have:

(i) di+1(ν, J) = g.c.d. (m0(ν, J), . . . ,mi(ν, J)) for all i ≥ 0.

(ii) di+1(ν, J) dividesdi(ν, J) for everyi ≥ 1.

(iii) Ji ⊃ Ji+1 andmi(ν, J) < Ji+1 for everyi ≥ 1. In particular, ifJi , φ

thenJi⊃
,

Ji+1 andmi(ν, J) < mi+1(ν, J).
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(iv) If i ≥ 2 andJi , φ thendi(ν, J) > di+1(ν, J) ≥ d. If i ≥ 1 and30

j i = φ thendi+1(ν, J) = −∞.

Moreover, there exists a unique non-negative integerh such that
we have:

(v) d1(ν, J) ≥ d2(ν, j) > d3(ν, J) > · · · > dh+1(ν, J) = d.

(vi) di(ν, J) = −∞ for i ≥ h+ 2.

(vii) mi(ν, J) ∈ Z for 0 ≤ i ≤ h andmi(ν, J) = ∞ for i ≥ h+ 1.

(viii) m1(ν, J) < · · · < mh(ν, J) < mh+1(ν, J) = ∞.

(ix) di(ν, J) = g.c.d. ({ν} ∪ { j ∈ J| j < mi(ν, J)}) for 1 ≤ i ≤ h+ 1.

Proof.

(i) Clear from the definition by induction oni.

(ii) Follows from (i).

(iii) Let i ≥ 1. It follows from (ii) that Ji ⊃ Ji+1. Moreover, since
di+1(ν, J) divides mi(ν, J), we havemi(ν, J) < Ji+1. If Ji , φ

thenmi(ν, J) = inf(Ji) belongs toJi, so that we getJi⊃
,

Ji+1 and

mi(ν, J) < mi+1(ν, J).

(iv) Let i ≥ 2. If Ji , φ thenmi(ν, J) ∈ Ji , so thatdi (ν, J) does not
divide mi(ν, J). This shows thatdi(ν, J) > di+1(ν, J). Moreover,
sinceJi , φ, by (iii) we haveJp , φ for 1 ≤ p ≤ i. Therefore
mp(ν, J ∈ J) for 1 ≤ p ≤ i, so thatd = g.c.d. ({ν} ∪ J) divides
g.c.d. (m0(ν, J), . . . ,mi(ν, J)) = di+1(ν, J). This shows thatdi+1 ≥

d. Now, supposei ≥ 1 andJi = φ. Thenmi(ν, J) = inf(Ji) = ∞.
Thereforedi+1(ν, J) = −∞. This proves (iv).

We now claim that there existsi ≥ 1 such thatJi = φ. For, if
Ji , φ for everyi then, by (iv),{di(ν, J)|i ≥ 2} is a strictly decreas-
ing infinite sequence of integers bounded below byd. This is not
possible. Therefore there existsi such thatJi = φ. Let

h+ 1 = inf
{

i ≥ 1
∣

∣

∣

∣

Ji = φ

}

.
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Then, sinceJi ⊃ Ji+1 for everyi ≥ 1, we haveJi , φ for 1 ≤ i ≤ h31

andJi = φ for i ≥ h + 1. This proves (vi), (vii) and (viii) in view
of (iii) and (iv).

(v) SinceJp , φ for 1 ≤ p ≤ h, we havemp(ν, J) ∈ J for 1 ≤ p ≤ h.
Therefored dividesdh+1(ν, J). On the other hand, sinceJh+1 = φ,
dh+1(ν, J) divides j for every j ∈ J. Sincedh+1(ν, J) also dividesν,
we see thatdh+1(ν, J) dividesd. Therefore we getdh+1(ν, J) = d.
Now, (v) follows from (i) and (iv).

(ix) Fix an i, 1 ≤ i ≤ h+ 1. Let

J′ =
{

j ∈ J
∣

∣

∣

∣

j < mi(ν, J)
}

and letd′ = g.c.d. ({ν} ∪ J′). If i = 1 thenJ′ = φ and we have
d′ = |ν| = di(ν, J). Assume therefore that 2≤ i ≤ h + 1. Since
mi(ν, J) = inf(Ji), we haveJ′ ∩ Ji = φ. This means thatdi(ν, J)
divides j for every j ∈ J′. Thereforedi (ν, J) dividesd′. On the
other hand, by (viii)mp(ν, J) ∈ J′ for 1 ≤ p ≤ i − 1. Therefore,
sinceν = m0(ν, J), d′ divides

g.c.d. (m0(ν, J), . . . ,mi−1(ν, J)),

which is equal todi(ν, J) by (i). Thus we getd′ = di(ν, J).

�

(6.6) DEFINITION. Let J be a subset ofZ bounded below and letν
be a non-zero integer. Them-sequenceof J with respect toν, denoted
m(ν, J), is defined to be

m(ν, J) = (m0(ν, J), . . . ,mh(ν, J),mh+1(ν, J)),

wheremi(ν, J) is defined as in Definition (6.4) and whereh is the unique
non-negative integer of Lemma (6.5). Ifν and J are not clear from
the context then we shall writeh(ν, J) for h. Note then thath(−ν, J) =32

h(ν, J). Note also that by Lemma (6.5) we havemi(ν, J) ∈ Z for 0 ≤ i ≤ h
andmh+1(ν, J) = ∞.
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(6.7) LEMMA. Let J be a subset ofZ bounded below and letν be a
non-zero integer. Let e be an integer such that1 ≤ e≤ h(ν, J) + 1. Let

J′ =
{

j/de

∣

∣

∣

∣

j ∈ J, j < me(ν, J)
}

,

where de = de(ν, J). Letν′ = ν/de. Then J′ ⊂ Z, J′ is bounded below,ν′

is a non-zero integer and we have

h(ν′, J′) = e− 1,

mi(ν
′, J′) = mi(ν, J)/de,

di+1(ν′, J′) = di+1(ν, J)/de

for 0 ≤ i ≤ h(ν′, J′).

Proof. A straightforward verification.
In the remainder of this section we letν be an integer such that

|ν| = n. �

(6.8) DEFINITION. The m-sequence m(ν, f ) of f with respect toν is
defined by

m(ν, f ) = m(ν,Supp(f )).

Note that, since|ν| = degY f , h(ν,Supp(f )) depends only onf an does
not depend uponν. We shall writeh( f ) for h(ν,Supp(f )) andmi(ν, f )
for mi(ν,Supp(f )) for 0 ≤ i ≤ h( f ) + 1. Note thatmi(ν, f ) = ordt y(wt)
for everyw ∈ µn(k).

(6.9) DEFINITION. Thed-sequence d( f ) of f is defined to be

d( f ) = (d1( f ), . . . , dh+1( f ), dh+2( f )),

whereh = h( f ) anddi( f ) = di(ν,Supp(f )) as defined in Definition (6.4),33

1 ≤ i ≤ h+ 2. We note that, since|ν| = degY f , d( f ) depends only onf
and does not depend uponν.

(6.10) DEFINITION. The q-sequence q(ν, f ) of f with respect toν is
defined to be

q(ν, f ) = (q0(ν, f ), . . . , qn(ν, f ), qh+1(ν, f )),
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whereh = h( f ), qi(ν, f ) = m + i(ν, f ) for i = 0, 1, andq j(ν, f ) =
mj(ν, f ) −mj−1(ν, f ) for 2 ≤ j ≤ h+ 1.

(6.11) DEFINITION. The ssequence s(ν, f ) of f with respect toν is
defined to be

s(ν, f ) = (s0(ν, f ), . . . , sh(ν, f ), sh+1(ν, f )),

whereh = h( f ), s0(ν, f ) = q0(ν, f ) and

si(ν, f ) =
i

∑

p=1

qp(ν, f )dp( f )

for 1 ≤ i ≤ h+ 1.

(6.12) DEFINITION. The r-sequence r(ν, f ) of f with respect toν is
defined to be

r(ν, f ) = (r0(ν, f ), . . . , rh(ν, f ), rh+1(ν, f )),

whereh = h( f ), r0(ν, f ) = s0(ν, f ) andr i(ν, f ) = si(ν, f )/di ( f ) for 1 ≤
i ≤ h+ 1.

Some properties of the various sequences defined above are listed
in the following proposition. These will be used in the sequel, mostly
without explicit reference.

(6.13) PROPOSITION.Let ν be an integer such that|ν| = n. Let h =34

h( f ) and for everyi, 0 ≤ i ≤ h + 1, let mi = mi(ν, f ), qi = qi(ν, f ),
si = si(ν, f ), r i = r i(ν, f ) anddi+1 = di+1( f ). Then:

(i) di+1 dividesdi for 1 ≤ i ≤ h+ 1.

(ii) d1 ≥ d2 > d3 > · · · > dh > dh+1 = 1.

(iii) d1 = n anddh+2 = −∞.

(iv) r0 = s0 = q0 = m0 = ν andr1 = q1 = m1.

(v) rh+1 = sh+1 = qh+1 = mh+1 = ∞.
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(vi) mi, qi , si, r i are integers for 0≤ i ≤ h.

(vii) m1 < m2 < · · · < mh < mh+1 = ∞.

(viii) qi is a positive integer for 2≤ i ≤ h.

(ix) di = g.c.d. ({n} ∪ { j ∈ Supp(f )| j < mi}) for 1 ≤ i ≤ h+ 1.

(x) For 0≤ i ≤ h+ 1, we have

(1) di+1 = g.c.d. (m0, . . . ,mi),

(2) di+1 = g.c.d. (q0, . . . , qi),

(3) di+1 = g.c.d. (r0, . . . , r i),

(4) di+1 = g.c.d. (s0, s1/d1 . . . , si/di).

In particular, each of the four sequencesm(ν, f ), q(ν, f ), s(ν, f ) and
r(ν, f ) determinesd( f ), the sequences(ν, f ) determiningd( f ) by
the recursive formula (4).

(xi) each one of the four sequencesm(ν, f ), q(ν, f ), s(ν, f ) andr(ν, f )
determines the other three.

Proof.

(i) Follows from Lemma (6.5).

(ii) Follows from Lemma (6.5) and Theorem (5.14).

(iii) Clear from the definition and Lemma (6.5).

(iv) Clear from the definition. 35

(v) Clear from the definition.

(vi) By Lemma (6.5)mi is an integer for 0≤ i ≤ h. Therefore it follows
the definition thatqi , si are integers for 0≤ i ≤ h and thatr0 is an
integer. Now by (i)dp/di is an integer for 1≤ p ≤ i ≤ h. Therefore
for 1 ≤ i ≤ h

r i = si/di =

i
∑

p=1

qp(dp/di)

is an integer.
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(vii) Follows from Lemma (6.5).

(viii) Follows from (vi) and (vii).

(ix) Follows from Lemma (6.5), sincen = |ν|.

(x) (i) follows from Lemma (6.5). (2) follows easily from (1), since
q0 = m0, q1 = m1 andqi = mi −mi−1 for 1 ≤ i ≤ h+ 1. To prove
(3), we note that we have

(6.13.1) r i

i−1
∑

p=1

qp(dp/di) + qi

for 1 ≤ i ≤ h+ 1. Therefore, sincedp/di is an integer and sincedi

dividesqp for 1 ≤ p ≤ i − 1, we get

g.c.d. (di , r i) = g.c.d. (di , qi)

= g.c.d. (q0, . . . , qi−1, qi) (by (2))

= di+1 (by (2))

for 1 ≤ i ≤ h+ 1. Therefore, sinced1 = |q0| = |r0|, we get (3) for
0 ≤ i ≤ h+ 1 by induction oni, (4) is immediate from (3).

(xi) Since each of four sequences determinesd( f ) by (x), it is enough36

to show that each one of themtogether with d( f ) determines the
other three. It is clear from the definition thatm(ν, f ) determines
q(ν, f ), q(ν, f ) andd( f ) determines(ν, f ), ands(ν, f ) andd( f ) de-
terminer(ν, f ). Moreover,q(ν, f ) clearly determinesm(ν, f ) by the
formulas

m0 = q0,

mi =

i
∑

p=1

qp, 1 ≤ i ≤ h+ 1.

�
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Therefore, to complete the cycle, it is enough to show thatr(ν, f )
andd( f ) determineq(ν, f ). But this is clear from the recursive formulas

q0 = r0,

qi = r i −

i−1
∑

p=1

qp(dp/di ), 1 ≤ i ≤ h+ 1,

which we get from 6.13.1.

(6.14) LEMMA. Let ν be an integer such that|ν| = n. Let h = h( f )
and let mi = mi(ν, f ), di+1 = di+1( f ) for 0 ≤ i ≤ h + 1. Let y(t) be an
element of k((t)) such that f(tn, y(t)) = 0. Let e be an integer such that
1 ≤ e ≤ h + 1. Let w be an nth root of unity in k and let p= ord(w).
Then we have:

(i) ordt(y(t) − y(wt)) ≥ me if and only if p divides de.

(ii) ordt(y(t) − y(wt)) ≤ me if and only if p does not divide de+1.

(iii) ord t(y(t) − y(wt)) = me if and only if p divides de and p does not
divide de+1.

Proof. It is clearly enough to prove (i) and (ii). Since ordt(y(t) = m1 =

ordt y(wt) and sincep dividesn = d1, (i) is obvious fore = 1. Since
mh+1 = ∞ and sincep does not divide−∞ = dh+2, (ii) is obvious for 37

e= h+ 1. Therefore it is enough to prove (i) fore≥ 2 and (ii) fore≤ h.
Now, for the moment, grant the following two statements:

(i′) If 2 ≤ e≤ h+ 1 and p divides de thenordt(y(t) − y(wt)) ≥ me.

(ii ′) If 1 ≤ e ≤ h and p does not divide de+1 thenordt(y(t) − y(wt)) ≤
me.

Then if 2 ≤ e ≤ h + 1 and ordt(y(t) − y(wt)) ≥ me we get ordt(y(t) −
y(wt)) > me−1, sinceme > me−1. This shows by (ii′) that p dividesde. If
1 ≤ e ≤ h and ordt(y(t) − y(wt)) ≤ me then we get ordt(y(t) − y(wt)) <
me+1 sinceme < me+1. This shows by (i′) that p does not dividede+1.
Thus, in order to complete the proof of the lemma, it is enoughto prove
(i′) and (ii′).
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(i′) Let J = Supp(f ) = Suppt y(t). Write y(t) =
∑

j∈J

y j t
j with y j ∈ k,

h j , 0 for every j ∈ J. Theny(wt) =
∑

j∈J

w jy j t
j . Therefore we have

ordt(y(t) − y(wt)) = inf
{

j ∈ J
∣

∣

∣

∣

w j
, 1

}

= inf
{

j ∈ J
∣

∣

∣

∣
j . 0(modp)

}

= inf
{

j ∈ J
∣

∣

∣

∣

j . 0(modde)
}

me,

where the inequality follows from the fact thatp dividesde.
(ii ′) Let

c = inf
{

i
∣

∣

∣

∣

1 ≤ i ≤ h, p does not dividedi+1

}

.

Then, sincep dividesn = d1, we see thatp dividesdc and p does
not dividedc+1. Moreover,c ≤ e. Now, dc+1 = g.c.d. (dc,mc). Sincep
dividesdc andp does not dividedc+1, we see thatp does not dividemc.
Thereforewmc , 1, which shows that

ordt(y(t) − y(wt)) ≤ mc ≤ me.

�

(6.15) PROPOSITION.Let ν be an integer such that|ν| = n. Let h =38

h( f ) and letmi = mi(ν, f ), di+1 = di+1( f ) for 0 ≤ i ≤ h+ 1. Lety(t) be
an element ofk((t)) such thatf (tn, y(t)) = 0. Let

E =
{

ordt(y(w1t) − y(w2t))
∣

∣

∣

∣

w1,w2 ∈ µn(k),w1 , w2

}

,

M1 = {m1, . . . ,mh}

and M2 = {m2, . . . ,mh} .

ThenM2 ⊂ E ⊂ M1. Moreover, we have

E =















M1, if d1 > d2,

M2, if d1 = d2.
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Proof. If h = 0 thend1 = 1 andE = M1 = M2 = φ. We may therefore
assume thath ≥ 1. Since ordt(y(w1t) − y(w2t)) = ordt(y(t) − y(w2w−1

1 t)),

it is clear thatE =
{

ordt(y(t) − y(wt))
∣

∣

∣

∣

w ∈ µn(k),w , 1
}

. Let w ∈ µn(k),

w , 1, and letp = ord(w). Thenp dividesn = d1 andp does not divide
1 = dh+1. Therefore there existse, 1≤ e≤ h, such thatp dividesde and
p does not dividede+1. Therefore by Lemma (6.14) we get

ordt(y(t) − y(wt)) = me ∈ M1.

This proves thatE ⊂ M1. Now, leti be an integer such that 2≤ i ≤ h.
Sincedi dividesd1 = n, there existsw ∈ µn(k) such that ord(w) = d1.
Sincei ≥ 2, di does not dividedi+1 by Proposition (6.13). Therefore by
Lemma (6.14) we have

mi = ordt(y(t) − y(wt)) ∈ E.

This proves thatM2 ⊂ E. Now, supposed1 > d2. Then, if w is a 39

primitive nth root of unity ink, ord(w) = d1 does not divided2, so that
by Lemma (6.14) we get

m1 = ordt(y(t) − y(wt)) ∈ E,

which proves thatE = M1. Finally, supposed1 = d2. Then, sinced2 =

g.c.d. (d1,m1), d1 dividesm1. Thereforewm1 = 1 for everyw ∈ µn(k).
Since ordt y(t) = m1 = ordt y(wt), it follows that

ordt(y(t) − y(wt)) > m1

for everyw ∈ µn(k). This means thatm1 < E, which proves thatE =
M2. �

(6.16) PROPOSITION.Let ν be an integer such that|ν| = n. Let e
be an integer such that 1≤ e ≤ h( f ) + 1. Let de = de( f ) and let
n′ = n/de′ν

′
= ν/de. Let f ′ be an irreducible element ofk((X))[Y] such

that f ′ is monic inY and degY f ′ = n′. Assume that

Supp(f ′) =
{

j/de

∣

∣

∣

∣

j ∈ Supp(f ), j < me(ν, f )
}

.

Thenh( f ′) = e− 1, and foro ≤ i ≤ h( f ′) we have:
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(i) mi(ν′, f ′) = mi(ν, f )de.

(ii) di+1( f ′) = di+1( f )/de.

(iii) qi(ν′, f ′) = q+ i(ν, f )/de.

(iv) si(ν′, f ′) = si(ν, f )/d2
e (if i , 0).

(v) r i(ν′, f ′) = r i(ν, f )/de.

Proof. (i) and (ii) follow from Lemma (6.7). (iii), (iv) and (v) follow
immediately from (i) and (ii). �40

(6.17) PROPOSITION.Let ν be an integer such that|ν| = n. Let f ′

be an irreducible element ofk((X))[Y] such that f ′ is monic inY and
degY f ′ = n. Suppose there existsz(t) ∈ k((t)) such thatf ′(tn, z(t)) = 0
and ordt(z(t) − y(t)) > mh(ν, f ), whereh = h( f ). Then we have:

(i) h( f ′) = h( f ).

(ii) m(ν, f ′) = m(ν, f ).

(iii) q(ν, f ′) = q(ν, f ).

(iv) s(ν, f ′) = s(ν, f ).

(v) r(ν, f ′) = r(ν, f ).

(vi) d( f ′) = d( f ).

Proof. Let J = Supp(f ), J′ = Supp(f ′). Then the hypothesis implies
that we have

(6.17.1)
{

j ∈ J
∣

∣

∣

∣

j ≤ mh(ν, f )
}

=

{

j ∈ J′
∣

∣

∣

∣

j ≤ mh(ν, f )
}

.

We shall prove the lemma under the weaker assumption (6.17.1).
Note that it is enough to prove (ii). For, the rest then follows from (ii)
and the definition. We first prove by induction oni that we have

(6.17.2) i ≤ h( f ′) andmi(ν, f ) = mi(ν, f ′)
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for 0 ≤ i ≤ h = h( f ). For i = 0, this is clear. Suppose now thatp is an
integer, 1≤ p ≤ h, such that (6.17.2) holds for 0≤ i ≤ p− 1. Then by
Proposition (6.13) (x) we have

dp( f ′) = dp( f ) = dp, say. Let

Jp =



















{

j ∈ J
∣

∣

∣

∣

j , 0 (moddp)
}

, if p ≥ 2,

J, if p = 1,

J′p =



















{

j ∈ J′
∣

∣

∣

∣

j , 0 (moddp)
}

, if p ≥ 2,

J′, if p = 1.

Then we havemp(ν, f ) = inf(Jp), mp(ν, f ′) = inf(J′p). Sincemp(ν, f ) 41

≤ mh(ν, f ), we havemp(ν, f ) ∈ J′p by (6.17.1). This shows thatmp(ν, f ′)
≤ mp(ν, f ) ≤ mh(ν, f ). Therefore by (6.17.1)mp(ν, f ′) ∈ Jp′ so that
mp(ν, f ′) ≤ mp(ν, f ). This proves thatmp(ν, f ′) = mp(ν, f ) < ∞, which
shows also thatp ≤ h( f ′). Thus (6.17.2) is proved for 0≤ i ≤ h. In
particular, we geth ≤ h( f ′) anddh+1( f ′) = dh+1( f ) = 1 by Proposition
(6.13). This means that

J′h+1 =

{

j ∈ J
∣

∣

∣

∣

j < 0 (moddh+1( f ′))
}

is empty, so thath ≥ h( f ′). Thus we haveh( f ′) = h = h( f ) and by
(6.17.2) we getm(ν, f ) = m(ν, f ′). �





Chapter 3

The Fundamental Theorem

7 The Main Lemmas

Throughout this section, we preserve the notation introduced in (7.1) 42

and (7.2) below

(7.1) NOTATION. Let k be an algebraically closed field and letX, Y, t
be indeterminates. Letn be a positive integer such that chark does not
divide n. Let f = f (X,Y) be an irreducible element ofk((X))[Y] such
that f is monic inY and degY f = n. Letν be an integer such that|ν| = n.
Let h = h( f ) and for everyi, 0≤ i ≤ h+ 1, let

mi = mi(ν, f )

qi = qi(ν, f )

si = si(ν, f )

r i = r i(ν, f )

di+1 = di+1( f ).

Also, let
ni = di/di+1

for 1 ≤ i ≤ h. (Note that by Proposition (6.13))ni is a positive integer
for every i and ni ≥ 2 for 2 ≤ i ≤ h. Finally, we fix a rooty(t) of
f (tn,Y) = 0, i.e., we fix an elementy(t) of k((t)) such thatf (tn, y(t)) = 0.
Recall then that by Newton’s Theorem (5.14) we have

f (tn,Y) =
∏

w∈µn

(Y − y(wt)),

43
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where for a positive integermwe writeµm for µm(k). Let43

y(t) =
∑

j

y j t
j

with y j ∈ k for every j.

(7.2) NOTATION. We shall use the symbol� to denote a generic (i.e.
unspecified) non-zero element ofk. Thus if k′ is an overfield ofk and
a ∈ k′ thena = � means thata ∈ k anda , 0. Similarly,b = �c means
thatb = ac for somea ∈ k, a , 0. Note thata = � andb = � does not
mean thata = b.

(7.3) DEFINITION. Let k′ be an overfield ofk and letz be a non-zero
element ofk′((t)). If m= ordt z, we can writez in the form

z= atm + tm+1z′

with a ∈ k, a , 0 andz′ ∈ k′((t)). We define the initial form (resp. initial
co-efficient) of z, denoted info (z) (resp. inco (z)), by info (z) = atm

(resp. inco (z) = a). We also define info (0)= 0, inco (0)= 0.

(7.4) DEFINITION. Let i be an integer with 1≤ i ≤ h+ 1. We define

A(i) =
{

w ∈ µn

∣

∣

∣

∣

ordt(y(t) − y(wt)) < mi

}

,

R(i) =
{

w ∈ µn

∣

∣

∣

∣
ordt(y(t) − y(wt)) ≥ mi

}

,

S(i) =
{

w ∈ µn

∣

∣

∣

∣

ordt(y(t) − y(wt)) = mi

}

.

(7.5) LEMMA. Let i be an integer,1 ≤ i ≤ h+ 1. Then:

(i) R(i) = µdi . In particular, card(R(i)) = di .

(ii) Let i ≤ h. Then S(i) = R(i) − R(i + 1) = µdi − µdi+1. In particular,
card (S(i)) = di − di+1.44

(iii) S(h+ 1) = {1}.

Proof.
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(i) By Lemma (6.14) we have

R(i) =
{

w ∈ µn

∣

∣

∣

∣

ord(w) dividesdi

}

=

{

w ∈ µn

∣

∣

∣

∣

wdi = 1
}

= µdi .

(ii) Since, for everyw ∈ µn, ordt(y(t) − y(wt)) belongs to the set
{m1, . . . ,mh+1} by Proposition (6.15), we see thatS(i) = R(i) −
R(i + 1), for 1≤ i ≤ h. Therefore (ii) follows from (i).

(iii) This is clear, sincemh+1 = ∞ and the rootsy(wt), w ∈ µn, are
distinct.

�

(7.6) LEMMA. Let e be an integer,1 ≤ e≤ h, and let m= me. Let z be
an element of an overfield of k. Then we have

∏

w∈R(e)

(z− wmym) = (zne · yne
m)de+1.

Proof. Let u be a primitivedeth root of unity ink and letv = um. Then,
sincede+1 = g.c.d. (de,m), we see thatv is a primitiventh

e root of unity.
Therefore, since

R(e) = µde =

{

ui
∣

∣

∣

∣

1 ≤ i ≤ de

}

by Lemma (7.5), we get

∏

w∈R(e)

(z− wmym) =
de
∏

i=1

(z− viym)

=

de+1−1
∏

i=0

ne
∏

j=1

(z− v j+ineym)

=



















ne
∏

j=1

(z− viym)



















de+1

(sincevne = 1)

=
(

zne − yne
m
)de+1 ,

sincev is a primitiventh
e root of unity. � 45
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(7.7) LEMMA. Let i be an integer,1 ≤ i ≤ h+ 1. Then we have

ordt

















∏

w∈Q(i)

(y(t) − y(wt))

















=















si−1 −mi−1di , if i ≥ 2,

0, if i = 1.

Proof. Since, for everyw ∈ µn, ordt(y(t) − y(wt)) belongs to the set
{m1, . . . ,mh+1} by Proposition (6.15), we get

(7.7.1)
∏

w∈Q(i)

(y(t) − y(wt)) =
i−1
∏

j=1

∏

w∈S( j)

(y(t) − y(wt)).

From this the assertion is clear fori = 1. Assume now thati ≥ 2.
Since card (S( j)) = d j − d j+1 by Lemma (7.5), we have

ordt



















∏

w∈S( j)

(y(t) − y(wt))



















= (d j − d j+1)mj

for 1 ≤ j ≤ h. Therefore from (7.7.1) we get

ordt

















∏

w∈Q(i)

(y(t) − y(wt))

















=

i−1
∑

j=1

(

d j − d j+1

)

mj

=

i−1
∑

j=1

q jd j −mi−1di

= si−1 −mi−1di .

�

(7.8) COROLLARY.

ordt



























∏

w∈µn
w,1

(y(t) − y(wt))



























=

h
∑

j=1

q j(d j − 1) = sh −mh.

Proof. The equality
h

∑

j=1

q j(d j − 1) = sh −mh is clear. Now, ifh = 0

thenn = d1 = dh+1 = 1, so that the assertion is clear in this case, since46
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in the middle we have an empty sum and on the left hand side the order
of an empty product. Assume now thath ≥ 1. Taking i = h + 1 in
Lemma (7.7), we getQ(i) = µn − {1} and

si−1 −mi−1di = sh −mhdh+1 = sh −mh =

h
∑

j=1

q j(d j − 1).

�

(7.9) COROLLARY. Let fY(X,Y) denote theY-derivative of f (X,Y).
Then we have

ordt( fY(tn, y(t))) =
h

∑

j=1

q j(d j − 1) = sh −mh.

Proof. Since
f (tn,Y) =

∏

w∈µn

(Y − y(wt))

we get
fY(tn, y(t)) =

∏

w∈µn
w,1

(y(t) − y(wt))

and the assertion follows from Corollary (7.8). �

(7.10) COROLLARY. Let u(t) be an element ofk((t)) such that ordt
(u(t) − y(t)) > mh. Then

ordt( f (tn, u(t))) = sh −mh + ordt(u(t) − y(t)).

Proof. Let w ∈ µn, w , 1. Then ordt(y(t) − y(wt)) ≤ mh by Lemma
(6.14). Therefore, since

u(t) − y(wt) = (u(t) − y(t)) + (y(t) − y(wt))

and since ordt(u(t) − y(t)) > mh, we get 47

ordt(u(t) − y(wt)) = ordt(y(t) − y(wt))
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for everyw ∈ µn, w , 1. Therefore

ordt( f (tn, u(t))) = ordt

















∏

w∈µn

(u(t) − y(wt))

















= ordt(u(t) − y(t)) + ordt

















∏

w,1

(y(t) − y(wt))

















= ordt(u(t) − y(t)) + sh −mh

by Corollary (7.8). �

(7.11) LEMMA. Let i be an integer,1 ≤ i ≤ h+ 1. Lety(t) =
∑

j<mi

y j t j .

Let Gi = Gi(X,Y) ∈ k((X))[Y] be the minimal monic polynomial ofy(t)
over k((tn)). (See Definition (5.8).) Then we have:

(i) degY Gi = n/di .

(ii) G i is also the minimal monic polynomial ofy(wt) over k((tn)) for
every w∈ µn.

Proof.

(i) We have

Suppt y(t) =
{

j ∈ Suppt y(t)
∣

∣

∣

∣
j < mi

}

.

Therefore by Proposition (6.13) (ix) we have

di = g.c.d. ({n} ∪ Suppt y(t)).

Now, the assertion follows from Proposition (5.16).

(ii) Substituting wt for t in the equalityGi(tn, y(t)) = 0 we get
Gi(tn, y(wt)) = 0. This proves (ii).48

�

(7.12) DEFINITION. Let i be an integer, 1≤ i ≤ h + 1. The element
Gi = Gi(X,Y) of Lemma (7.11) is called thepseudo fi th root of f . By
Lemma (7.11) we note thatGi depends only onf and i and does not
depend upon the rooty(t) of f (tn,Y) and thatGi is an irreducible element
of k((X))[Y], monic inY, and degY Gi = n/di .
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(7.13) LEMMA. Let i be an integer,1 ≤ i ≤ h, and let Gi(x,Y) be the
pseudo di th root of f . Let k′ be an overfield of k and let y∗ be an element
of k′((t)) such that

info (y∗ −
∑

j<mi

y j t
j) = ztmi

with z∈ k′, z, 0. Then info(Gi(tn, y∗)) = �ztr i .

Proof. Let y(t) =
∑

j<mi

y j t
j. Then by Proposition (6.13) (ix) we have

di = g.c.d. ({n} ∪ Suppt y(t)).

Therefore by Proposition (5.16) we get

(7.13.1)
∏

w∈µn

(Y − y(wt)) = Gi(t
n,Y)di .

Now, ordt(y(wt) − y(wt)) = mi for everyw ∈ µn. Therefore, since

y∗ − y(wt) = (y∗ − y(t)) + (y(t) − y(t)) + (y(t) − y(wt)) + (y(wt) − y(wt))

and since ordt(y∗ − y(t)) = mi by assumption, we have

(7.13.2) in f o(y∗ − y(wt)) = in f o(y(t) − y(wt)) for w ∈ Q(i).

Next, if w ∈ R(i) thenw j
= 1 for all j in Suppt y(t) such thatj < mi.

Thereforey(t) = y(wt) for all w ∈ R(i) and we get 49

(7.13.3) in f o(y∗ − y(wt)) = in f o(y∗ − y(t)) = ztmi f or w ∈ R(i).

From 7.13.1 we get
(7.13.4)

in f o(Gi (t
n,Y∗)di ) =

















∏

w∈µn

(y∗ − y(wt))

















= in f o

















∏

w∈Q(i)

(y∗ − y(wt))

















∏

w∈R(i)

in f o(y∗ − y(wt))

= in f o

















∏

w∈Q(i)

(y(t) − y(wt))

















zdi tmidi



50 3. The Fundamental Theorem

by 7.13.2 and 7.13.3, since card (R(i)) = di by Lemma (7.5). Sincey(t)
andy(wt) belong tok((t)), we have

inco

















∏

w∈Q(i)

(y(t) − y(wt))

















∈ k.

Therefore by Lemma (7.7) we have

in f o

















∏

w∈Q(i)

(y(t) − y(wt))

















=















�tsi−1−mi−1di , if i ≥ 2,

�, if i = 1.

Therefore from 7.13.4 we get

in f o(Gi (t
n, y∗)di ) = �zdi ts,

where

s=















si−1 −mi−1di +midi , if i ≥ 2,

midi , if i = 1.

We see that in either case we haves= si = r idi . Thus we have

(in f o(Gi (t
n, y∗)))di = in f o(Gi (t

n, y∗)di ) = �zdi tr idi .

It follows that we have50

in f o(Gi (t
n, y∗)) = �ztr i .

�

(7.14) DEFINITION. Let e be an integer, 1≤ e ≤ h, and letZ be an
indeterminate. By an (e,Z)-deformationof y(t) we mean an elementy∗

of k′(Z)((t)), wherek′ is an overfield ofk, such that

in f o(y∗ −
∑

j<me

y j t
j) = Ztme.

(7.15) COROLLARY. Let i.e., be integers such that 1≤ i ≤ e≤ h. Let
Gi(X,Y) be the pseudodi th root of f . Let y∗ be an (e,Z)- deformation
of y(t). then we have

info (Gi(t
n, y∗)) =















�tr i , if i < e,

�Ztr i , if i = e.
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Proof. Let k′ be an overfield ofk such thaty∗ ∈ k′(Z)((t)). Let y(t) =
∑

j<mi

y j t j andy′(t) =
∑

mi≤ j≤me

y j t j. Then, sincey∗ is an (e,Z)-deformation

of y(t), we have
y∗ = y(t) + y′(t) + Ztme + u(t)

for someu(t) ∈ k′(Z)((t)) with ordt u(t) > me ≥ mi. It follows that if
i < e then

info (y∗ − y(t)) = ymi t
mi = �tmi ,

whereas ifi = e then

info (y∗ − y(t)) = Ztme = Ztmi .

Now, the corollary follows from Lemma (7.13). �

(7.16) LEMMA. Let e be an integer,1 ≤ e≤ h, and let y∗ be an(e,Z)- 51

deformation of y(t). Then we have

info ( f (tn, y∗)) = �(Zne − yne
me

)de+1tse.

Proof. The assumption ony∗ means that we can writey∗ in the form

y∗ = y(t) + (Z − yme)t
me + u(t)

with u(t) ∈ k′(Z)((t)) and ordt u(t) > me, wherek′ is some overfield ofk.
Therefore for everyw ∈ µn we have

(7.16.1) y∗ − y(wt) = (Z − yme)t
me + (y(t) − y(wt)) + u(t).

It follows that if w ∈ Q(e) then

(7.16.2) info (y∗ − y(wt)) = info (y(t) − y(wt)).

Sincey(t) andy(wt) belong tok((t)), we have

inco

















∏

w∈Q(e)

(y(t) − y(wt))

















∈ k.
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Therefore it follows from (7.16.2) and Lemma (7.7) that we have

(7.16.3) info

















∏

w∈Q(e)

(y∗ − y(wt))

















=















�tse−1−me−1de, if e≥ 2,

�, if e= 1.

Next, letw ∈ R(e). Then it follows from 7.16.1 that ordt(y∗−y(wt)) ≥ me

and that the coefficient oftme in y∗ − y(wt) is

(Z − yme) + (yme − wmeyme) = Z − wmeyme

which is non-zero, sinceZ is an indeterminate. This shows that

info (y∗ − y(wt)) = (Z − wmeyme)t
me

for everyw ∈ R(e). Therefore by Lemma (7.6) we get52

info

















∏

w∈R(e)

(y∗ − y(wt))

















=

∏

w∈R(e)

(Z − wmeyme)t
me

= (Zne − yne
me)

de+1tmede,(7.16.4)

since card (R(e)) = de by Lemma (7.5). Since

f (tn, y∗) =
∏

w∈µn

(y∗ − y(wt))

=

∏

w∈Q(e)

(y∗ − y(wt))
∏

w∈R(e)

(y∗ − y(wt))

and since

se =















se−1 −me−1de+mede, if e≥ 2,

mede, if e= 1,

the lemma follows from (7.16.3) and (7.16.4). �

(7.17) MAIN LEMMA 1.

Let e be an integer, 1≤ e ≤ h. Let C = C(X,Y) be a non-zero element
of k((X))[Y] such that degY C < n/de. Let y∗ be an (e,Z)-deformation of
y(t). Then inco (C(tn, y∗)) = �.
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Proof. Supposee= 1. Thenn/de = n/d1 = 1, so that degY C = 0. This
means thatC(X,Y) is a non-zero element ofk((X)). ThereforeC(tn, y∗)
is a non-zero element ofk((t)) and the assertion is clear in this case.�

Assume now thate ≥ 2. LetGi = Gi(X,Y) be the pseudodi th root
of f , 1 ≤ i ≤ e−1, and letG = (G1, . . . ,Ge−1). Since, by Lemma (7.11),
Gi is monic inY with degY Gi = n/di , 1 ≤ i ≤ e− 1, we see that the
three conditions

(i)-(iii) of (2.2) are satisfied byG with R = k((X)) and p = e− 1. 53

With the notation of (2.2), we note thatne−1(G) = ∞ and

(7.17.1) ni(G) = (n/di+1)/(n/di ) = di/di+1

for 1 ≤ i ≤ e− 2. By Corollary (2.14), let

(7.17.2) C =
∑

a∈A(G)

Ca(X)Ga, Ca(X) ∈ k((X)),

be theG-adic expansion ofC. Since degY C < n/de be hypothesis,
we have, by Corollary (2.9), degY Ga < n/de for everya ∈ SuppG(C).

Since degY(Ga) =
e−1
∑

i=1

ai degY Gi, we get, in particular,ae−1 degY Ge−1 <

n/de for every a ∈ SuppG(C). Since degY Ge−1 = n/de−1, we get
ae−1n/de−1n/de−1 < n/de < n/de, which gives

(7.17.3) ae−1 < de−1/de

for everya ∈ SuppG(C). Now, substitutingX = tn, Y = y∗ in (7.17.2),
we get

(7.17.4) C(tn, y∗) =
∑

a∈SuppG(C)

Ca(tn)G(tn, y∗)a.

Fora ∈ SuppG(C), let a0 = (n/r0) ordX Ca(X). Then we have

(7.17.5) ordt Ca(tn) = nordX Ca(X) = a0r0.

Moreover, for 1≤ i ≤ e− 1, we have

(7.17.6) info (Gi(t
n, y∗)) = �tr i
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by Corollary (7.15). From (7.17.5) and (7.17.6) we get

(7.17.7) ordt(Ca(tn)G(tn, y∗)a) =
e−1
∑

i=0

air i .

Now, letr = (r0, . . . , re−1). Then, with the notation of (1.1), we have54

ni(r) = di(r)/di+1(r) = di/di+1 for 1 ≤ i ≤ e− 1. Let a ∈ SuppG(C).
Then for 1≤ i ≤ e− 2, we have

0 ≤ ai < ni(G) = di/di+1

by (7.17.1). Moreover,ae−1 < de−1/de by (7.17.3). Thus (7.17.7) ex-
presses ordt(Ca(tn)G(tn, y∗)a) as a strict linear combination ofr. There-
fore it follows from Proposition (1.5) that

ordt(Ca(tn)G(tn, y∗)a) , ordt(Cb(tn)G(tn, y∗)b)

if a, b ∈ SuppG(C) anda , b. Therefore, in view of (7.17.4), we see
that there existsa ∈ SuppG(C) such that

info (C(tn, y∗)) − info (Ca(tn)G(tn, y∗)a)

and, in particular,

(7.17.8) inco (C(tn, y∗)) = inco (Ca(tn)G(tn, y∗)a).

Now, inco (Ca(tn)) = �, sinceCa(tn) ∈ k((t)) andCa(X) , 0. Also,

inco (G(tn, y∗)a) =
e−1
∏

i=1

inco (Gi(t
n, y∗)ai )

= � (by (7.17.6)).

Therefore by (7.17.8) inco (C(tn, y∗)) = �, and the lemma is proved.
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(7.18) MAIN LEMMA 2.

Let R = k((X)). Let e be an integer, 2≤ e ≤ h. Let g = g(x,Y) be an
element ofR[Y] such thatg is monic inY and degY g = n/de.

Let y∗ be an (e.Z) deformation ofy(t) such that info (g(tn, y∗)) =55

�Ztre. Then info (τ f (g)(tn, y∗) = �Ztre, whereτ f is the Tschirnhausen
operator with respect tof ∈ R[Y]. (See § 3 for definition ofτ f .)

Proof. Let d = de and let

(7.18.1) f = gd
+

d−1
∑

i=0

Cig
i

be theg-adic expansion off , whereCi = C(i)
f (g), 0 ≤ i ≤ d − 1. (See

(3.4.1).) Then, by definition,τ f (g) = g + d−1Cd−1. Therefore, in order
to prove the lemma, it is enough to prove that we have

(7.18.2) ordt Cd−1(tn, y∗) > re.

�

Now, from (7.18.1) we get

f (tn, y∗) =
d

∑

i=0

Ci(t
n, y∗)g(tn, y∗)i ,

whereCd = 1. Let

(7.18.3) u ∈ f
{

ordt(Ci(t
n, y∗)g(tn, y∗)i)

∣

∣

∣

∣
0 ≤ i ≤ d

}

.

SinceCd = 1 and ordt g(tn, y∗)d
= dre, we see thatu < ∞. Let

(7.18.4) I =
{

i
∣

∣

∣

∣

o ≤ i ≤ d, ordt(Ci(t
n, y∗)g(tn, y∗)i) = u

}

.

ThenCi(tn, y∗) , 0 for everyi ∈ I . Let ai = inco (Ci(tn, y∗)), i ∈ I .
Then, since degY ci < degg = n/de, it follows from Main Lemma (7.17)



56 3. The Fundamental Theorem

thatai ∈ k andai , 0 for everyi ∈ I . Also, by hypothesis we have info
(g(tn, y∗)i) = biZitire for somebi ∈ k, bi , 0. Therefore we get

inco(Ci (t
n, y∗)g(tn, y∗)i) = aibiZ

i

for everyi ∈ I . It follows that the coefficient oftu in f (tn, y∗) is 56
∑

i∈I

aibiZ
i

, which is non-zero, sinceI , φ andZ is an indeterminate. Therefore
we have

in f o( f (tn, y∗)) =















∑

i∈I

aibiZ
i















tu.

On the other hand, by Lemma (7.16) we have

in f o( f (tn, y∗)) = �

(

Zne − yne
me

)de+1
tse.

Therefore we getu = se = dere and
∑

i∈I

aibiZ
i
= �

(

Zne − yne
me

)de+1
.

This last equality shows that we have

(7.18.5)
∑

i∈I

aibiZ
i ∈ k[Zne].

Now, we havene = de/de+1 ≥ 2 by Proposition (6.13) (ii), since
e ≥ 2. Thereforene does not dividede − 1 = d − 1, and it follows from
(7.18.5) thatd − 1 < I . This means that

u < ordt

(

Cd−1(tn, y∗)g(tn, y∗)d−1
)

= ordt Cd−1(tn, y∗) + (d − 1)re.

sinceu = dere, we get

re < ordt Cd−1(tn, y∗).

which proves (7.18.2).
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(7.19) THEOREM. Let e be an integer,2 ≤ e ≤ h, and let ge(X,Y) =
Appde

Y ( f ). (See (4.5).) Let y∗ be an(e,Z)-deformation of y(t). Then

info(ge(t
n, y∗)) = �Ztre.

Proof. Let Ge(X,Y) be the pseudodth
e root of f . Then we have 57

(7.19.1) info (Ge(t
n, y∗)) = �Ztre

by Corollary (7.15). Now,Ge is monic in Y with degY Ge = n/de

(Lemma (7.11)). Therefore by Corollary (4.6) we havege(X,Y) = (τ f ) j

(Ge), where j = n/de. Now, the theorem follows from (7.19.1) byn/de

applications of Main Lemma (7.18). �

(7.20) COROLLARY. Let ebe an integer, 2≤ e≤ h, and letge(X,Y) =
Appde

Y ( f ). Let k′ be an overfield ofk. Let a ∈ k′ and letu be an element
of k′((t)) such that ordt u > me. Let

y =
∑

j<me

y j t
i
+ atme + u.

Then there existc ∈ k, c , 0, and an elementv of k′((t)) such that
ordt v > re and

ge(t
n, y) = catre + v.

Proof. Let Z be an indeterminate and let

y∗ =
∑

j<me

y j t
j
+ Ztme + u.

Then y∗ is an (e,Z)-deformation ofy(t). Note thaty∗ ∈ k′((t))[Z] ⊂
k′(Z)((t)). Thereforege(tn, y∗) ∈ k′((t))[Z] and we can write

(7.20.1) ge(t
n, y∗) =

p
∑

i=0

bi(t)Z
i ,

wherep is a non-negative integer andbi(t) ∈ k′((t)) for 0 ≤ i ≤ p. Now,
we have info (ge(tn, y∗)) = �Ztre by Theorem (7.19). This means that58
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we have

(7.20.2) info (b1(t)) = ctre

for somec ∈ k, c , 0, and

(7.20.3) ordt bi(t) > re for i , 1.

Let ϕ : k′((t))[Z] → k′((t)) be thek′((t))-algebra homomorphism
defined byϕ(Z) = a. Thenϕ(y∗) = y. Therefore we have

ge(t
n, y) = ϕ(ge(t

n, y∗))

=

p
∑

i=0

bi(t)a
i (by 7.20.1).(7.20.4)

Let

v = b0(t) + (b1(t) − ctre)a+
p

∑

i=2

bi(t)a
i .

Then by (7.20.2) and (7.20.3) we have ordt v > re, and from (7.20.4)
we getge(tn, y) = catre + v. �

8 The Fundamental Theorem

Throughout this section we preserve the notation of (7.1). In addition,
we also fix the following notation:

(8.1) NOTATION. For an integere, 1 ≤ e≤ h+ 1, we get

ge = ge(X,Y) =















Y, if e= 1,

Appde
Y ( f ), if e≥ 2.

We note thatgh+1 = f .
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(8.2) Fundamental Theorem (Part One).

Let ebe an integer, 1≤ e≤ h+ 1. Then we have ordt ge(tn, y(t)) = re.59

Proof. Sincegh+1 = f andrh+1 = ∞, the assertion is clear fore= h+ 1.
Next, we haveg1(tn, y(t)) = y(t), and ordt y(t) = m1 = r1, which proves
the assertion fore = 1. Assume now that 2≤ e ≤ h. Then the assertion
is immediate from Corollary (7.20) by takinga = yme andu =

∑

j>me

y j t
i

and noting thatyme , 0. �

(8.3) Fundamental Theorem (Part Two)

Let R be a subring ofk((X)) such thatn is a unit inR and f ∈ R[Y].
Then:

(i) gi ∈ R[Y] for every i, 1≤ i ≤ h+ 1.

Further, letR[Y] = R[Y]/ f R[Y] and letgi be the image ofgi under
the canonical mapR[Y] → R[Y]. Then:

(ii) R[Y] is a freeR-module with the set
{

ḡb
∣

∣

∣

∣

b ∈ B
}

as a free basis,

whereg = (g1, . . . , gh) and

B =
{

b = (b1, . . . , bh) ∈ Zh
∣

∣

∣

∣

0 ≤ bi < di/di+1 for 1 ≤ i ≤ h
}

.

(Forh = 0 interpret this notation asB = {φ} and
{

ḡh
∣

∣

∣

∣

b ∈ B
}

= {1}.)

Proof.

1. Fori = 1, g1 = Y ∈ R[Y]. For i ≥ 2 the assertion follows from the
uniqueness ofAppdi

Y ( f ).

2. We first note that since degY f = n > 0 and sincef is monic in
Y, the restriction of the canonical mapη : R[Y] → R[Y] to R is
injective. We identifyR with its image inR[Y]. Then, writing
F = η(F) for F ∈ R[Y], we have

(8.3.1) F = F for everyF ∈ R.
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�

Now, let Gi = gi for 1 ≤ i ≤ h + 1. Then the (h + 1)-tuple
G = (G1, . . . ,Gh+1) satisfies conditions (i)-(iii) of (2.2) withp = h+ 1.
Therefore by Corollary (2.14) every elementF of R[Y] has a unique60

expression of the form

(8.3.2) F =
∑

a∈A(G)

FaG
a, Fa ∈ R,

where

A(G) =
{

a = (a1, . . . , ah+1) ∈ Zh+1
∣

∣

∣

∣

0 ≤ ai < ni(G) for 1 ≤ i ≤ h+ 1
}

.

Recall that with the notation of (2.2) we havenh+1(G) = ∞ and

(8.3.3) ni(G) = (n/di+1)/(n/di ) = di/di+1

for 1 ≤ i ≤ h. Now, letF be any element ofR[Y] and letF ∈ R[Y] be a
lift of F. Then from (8.3.1) and (8.3.2) we get

(8.3.4) F =
∑

a∈A(G)

FaG
a
.

Now Gh+1 = 0. Therefore, ifa ∈ A(G) is such thatah+1 , 0 then
G

a
= 0. Therefore, in view of (8.3.3), the expression (8.3.4) reduces to

the form
F =

∑

b∈B

F′bgb,

whereF′b = F(b1,...,bh,0) for b ∈ B. This proves thatR[Y] is generated as

anR-module by the set
{

gb
∣

∣

∣

∣
b ∈ B

}

. Now, to prove that this set is a free

basis, suppose

(8.3.5) 0=
∑

b∈B

F′bgb

with F′b ∈ R for everyb and F′b = 0 for almost allb. For a ∈ A(G),
define

(8.3.6) Fa =















F′(a1,...,ah), if ah+1 = 0,

0, if ah+1 , 0.
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Let61

F =
∑

a∈A(G)

FaG
a.

It is enough to prove thatF = 0. For, this would imply by the
uniqueness of the expression (8.3.2) thatFa = 0 for everya ∈ A(G),
which would prove, in view of (8.3.6), thatF′b = 0 for everyb ∈ B.
Now, supposeF , 0. Then, sincef dividesF in F[Y] by (8.3.5), we
haveF < R and degF ≥ deg f = degGh+1. But this is a contradiction
by (8.3.6) and Lemma (2.12). ThereforeF = 0, and the proof of the
theorem is complete.

(8.4) LEMMA. Let k((X)) be identified with the subfield k((tn)) of k((t))
by putting X= tn. Let R be a subring of k((X)) such that f∈ R[Y]. Let
R[y(t)] be the R-subalgebra of k((t)) generated by y(t). Then:

(i) R[y(t)] =
{

F(tn, y(t))
∣

∣

∣

∣

F(X,Y) ∈ R[Y]
}

.

(ii) There exists an R-algebra isomorphism

u : R[Y]/ f R[Y] → R[y(t)]

which fits in a commutative diagram

R[Y]
η //

u
$$HH

HH
HH

HH
H

R[Y]/ f R[Y]

ūxxqqqqqqqqqq

R[y(t)]

where η is the canonical homomorphism and u is defined by
u(F(x,Y)) = F(tn, y(t)) for F(X,Y) ∈ R[Y].

Proof.

(i) This is clear.

(ii) It is clear thatu is an R-algebra homomorphism. Sinceu( f ) =
f (tn, y(t) = 0, u factors viaη to giveu. Sinceu is surjective by (i),
so isu. To show thatu is injective, it is enough to show that keru = 62
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f R[Y]. Let F(X,Y) ∈ keru. ThenF(tn, y(t)) = 0. Therefore, since
f is the minimal monic polynomial ofy(t) overk((tn)), f divides
F(X,Y) in k((X))[Y]. Since f is monic, it that followsf divides
F(x,Y) in R[Y].

�

(8.5) Fundamental Theorem (Part Three)

Let k((X)) be identified with the subfieldk((tn)) of k((t)) by puttingX =
tn. Let R be a subring ofk((X)) such thatn is a unit inR and f ∈ R[Y].
Let

R[y(t)] =
{

F(tn, y(t))
∣

∣

∣

∣

F(X,Y) ∈ R[Y]
}

.

Let gi = gi(tn, y(t)), 1≤ i ≤ h. Then:

(i) R[y(t)] is a freeR-module with the set{gb
|b ∈ B} as a free basis,

whereg = (g1, . . . , gh) and

B =
{

b = (b1, . . . , bh) ∈ Zh
∣

∣

∣

∣
0 ≤ bi < di/di+1 for 1 ≤ i ≤ h

}

.

(ii) Let F ∈ R[y(t)] and let

F =
∑

b∈B

Fbgb, Fb ∈ R.

If b, b′ ∈ B, b , b′ andFb , 0, Fb′ , 0 then

ordt(Fbgb) , ordt(Fb′g
b′).

In particular, ifF , 0 then there exists a uniqueb ∈ B such that
ordt F = ordt(Fbgb).

(iii) With the notation of (ii), letb ∈ B be the unique element such that
ordt(F) = ordt(Fbgb). Then

ordt F = ordt Fb +

h
∑

i=1

bir i .
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Proof.

(i) We first note that by Theorem (8.3) we havegi ∈ R[Y] for 1 ≤63

i ≤ h. Let us now identifyR[Y(t)] andR[Y] = R[Y]/ f R[Y] asR-
algebras via the isomorphismu of Lemma (8.4). With this identifi-
cation,gi is the image ofgi under the canonical mapR[Y] → R[Y].
Therefore (i) follows directly from Theorem (8.3).

(ii) Let Γ+(R) =
{

(n/r0) ordX G
∣

∣

∣

∣
G ∈ R,G , 0

}

. Then, sincen = |r0|,

it is clear thatΓ+(R) is a subsemigroup ofR is a subsemigroup
of Z. For b = (b1, . . . , bh) ∈ B such thatFb , 0, let us define
b0 = (n/r0) ordX Fb. Thenb0 ∈ Γ+(R). Sincer i = ordt gi by
Theorem (8.2), we get

(8.5.1) ordt(Fbgb) = ordt Fb +

h
∑

i=1

bir i =

h
∑

i=0

bir i ,

sinceb0r0 = nordX Fb = ordt Fb. Similarly, if b′ ∈ B andFb′ , 0
then

(8.5.2) ordt(Fb′g
b′) =

h
∑

i=0

b′i r i , b′0 ∈ Γ+(R).

Now, sinceb, b′ ∈ B, we have 0≤ bi < di/di+1, 0 ≤ b′i < di/di+1

for 1 ≤ i ≤ h. Thus (8.5.1) and (8.5.2) areΓ+(R)-strict linear com-
binations ofr = (r0, . . . , rh). Therefore (ii) follows from Proposi-
tion (1.5).

(iii) This was proved in (8.5.1) above.

�

(8.6) DEFINITION. Let R be a subring ofk((X)) such thatf ∈ R[Y].
Let w ∈ µn(k). The set

{

ordt F(tn, y(wt))
∣

∣

∣

∣

F(X,Y) ∈ R[Y], F(tn, y(wt)) , 0
}

.

which is clearly independent ofw ∈ µn(k) and is a subsemigroup ofZ, is
called thevalue semigroupof f with respect to Rand is denotedΓR( f ). 64
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(8.7) Fundamental Theorem (Part Four).

Let Rbe a subring ofk((X)) such thatn is a unit inRand f ∈ R[Y]. Let

Γ+(R) =
{

(n/r0) ordX F
∣

∣

∣

∣

F ∈ R, F , 0
}

.

Then we have:

(i) Γ|(R) is a subsemigroup ofZ.

(ii) Γ+(R)r0 ⊂ ΓR( f ) andr i ∈ ΓR( f ) for everyi, 1 ≤ i ≤ h.

(iii) ΓR( f ) is Γ(R)-strictly generated byr = (r0, . . . , rh).

In particular, suppose we are in one of the following two cases:

(1) The ALGEBROID CASE:R = k′[[X]] for some subfieldk′ of k,
f ∈ R[Y] andr0 = n.

(2) The PURE MEROMORPHIC CASE:R= k′[X−1] for some subfield
k′ of k, f ∈ R[Y] andr0 = −n.

Then we have:

(i’) Γ+(R) = Z+.

(ii’) r i ∈ ΓR( f ) for everyi, 0 ≤ i ≤ h.

(iii’) ΓR( f ) is strictly generated byr = (r0, . . . , rh).

(For the definition ofΓ+(R)-strict generation, see (1.7))

Proof.

(i) This is clear, sincen = |r0|.

(ii) Let γ ∈ Γ+(R). Then there existsF = F(X) ∈ R such thatF , 0
andγ = (n/r0) ordX F. This givesγr0 = nordX F = ordt f (tn),
which shows thatγr0 ∈ ΓR( f ). Next, sincegi ∈ R[Y] by Theorem
(8.3) and since ordt gi(tn, y(t)) = r i by Theorem (8.2), we getr i ∈

ΓR( f ) for 1 ≤ i ≤ h.
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(iii) Let γ ∈ ΓR( f ) and let F(X,Y) ∈ R[Y] be such thatγ = ordt

F(tn, y(t)). PutF = F(tn, y(t)). ThenF , 0. Therefore by Theo-
rem (8.5) (iii) we have

γ = ordt F = ordt Fb(tn) +
h

∑

i=1

bir i ,

whereFb = Fb(X) ∈ R, Fb , 0, andbi ∈ Z, 0 ≤ bi < di/di+1 for 65

1 ≤ i ≤ h. Let b0 = (n/r0) ordX Fb. Thenb0 ∈ Γ+(R) and we have

ordt Fb(tn) = b0r0. Thereforeγ =
h

∑

i=0

bir i , which shows thatγ is

a Γ+(R)-strict linear combination ofr. Conversely, ifγ =
h

∑

i=0

γir i

is a Γ+(R)-strict linear combination ofr then it follows (ii) that
γ ∈ ΓR( f ). This proves (iii).

(i’) is clear, and (ii’), (iii’) follow from (i’), (ii) and (i ii). �

(8.8) COROLLARY. With the notation of Theorem (8.7), supposeR
contains an element ofX-order 1 or−1. (This condition is satisfied,
for example, ifX ∈ R or X−1 ∈ R). Them g.c.d. (ΓR( f )) = 1, i.e., the
subgroup ofZ generated byΓR( f ) coincides withZ.

Proof. By assumption, we haven/r0 ∈ Γ+(R) or −n/r0 ∈ Γ+(R). There-
fore by Theorem (8.7) (ii),n ∈ ΓR( f ) or −n ∈ ΓR( f ). Sincen = |ro|,
we getro ∈ ΓR( f ) or −ro ∈ ΓR( f ). Also r i ∈ ΓR( f ) for 1 ≤ i ≤ h by
Theorem (8.7)(ii). Now, since

g.c.d. (−r0, r1, . . . rh) = g.c.d. (r0, r1, . . . , rh) = dh+1 = 1,

the corollary follows. �





Chapter 4

Applications of The
Fundamental Theorem

9 Epimorphism Theorem

Let k be a field and letX, Y, Z, τ be indeterminates. 66

(9.1) DEFINITION. Let C be a finitely generatedk-subalgebra ofk[Z]
such that the quotient field ofC is k(Z). We callC (the coordinate ring
of) anaffine polynomial curveoverk and we callk(Z) the function field
of C. If, moreover,C is generated as ak-algebra by two elements then
we callC an affine polynomialplanecurve. Ak-algebra epimorphism
(i.e., surjective homomorphism)α : k[X,Y] → C is called anembedding
of C in the affine plane overk.

Note that ifC has an embedding in the affine plane thenC is a plane
curve. Moreover, the mappingα 7→ (α(X), α(Y)) gives a bijective corre-
spondence between the embeddings ofC in the affine plane and ordered
pair (x, y) of elements ofC such thatC = k[x, y].

(9.2) DEFINITION. An embeddingα : k[X,Y] → C is said to beper-
missibleif α(X) , 0 and chark does not divide degZ α(X).

(9.3) Equation of an Embedding

Let α : k[X,Y] → C be a permissible embedding of an affine plane
polynomial curveC. Let x = α(X), y = α(Y). Thenα(F) = F(x, y) for

67
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everyF = F(X,Y) ∈ k[X,Y]. Let n = degZ x. Let k be the algebraic
closure ofk and letθ : k[Z] → k((τ)) be thek-algebra monomorphism
defined byθ(Z) = τ−1. Then it is clear that we have

(9.3.1) ordτ θ(F(x, y)) = − degZ F(x, y)

for everyF(X,Y) ∈ k[X,Y]. In particular, we have ordτ θ(x) = −n. Since67

char k does not dividen, there exists, by Corollary (5.4), an element
t ∈ k((τ)) such that ordτ t = 1 andθ(x) = t−n. Note then that we have
k((t)) = k((τ)) and ordt a = ordτ a for every a ∈ k((t)). Write x =
x(t) = θ(x) = t−n andy = y(t) = θ(y). We cally(t) a Newton-Puiseux
expansionof y in fractional powers ofx−1. Let f = f (x,Y) ∈ k((X))[Y]
be the minimal monic polynomial ofy over k((tn)) (Definition (5.8)).
Recall thatf is the unique irreducible element ofk((X))[Y] such thatf
is monic inY and f (tn, y) = 0. We call f themeromorphic equationof
the embeddingα.

(9.4) LEMMA. With the notation of (9.3), we have:

(i) degY f = n.

(ii) f ∈ k[X−1,Y].

Proof. (i) We have degY f = [k((tn))(y) : k((tn))]. Therefore, sincey ∈
k((t)), we get

degY f ≤ [k((t)) : k((tn))] = n.

On the other hand, sinceα is surjective, we haveZ ∈ k(x, y). Therefore
τ−1 ∈ k(x, y) ⊂ k((tn))(y), so thatτ ∈ k((tn))(y). Therefore

degY f ≥ [k((tn))(τ) : k((tn))] = n

by Lemma (5.10), since 1∈ Suppt(τ). This proves (i).
(ii) Since degZ x = n > 0, x is transcendental overk and k(Z) is

algebraic overk(x) with [k(Z) : k(x)] = n. Let g(x,Y) ∈ k(x)[Y] be
the minimal monic polynomial ofy over k(x). Sinceα is surjective,
we havek(x)(y) = k(Z). Therefore degY g(x,Y) = n. We claim that
g(x,Y ∈ k[x][Y]). In order to prove the claim, we have only to show that68
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y is integral overk[x]. Now, writing x =
n

∑

i=1

aiZ
i, ai ∈ k for 0 ≤ i ≤ n,

an , 0, we have

Zn
+

n−1
∑

i=1

aia
−1
n Zi
+ (a0 − x)a−1

n = 0,

which shows thatZ is integral overk[x]. Since y ∈ k[Z], y is also
integral overk[x]. Thus g(x,Y) ∈ k[x][Y]. Put h(X,Y) = g(X−1,Y).
Thenh(X,Y) ∈ k[X−1][Y] ⊂ k((X))[Y] and h(X,Y) is monic inY with
degY h(X,Y) = n. Now, h(tn, y) = g(t−n, y) = g(θ(x), θ(y)) = θ(g(x, y)) =
0. This shows thatf (X,Y) = h(X,Y) and (ii) is proved. �

(9.5) REMARK. Putϕ = ϕ(X,Y) = f (X−1,Y). Then by Lemma (9.4)
ϕ ∈ k[X,Y]. We claim thatϕ generates kerα. To see this we note that
kerα is a principal prime ideal ofk[X,Y] and, sincef is irreducible in
k[X−1,Y], ϕ is irreducible ink[X,Y]. Therefore it is enough to show
that ϕ ∈ kerα. Now, θ(ϕ(x, y)) = ϕ(t−n, y) = f (tn, y) = 0. Sinceθ
is a monomorphism, our claim is proved. Noting thatϕ is the unique
generator of kerα which is monic inY, we callϕ thealgebraic equation
of the embeddingα. If ψ is any generator of kerα then, clearly, we have
ψ = �ϕ for some�.

(9.6) REMARK. With the notation of (9.3), supposeS is a subring of
k such thatx andy belong toS[Z]. Consider the pair (X − x,Y − y) of
elements ofS[Z][X,Y] and letg = g(X,Y) ∈ S[X,Y] be theZ-resultant
of X − x andY − y. Then clearly�g is monic inY and, since degZ x =
n, we have degY g = n. Moreover, we haveg(x, y) = 0, so that 0=
θ(g(x, y)) = g(t−n, y). therefore it follows from Lemma (9.4) (i) that
� f (X,Y) = g(X−1,Y) ∈ S[X−1,Y]. This gives an alternative proof of
part (ii) of Lemma (9.4).

(9.7) Characteristic Sequences of an Embedding

Continuing with the notation of (9.3), letR= k[X−1]. Then f ∈ R[Y] by 69

Lemma (9.4). Leth = h( f ) and letmi = mi(−n, f ), qi = qi(−n, f ),
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si = si(−n, f ), r i = r i(−n, f ), di+1 = di+1( f ) for 0 ≤ i ≤ h + 1.
The sequence (m0, . . . ,mh+1), (resp. (q0, . . . , qh+1), resp. (s0, . . . , sh+1),
resp. (r0, . . . , rh+1), resp.
(d1, . . . , dh+2)) is called thecharacteristic m(resp.q, resp.s, resp.r,
resp.d)- sequenceof the permissible embeddingα. Note that we have

(9.7.1) r0 = −n = − degZ α(X).

Moreover, by (9.3.1) we have

(9.7.2) r1 = ordt y = ordτ y = − degZ α(Y).

Let
Z
−
= {a ∈ Z

∣

∣

∣a ≤ 0}.

Recall thatΓR( f ) is the subsemigroup ofZ defined by

ΓR( f ) =
{

ordt F(tn, y)
∣

∣

∣

∣

F(X,Y) ∈ R[Y], F(tn, y) , 0
}

.

(9.8) LEMMA. With the notation of (9.7), we have:

(i) ΓR( f ) ⊂ Z−.

(ii) If C = k[Z] thenΓR( f ) = Z−.

(iii) ΓR( f ) is strictly generated by r= (r0, r1, . . . , rh).

(iv) r0 < 0, r1 = ∞ or r1 ≤ 0, and ri < 0 for 2 ≤ i ≤ h.

(v) If C = k[Z] and h≥ 2 then rh = −1.

Proof. (i) Let F(X,Y) ∈ R[Y] be any element such thatF(tn, y) , 0. Put
G(X,Y) = F(X−1,Y). ThenG(X,Y) ∈ k[X,Y] and, with the notation of70

(9.3), we have

(9.8.1)

ordt F(tn, y) = ordt G(t−n, y)

= ordτ G(t−n, y)

= ordτ G(θ(x), θ(y))

= ordτ θ(G(x, y))

= − degZ G(x, y)
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by (9.3.1). Therefore ordt F(tn, y) ≤ 0. this proves (i)
(ii) In view of (i), it is enough to prove that−1 ∈ ΓR( f ). Sinceα

is surjective, thee existsG(X,Y) ∈ k[x,Y] such thatG(x, y) = Z. Put
F(X,Y) = G(X−1,Y). ThenF(X,Y) ∈ R[Y] andG(X,Y) = F(X−1,Y).
Therefore by the computation (9.8.1) we get ordt F(tn, y) = − degZ Z =
−1. This shows that−1 ∈ ΓR( f ).

(iii) This is immediate from Theorem (8.7) (iii′).
(iv) The assertion aboutr0 andr1 follows from (9.7.1) and (9.7.2).

Now suppose 2≤ i ≤ h. Then we have

(9.8.2) di > di+1

by Proposition (6.13) (ii). Therefore 1< di/di+1, so thatr i is a strict
linear combination ofr = (r0, r1, . . . , rh). Thereforer i ∈ ΓR( f ) by (iii),
which shows by (i) thatr i ≤ 0. Sincedi does not divider i by (9.8.2), we
haver i , 0. Thereforer i < 0.

(v) It follows from (ii) and (iii) that r i = −1 for somei, 0 ≤ i ≤ h.
Sinceh ≥ 2 and sincedh dividesr i for i ≤ h− 1 it follows from (9.8.2)
thatr i , −1 for 0≤ i ≤ h− 1. Thereforerh = −1. � 71

(9.9) LEMMA. With the notation of (9.7), suppose−d2 ∈ ΓR( f ). Then
r0 divides r1 or r1 divides r0.

Proof. Since−d2 ∈ Z, we haved2 , −∞. This means thath ≥ 1.
Thereforer1 , ∞ and it follows from Lemma (9.8) (iv) thatr i ≤ 0 for
i = 0, 1. since−d2 ∈ ΓR( f ), Lemma (9.8) (iii) shows that−d2 is a strict
linear combination ofr = (r0, . . . , rh). Now, the assertion follows from
Proposition (1.8). �

(9.10) DEFINITION. If C = k[Z], we callC theaffine lineoverk.

In Theorem (9.11) and (9.19) below we study the embeddings ofthe
affine line in the affine plane.

(9.11) Epimorphism Theorem (First Formulation)

Let k be any field and letα : k[X,Y] → k[Z] be ak-algebra epimorphism
such thatα(X) , 0, α(Y) , 0. Let n = degZ α(X), m = degZ α(Y).
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Suppose chark does not divide g.c.d. (m, n). Thenn divides m or m
dividesn.

Proof. By the symmetry of the assertion, we may assume that chark
does not dividen. Thenα is a permissible embedding. We now use the
notation of (9.3) and (9.7) withC = k[Z]. By (9.7.1) and (9.7.2) we
haver0 = −n andr1 = −m, ∞. Thereforeh ≥ 1. By Lemma (9.8) (ii)
we haveΓR( f ) = Z−. Therefore−d2 ∈ ΓR( f ), so thatr0 dividesr1 or r1

dividesr0 by Lemma (9.9). This means thatn dividesm or m dividesn,
and the theorem is proved. �

The following example shows that in Theorem (9.11) we cannotre-
lax the condition “chark does divide g.c.d. (m, n)”.

(9.12) EXAMPLE. Let p = chark. Let e, sbe positive integers and let

x = Zpe

y = Z +
s

∑

i=0

aiZ
ip

with ai ∈ k for 0 ≤ i ≤ s andas , 0. Letα : k[X,Y] → k[Z] be the72

k-algebra homomorphism defined byα(X) = x, α(Y) = y. We claim that
α is surjective. To prove our claim, it is enough to show thatZ ∈ k[x, y].
In fact, we show by descending induction onj that Zpj

∈ k[x, y] for
0 ≤ j ≤ e, this assertion being clear forj = e. Suppose now thatj ≥ 0
andZpj+1

∈ k[x, y]. We have

ypj
= Zpj

+

s
∑

i=0

apj

i (Zpj+1
)i .

This shows thatZpj
∈ k[x, y], and our claim is proved. Now, let

n = degZ x = pe, m= degZ y = sp. It is clear that we can choosee, s to
be such that neithern dividesmnormdividesn. Specifically, takee≥ 2
ands= qpc whereq, c are integers such thatq ≥ 2, q . 0 (mod p) and
0 ≤ c ≤ e− 2.
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(9.13) QUESTION.Letα : k[X,Y] → k[Z] be ak-algebra epimorphism
such thatα(X) , 0, α(Y) , 0. Let n = degZ α(X), m = degZ α(Y). Let
p = chark, and letn = n′pe, m = m′pd, wheen′, m′, e, d are integers
such thatn′ . 0 (mod p), m′ . 0 (mod p), e≥ 0, d ≥ 0. Is it then true
thatn′ dividesm′ or m′ dividesn′?

(9.14) DEFINITION. Let A = k[X,Y] and letσ be ak-algebra auto-
morphism ofA. We sayσ is primitive if there existsP(Z) ∈ k[Z] such
that

either σ(X) = X, σ(Y) = Y+ P(X);

or σ(X) = X + P(Y), σ(Y) = Y.

We sayσ is linear if there existai , bi , ci ∈ k, i = 1, 2, such that

σ(X) = a1X + b1Y+ c1, σ(Y) = a2X + b2Y + c2.

We sayσ is elementaryif σ is primitive or linear. We sayσ is tame 73

if σ is a finite product of elementary automorphisms.

(9.15) REMARK. It is easily checked that the set of all tame automor-
phisms ofA is a subgroup of the group of allk-algebra automorphisms
of A. In fact, it is true that allk-algebra automorphisms ofA are tame.
In the next section we shall deduce this fact from the Epimorphism The-
orem in case chark = 0 (Theorem (10.1))

(9.16) DEFINITION. Let α, β : k[X,Y] → k[z] be k-algebra epimor-
phisms. We sayα is equivalent(resp.tamely equivalent) to β if there ex-
ists ak-algebra automorphism (resp. tame automorphism)σ of k[X,Y]
such that the diagram

k[x,Y]

σ

��

α

$$HH
HH

HH
HH

H

k[Z]

k[X,Y]
β

::vvvvvvvvv
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is commutative, i.e.,α = βσ.

(9.17) REMARK. It is clear that both equivalence and tame equivalence
are equivalence relations and that tame equivalence implies equivalence.

(9.18) DEFINITION. Let α : k[X,Y] → k[Z] be ak-algebra epimor-
phism. We sayα is wild if α(X) , 0, α(Y) , 0 and chark divides both
degZ α(X) and degZ α(Y).

(9.19) EPIMORPHISM THEOREM (SECOND FORMULA-
TION).

Let α, β : k[X,Y] → k[Z] be k-algebra epimorphisms. Assume that
neitherα norβ is wild. Thenα andβ are tamely equivalent. In particular,74

α andβ are equivalent.

Proof. Let γ : k[X,Y] → k[Z] be thek-algebra epimorphism defined by
γ(X) = Z, γ(Y) = 0. Then, since tame equivalence is an equivalence
relation, it is enough to prove the following assertion: �

(9.19.1)

If α is not wild thenα andγ are tamely equivalent.
Given α, we define thetransposeαt of α to be thek-algebra epi-

morphismαt : k[X,Y] → k[Z] given byαt(X) = α(Y), αt(Y) = α(X).
Clearly, α andαt are tamely equivalent andα is wild if and only if
αt is wild. Put D(α) = degZ α(X) + degZ α(Y). ThenD(α) = D(αt).
We now prove (9.19.1) by induction onD(α). First, supposeD(α) ≤
1. Replacingα by αt, if necessary, we may assume that degZ α(X) ≥
degZ α(Y). Then, sinceα is surjective, the assumptionD(α) ≤ 1 im-
plies that degZ α(Y) ≤ 0 and degZ α(X) = 1. This means that there
exist a, b, c, ∈ k, a , 0, such thatα(X) = aZ + b andα(Y) = c. Let σ
be thek-algebra automorphism ofk[X,Y] defined byσ(X) = a(X) + b,
σ(Y) = Y + c. Thenσ is tame and clearly we haveα = γσ.

Now, supposeD(α) ≥ 2. Again, replacingα by αt, if necessary, we
may assume that degZ α(X) ≥ degZ α(Y). This means, in particular, that
α(X) < k. If α(Y) ∈ k then degZ α(X) ≥ 2. This is not possible, since
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α is surjective. Thereforeα(X) < k andα(Y) < k. Let n = degZ α(X),
m = degX α(Y). Sinceα is not wild andn ≥ m ≥ 1, it follows from
Theorem (9.11) thatm divides n. Let n = rm, wherer is a positive
integer. Write

α(X) =
rm
∑

i=0

aiZ
i , α(Y) =

m
∑

j=0

b jZ
j

with ai , b j ∈ k for 0 ≤ i ≤ rm, 0 ≤ j ≤ m andbm , 0. Letσ be the 75

k−algebra automorphism ofk[X,Y] defined byσ(X) = X − armb−r
m Yr

andσ(Y) = Y. Thenσ is primitive, therefore tame. Letα′ = ασ. Then
α′ : k[X,Y] → k[Z] is ak-algebra epimorphism andα andα′ are tamely
equivalent. Now, we have

α′(X) = α(σ(X))

= α(X − armb−r
m Yr)

=

rm
∑

i=0

aiZ
i − armb−r

m



















m
∑

j=0

b jX
j



















r

.

This shows thatdegXα
′(X) < rm = n. Moreover,α′(Y) = α(σ(Y)) =

α(Y). Therefore degZ α
′(Y) = m, and we getD(α′) < D(α). Now, since

α is not wild, chark does not divide g.c.d. (n,m) = m = degZ α
′(Y).

This shows thatα′ is not wild, so thatα′ andγ are tamely equivalent
by induction hypothesis. Thereforeα andγ are tamely equivalent, and
(9.19.1) is proved.

(9.20) COROLLARY. If char k = 0 then any twok-algebra epimor-
phismsk[X,Y] → k[Z] are tamely equivalent.

Proof. Immediate from Theorem (9.19), sine if chark = 0 then there
are no wildk-algebra epimorphisms. �

(9.21) COROLLARY. Let chark = 0. Letϕ be an element ofk[X,Y]
such thatk[X,Y]/(ϕ) is isomorphic (as ak-algebra) tok[Z]. Then there
exists an elementψ of k[X,Y] such thatk[ψ, ϕ] = k[X,Y].



76 4. Applications of The Fundamental Theorem

Proof. Let α : k[X,Y] → k[Z] be thek-algebra epimorphism defined
by α = vu, whereu : k[X,Y] → k[X,Y]/(ϕ) is the natural surjection
andv : k[X,Y]/(ϕ) → k[Z] is a k-algebra isomorphism. Then kerα =
(ϕ). Let β : k[X,Y] → k[z] be thek-algebra epimorphism defined by
β(X) = Z, β(Y) = 0. then kerβ = (Y). By Corollary (9.20) there exists76

a k-algebra automorphismσ of k[X,Y] such thatβ = ασ. This gives
(ϕ) = kerα = σ(kerβ) = (σ(Y)). Thereforeσ(Y) = �ϕ. LetΨ = σ(X).
Thenk[x,Y] = k[σ(X), σ(Y)] = k[ψ,�ϕ] = k[ψ, ϕ]. �

(9.22) LEMMA. Let the assumptions be those of Corollary (9.21). As-
sume, moreover, thatdegY ϕ > 0. Then:

(i) �ϕ is monic in Y for some�.

(ii) ϕ(X−1,Y) is irreducible ink((X))[Y], wherek is the algebraic clo-
sure of k.

Proof. Let α : k[X,Y] → k[Z] be thek-algebra epimorphism defined
at the beginning of the proof of Corollary (9.21). Then kerα = (ϕ).
Since degY ϕ > 0, we haveX − a . 0 (modϕ) for everya ∈ k. This
shows that degZ α(X) > 0. Thereforeα is a permissible embedding. Let
f = f (X,Y) ∈ k((X))[Y] be the meromorphic equation ofα. It follows
from Remark (9.5) that kerα = ( f (X−1,Y)). Thereforef (X−1,Y) = �ϕ

for some�, and the lemma is proved. �

(9.23) COROLLARY. Let the assumptions be those of Corollary (9.21).
Assume, moreover, that degY ϕ > 0. Then there exists an elementψ of
k[X,Y] such that degYψ < degY ϕ andk[ψ, ϕ] = k[X,Y].

Proof. By Corollary (9.21) there existsψ ∈ k[X,Y] such thatk[ψ, ϕ] =
k[X,Y]. It is now enough to show that if degY ψ ≥ degY ϕ then there ex-
istsψ′ ∈ k[X,Y] such that degY ψ

′ < degYψ andk[ψ′, ϕ] = k[X,Y]. Let
n = degY ϕ, m = degYψ and supposem ≥ n. In view of Lemma (9.22),
replacingϕ by�ϕ, we may assume thatϕ is monic inY. Similarly, since

k[X,Y]/(ψ) = k[ψ, ϕ]/(ψ) ≈ k[ϕ] ≈ k[Z].

we may replaceψ by �ψ and assume thatψ is monic in Y. Now,77
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k[ψ, ϕ] = k[X,Y] implies thatk′[ψ, ϕ] = k′[Y], wherek′ = k(X). There-
fore if S, T are indeterminates then thek′−algebra homomorphismγ :
k′[S,T] → k′[Y] defined byγ(S) = ψ, γ(T) = ϕ, is surjective. There-
fore by Theorem (9.11)n divides m or m divides n. Sincem ≥ n,
we getm = pn for some positive integerp. Let ψ′ = ψ − ϕp. Then
k[ψ′, ϕ] = k[ψ, ϕ] = k[X,Y]. Moreover, since bothψ andϕ are monic in
Y, we have degY ψ

′ < m. �

(9.24) THEOREM. Let char k= 0. Letϕ = ϕ(X,Y) be an element of
k[X,Y] such that n= degY ϕ > 0, ϕ is monic in Y and k[X,Y]/(ϕ) is
isomorphic (as a k-algebra) to k[Z]. Let f = f (X,Y) = ϕ(X−1,Y). Then
f is irreducible ink((X))[Y]. Let h= h( f ) and letψ = Appd

Y(ϕ), where

d = dh( f ). If h ≥ 2 then k[ψ, ϕ] = k[X,Y]. (As usual,k denotes the
algebraic closure of k.)

Proof. Let α : k[X,Y] → k[Z] be thek-algebra epimorphism defined by
α = vu, whereu : k[X,Y] → k[x,Y]/(ϕ) is the natural surjection and
v : k[X,Y]/(ϕ) → k[z] is a k-algebra isomorphism. Then kerα = (ϕ)
and, sincen > 0, α is a permissible embedding. Sinceϕ is monic inY,
it follows from Remark (9.5) thatf is the meromorphic equation ofα.
We now use the notation of (9.3) and (9.7). Letg = g(X,Y) = Appd

Y( f ).
Then by Proposition (4.7)g(X,Y) = ψ(X−1,Y). Sinceh ≥ 2, we have
ordt ψ(t−n, y) = ordt g(tn, y) = rh by Theorem (8.2). Sinceψ(t−n, y) =
θ(ψ(x, y)), it follows from (9.3.1) that degZ ψ(x, y) = −rh. By Lemma
(9.8) (v) we haverh = −1. Therefore we have

(9.24.1) degZ α(ψ) = 1.

�

Now, by Corollary (9.23) there exists an elementψ′ of k[X,Y] such
that degYψ

′ < n andk[ψ′, ϕ] = k[X,Y]. It follows that k[Z] = k[α(ψ′)]. 78

Therefore we have

(9.24.2) degZ α(ψ) = 1.

It follows from (9.24.1) and (9.24.2) that we haveα(ψ′) = aα(ψ)+b
for somea, b ∈ k, a , 0. This means that

ψ′ = aψ + b+ λϕ
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for someλ ∈ k[X,Y]. Since degYψ
′ < n and degYψ = n/d < n, we

getλ = 0 andψ′ = aψ + b. This shows thatk[ψ′, ϕ] = k[ψ, ϕ], and the
theorem is proved.

With the notation and assumptions of Theorem (9.24) we have the
following four corollaries:

(9.25) COROLLARY. If h ≥ 2 thenrn(−n, f ) = −1.

Proof. This was noted in the proof of the theorem above. �

(9.26) COROLLARY. degY ϕ divides degX ϕ or degX ϕ divides degY ϕ.

Proof. Let α : k[X,Y] → k[Z] be the permissible embedding defined
in the proof of Theorem (9.24). Then, sincef (X,Y) = ϕ(X−1,Y) is
the meromorphic equation ofα (Remark (9.5)), it follows from Lemma
(9.4) that degZ α(X) = degY ϕ = n, Let m = degX ϕ. If m = 0 thenn
dividesm. If m> 0 then by the argument above, we get degZ α(Y) = m.
Now, it follows from Theorem (9.11) thatn dividesmor mdividesn. �

(9.27) COROLLARY. d2( f ) = d1( f ) or d2( f ) = −q1(−n, f ).

Proof. As seen in the proof of Corollary (9.26), we haven = degZ α(X).79

Therefored1( f ) = degZ α(X). Moreover, by (9.7.2) we have degZ
α(Y) = −q1(−n, f ). Now, the corollary follows from Theorem (9.11).

�

(9.28) COROLLARY. k[X,Y]/(ψ) is isomorphic (as ak-algebra) to
k[Z].

Proof. This is clear, sincek[X,Y] = k[ψ, ϕ]. �

(9.29) REMARK. The results proved in (9.21) - (9.28) above hold also
for char k > 0 (and, infact, the same proof goes through), provided
we make the assumption that degY ϕ (or, by symmetry, degX ϕ) is not
divisible by chark.



10. Automorphism Theorem 79

10 Automorphism Theorem

As in §9,k ia an arbitrary field andX, Y, Z are indeterminates.

(10.1) Automorphism Theorem.

Everyk-algebra automorphism ofk[X,Y] is tame.
(For the definition of a tame automorphism, see (9.14). In theproof

below we deduce the Automorphism Theorem from the Epimorphism
Theorem in case chark = 0. For a proof in the general case the reader
is referred to [5].)

Proof of (10.1) in char k = 0. Let ϕ be ak-algebra automorphism of
k[X,Y]. Let γ : k[X,Y] → k[Z] be thek-algebra epimorphism defined
by γ(X) = Z, γ(Y) = 0, and letα = γϕ. Thenα : k[X,Y] → k[Z] is
also an epimorphism. Therefore by Corollary (9.20) there exists a tame
k-algebra automorphismσ of k[X,Y] such thatα = γσ. Thus we get
γϕ = γσ. Putψ = ϕσ−1. Thenϕ = ψσ, and it is enough to prove that
ψ is tame. Now,γψ = γ. Thereforeψ(kerγ) = kerγ. Now, kerγ = (Y).
Therefore we have 80

(10.1.1) ψ(Y) = aY

for somea ∈ k, a , 0. Now,

k[Y][X] = k[ψ(Y), ψ(X)] = k[aY, ψ(X)] = k[Y][ψ(X)].

Therefore there existP(Y) ∈ k[Y] andb ∈ k, b , 0, such that

(10.1.2) ψ(X) = bX+ P(Y).

It is clear from (10.1.1) and (10.1.2) thatψ is tame.

(10.2) THEOREM. Let f , g be elements of k[X,Y] such that k[ f , g] =
k[X,Y]. Thendeg f dividesdegg or degg dividesdeg f .

(Here deg denotes total degree with respect toX, Y. In the proof
below we deduce Theorem (10.2) from the Epimorphism Theoremin
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case chark = 0. For a proof in the general case the reader is referred to
[5].)

Proof of (10.2) in case chark = 0. Let n = deg f , m= degg. Let f + be
the homogeneous component off of degreen, i.e., f + is a homogeneous
polynomial inX, Y of degreen such thatf = f + + f ′ with f ′ ∈ k[X,Y]
and degf ′ < n. It is then clear that degY f < n if an only if X divides f +.
Similarly, degY g < m if and only if X dividesg+, whereg+ is the homo-

geneous component ofg of degreem. Since
{

X + aY
∣

∣

∣

∣

a ∈ k
}

is an infinite

set of mutually coprime elements ofk[X,Y], there existsa ∈ k, a , 0,
such thatX′ = X+aY divides neitherf + norg+. Therefore, replacingX
by X′ we may assume thatn = degY f , m = degY g. Let k′ = k(X) and
let S, T be indeterminates. Letα : k′[S,T] → k′[Y] be thek′-algebra
homomorphism defined byα(S) = f , α(T) = g. Then the assumption81

k[ f , g] = k[X,Y] implies thatα is an epimorphism. Therefore it follows
from Theorem (9.11) thatn dividesm or mdividesn.

11 Affine Curves with One Place at Infinity

(11.1)

Throughout this section, by avaluation we shall mean areal discrete
valuation with value groupZ. Thus if K is a field then a valuationv of
K is a mapv : K → Z ∪ {∞} satisfying the following three conditions:

(i) v(a) = ∞ if an only if a = 0

(ii) v|K∗ : K∗ → Z is a surjective homomorphism of groups, whereK∗

is the group of units ofK

(iii) v(a+ b) ≥ min(v(a), v(b)) for all a, b ∈ K.

We denote byRv the ring ofv and bymv the maximal ideal ofRv.
Recall thatRv = {a ∈ k|v(a) ≥ 0} andmv = {a ∈ K|v(a) > 0}. The ring
Rv is a discrete valuation ring with quotient fieldK. If k is a subfield
of K such thatv(a) = 0 for every non-zero elementa of k then we say,
as usual, thatv is a valuation ofK/k. Note that in this case the residue
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field Rv/mv of v is an overfield ofk. We sayv is residually rational over
k if k = Rv/mv. Let L/K be a field extension. Letv be a valuation of
K and letw be a valuation ofL. We sayw extends (or lies over) vif
Rw ∩ K = Rv.

(11.2) DEFINITION. Let k be a field and letA be ak-algebra. We say
A is anaffine curveoverk (more precisely, thecoordinate ringof an in-
tegral affine curveoverk) if the following three conditions are satisfied:

(i) A is finitely generated as ak-algebra.

(ii) A is an integral domain.

(iii) A has Krull dimension one, i.e. ifK is the quotient field ofA then 82

tr. degk K = 1

(11.3) DEFINITION. Let A be an affine curve overk. We sayA is a
planeaffine curve (resp.the affine line) if A is generated as ak-algebra
by two elements (resp. one element). Note that the affine line is the
polynomial ring in one variable overk.

(11.4) DEFINITION. Let A be an affine curve overk. We sayA has
only one place at infinityif the following two conditions are satisfied:

(i) There exists exactly one valuationv of K/k, whereK is the quo-
tient field ofA, such thatA 1 Rv.

(ii) The unique valuationv of condition (i) is residually rational over
k.

We callv theplace(or valuation) of Aat infinity.

(11.5) EXAMPLE. An affine polynomial curve overk (Definition (9.1))
has only one place at infinity. For, ifA is such a curve thenA ⊂ k[Z] and
the quotient field ofA is k(Z), whereZ is an indeterminate. Ifv is the
Z−1-adic valuation ofk(Z)/k then it is clear thatv is residually rational
over k and is the unique place ofA at infinity. In particular, the affine
line has only one place at infinity.
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(11.6) LEMMA. Let v be a valuation of K/k. Let x be a non-zero
element of K. If x is algebraic over k then v(x) = 0.

Proof. Supposev(x) , 0. Sincex is algebraic overk if an only if x−1 is
algebraic overk, we may assume thatv(x) > 0. If xis algebraic overk
then, sincex , 0, there existn ≥ 1 andai ∈ k, 0 ≤ i ≤ n− 1, such that
a0 , 0 and

xn
+ an−1xn−1

+ · · · + a1x = a0.

Sincev(x) > 0, we havev(xn
+ an−1 + . . . + a1x) > 0. But v(a0) = 0.83

This contradiction proves thatv(x) = 0. �

(11.7) LEMMA. Let v be a valuation of K/k such that v is residually
rational over k. Then k is algebraically closed in K.

Proof. Let x ∈ K be algebraic overk. We want to show thatx ∈ k.
We may assume thatx , 0. Thenx−1 is also algebraic overk. Since
x ∈ Rv or x−1 ∈ Rv, we may assume, without loss of generality, that
x ∈ Rv. Then sincev is residually rational overk, there existsa ∈ k such
thatv(x − a) > 0. Now, sincex − a is algebraic overk, it follows from
Lemma (11.6) thatx− a = 0, which shows thatx ∈ k. �

(11.8) LEMMA. Let A be an affine curve over k with only one place v
at infinity. Let K be the quotient field of A. Let x∈ A, x< k. Then:

(i) x is transcendental over k and v is the unique valuation of K/k
extending the x−1-adic valuation of k(x)/k.

(ii) v(x) = −[K : k(x)]. In particular, v(x) < 0.

(iii) A is integral over k[x].

Proof.

(i) Sincev is residually rational overk and sincex < k, x is transcen-
dental overk by Lemma (11.7). Letv′be any valuation ofK/k
extending thex−1-adic valuation ofk(x)/k. Thenx−1 is a non-unit
in the ringRv′ of v′. This means thatx < Rv′ . ThereforeA 1 Rv′ ,
and the hypothesis onA implies thatv = v′.
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(ii) Sincev is the only valuation ofK/k extending thex−1-adic valua-84

tion of k(x)/k and since the residue field ofv is k, [K : k(x)] equals
the ramification index ofv over thex−1-adic valuation ofk(x)/k,
i.e., [K : k(x)] = v(x−1) = −v(x).

(iii) Let y ∈ A. To show thaty is integral overk[x], it is enough to
show thaty is integral over each valuation ring ofk(x)/k containing
k[x]. Let thenRw be such a valuation ring with valuationw, and
let w1, . . . ,wr be all the extensions ofw to K. Then, if Rw is the

integral closure ofRw in K, we haveRw =

r
⋂

i=1

Rwi . Therefore it is

enough to prove thaty ∈ Rwi for everyi, 1 ≤ i ≤ r. SinceA ⊂ Rv′

for every valuationv′ of K/k other thanv, we have only to show
thatwi , v for every i, 1 ≤ i ≤ r. But this is clear, sincex ∈ Rwi

for everyi, 1 ≤ i ≤ r, andx < Rv by (ii).

�

(11.9) COROLLARY. Let A be an affine curve overk with only one

placev at infinity. Thenv(A − {0}) =
{

v(a)
∣

∣

∣

∣

a ∈ A, a , 0
}

is a subsemi-

group of the semigroup of non-positive integers. Moreover,the only
units ofA are the non-zero elements ofk.

Proof. The first assertion is immediate from Lemma (11.8) (ii). To
prove the second assertion, letx < k. Then x is transcendental over
k, hence a non unit ink[x]. SinceA is integral overk[x], x is a non-unit
in A. �

(11.10) REMARK. In view of Corollary (11.9), we may omit explicit
mention ofk in Definition (11.4). That is, we may sayA to have only one
place at infinity ifthere existsa subfieldk of A such thatA is an affine
curve overk with only one place at infinity in the sense of Definition
(11.4). The subfieldk is then uniquely determined byA. viz, it is the set
of all units ofA together with zero. We callk theground fieldof A. 85

(11.11) DEFINITION. Let R be a ring and letR[Y] be the polynomial
ring in one variableY overR. An elementf of R[Y] is said to bealmost
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monic in Y if f , 0 and the leading coefficient of f is a unit inR, i.e.
f , 0 and there exists a unita in R such that deg(f − aYn) < n, where
n = degY f .

(11.12) PROPOSITION.Let k′ be a field and letk be its algebraic clo-
sure. Letϕ = ϕ(X,Y) be an element ofk′[X,Y] ⊂ k((X−1))[Y] such that
degY ϕ > 0. Let A = k′[X,Y]/(ϕ), where (ϕ) = ϕk′[x,Y]. Assume that
A is an affine curve overk′ with only one placev at infinity. Then:

(i) ϕ is almost monic inY.

(ii) degY ϕ = −v(X + (ϕ)).

(iii) ϕ is irreducible ink((X−1))[Y].

Proof. Let x = X+ (ϕ). Since degY ϕ > 0, we havex < k′. Therefore by
Lemma (11.8)x is transcendental overk′ andA is integral overk′[x]. In
particulary = Y+ (ϕ) is integral overk′[x], and (i) is proved. Now, ifK
is the quotient field ofA then we have degY ϕ = [K : k′(x)]. By Lemma
(11.8) we have [K : k′(x)] = −v(x). This proves (ii). In order to prove
(iii), we may, in view of (i), replaceϕ by aϕ for a suitable non-zero
elementa of k′ to assume thatϕ is monic inY. Thenϕ(x,Y) ∈ k′[x][Y]
is the minimal monic polynomial ofy overk′(x). Let L be an overfield
of k((x−1)) such that we have ak′(x)-monomorphismu : K → L andL is
generated overk((x−1)) by u(y). (Here we regardk((x−1)) as an overfield
of k′(x) via the natural inclusionsk′ ֒→ k(x) ֒→ k((x−1)).) Letψ(x,Y) ∈
k((x−1))[Y] be the minimal monic polynomial ofu(y) overk((x−1)). In
order to prove (iii), it is enough to show thatϕ(x,Y) = ψ(x,Y). Now,86

sinceϕ(x, u(y)) = u(ϕ(x, y)) = 0, ψ(x,Y) dividesϕ(x,Y) in k((x−1))[Y].
Therefore it is now enough to show that degY ϕ(x,Y) ≤ degY ψ(x,Y).
Let n = degY ϕ(x,Y), m = degYψ(x,Y). Thenn = v(x−1) by (ii), and
m = [L : k((x−1))]. Let w be a valuation ofL extending thex−1-adic
valuation ofk((x−1))/k. We claim that there exists a (unique) valuation
v′ of K such thatw is an extension ofv′. For, letw′ : K → Z ∪ {∞}
denote the restriction ofw to K. Then, writingK∗ for the group of units
of K, w′(K∗) is a subgroup ofZ. Sincew(x−1) > 0 andx−1 ∈ K, we have
w′(K∗) , 0. If r is the positive generator ofw′(K∗), we putv′ = r−1w′.
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Thenv′ : K → Z∪{∞} is surjective and our claim is proved. Now, since
v′(x−1) > 0, v′ is an extension of thex−1-adic valuation ofk′(x)/k′.
Thereforev′ = v by Lemma (11.8). Now, we getn = v(x−1) = v′(x−1) =
r−1w(x−1) ≤ w(x−1) ≤ [L : k((x−1))] = m, and (iii) is proved.

This completes the proof of the proposition. �

(11.13) NOTATION. Let k be an algebraically closed field and letϕ =

ϕ(X,Y) be an element ofk[X,Y] such thatϕ is monic in Y and char
k does not divide degY ϕ. In particular, this means that degY ϕ > 0.
Let n = degY ϕ. Assume thatϕ is irreducible ink((X−1))[Y]. Put f =
f (X,Y) = ϕ(X−1,Y). Then f is a irreducible element ofk((X))[Y] and f
is monic inY with degY f = n. Therefore by Newton’s Theorem (5.14)
there existsy(t) ∈ k((t)) such thatf (tn, y(t)) = 0. Letk′ be a subfield of
k such thatϕ ∈ k′[x,Y]. Let R = k′[X−1]. Then f ∈ R[Y]. Let R[Y] =
R[Y]/ f R[Y] and letA = k′[X,Y]/ϕk′[X,Y]. It is then clear that thek′-
algebra isomorphismθ′ : k′[X,Y] → R[Y] defined byθ′(X) = X−1,
θ′(Y) = Y, induces ak′-algebra isomorphismθ′ : A → R[Y]. Recall
also that ifk′[t−n, y(t)] denotes thek′-subalgebra ofk((t)) generated by 87

t−n andy(t) then by Lemma (8.4) there existsk′-algebra isomorphism
u : R[Y] → k′[t−n, y(t)] given byu(F(X,Y)) = F(tn, y(t)), whereF(X,Y)
denotes the image of an elementF(X,Y) of R[Y] under the canonical
homomorphismR[Y] → R[Y]. Putting θ = uθ′, we get ak′-algebra
isomorphism

θ : A = k′[X,Y]/ϕk′[X,Y] → k′[t−n, y(t)]

given byθ(F(x,Y)) = F(t−n, y(t)) for F(X,Y) ∈ k′[X,Y], wherex (resp.
y) is the canonical image ofX (resp.Y) in A. In the sequel we shall

(11.13.1) Identify A with k′[t−n, y(t)] via θ.

Note that under this identification we havex = t−n and y = y(t).
Let K = k′(tn, y(t)) be the quotient field ofA. SinceK is a subfield of
k((t)), we have a map

ordt : K → Z ∪ {∞}.
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Let h = h( f ) and letr i = r i(−n, f ), di+1 = di+1( f ) for 0 ≤ i ≤ h+ 1.
Let ΓR( f ) be the value semigroup off with respect toR. Recall that

Γr( f ) =
{

ordt F(tn, y(t))
∣

∣

∣

∣

F(X,Y) ∈ R[Y], F(tn, y(t)) , 0
}

.

(11.14) LEMMA. With the notation of (11.13), we have:

(i) ordt(A− {0}) = ΓR( f ).

(ii) ordt is a valuation of K/k′.

(iii) A is an affine curve over k′ with only one place ordt at infinity.

(iv) ordt(A− {0}) is strictly generated by r= (r0, . . . , rh)

(v) r0 < 0, r1 = ∞ or r1 ≤ 0, and ri < 0 for 2 ≤ i ≤ h.88

Proof.

(i) In view of the identification ofA with k′[t−n, y(t)] via θ, we have

ΓR( f ) =
{

ordt F(tn, y(t))
∣

∣

∣

∣

F(X,Y) ∈ R[Y], F(tn, y(t)) , 0
}

=

{

ordt F(tn, y(t))
∣

∣

∣

∣

F(X,Y) ∈ k′[X,Y], F(t−n, y(t)) , 0
}

=

{

ordt F(x, y)
∣

∣

∣

∣

F(X,Y) ∈ k′[X,Y], F(x, y) , 0
}

=

{

ordt a
∣

∣

∣

∣
a ∈ A,, 0

}

= ordt(A− {0}).

(ii) We have only to show that ordt : K → Z ∪ {∞} is surjective or,
equivalently, that ordt(K∗) = Z, whereK∗ = K−{0}. Now ordt(K∗)
is clearly the subgroup ofZ generated by the semigroup ordt(A −
{0}), hence byΓR( f ) in view of (i). SinceX−1 ∈ R, the assertion
now follows from Corollary (8.8).

(iii) Sinceϕ is monic inY, A is integral overk′[x]. We have ordt(x) =
ordt(t−n) = −n. Therefore

ordt(x
−1) = n = degY ϕ = [K : k′(x)].
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This shows that ordt is the only valuation ofK/k′ extending the
x−1-adic valuation ofk′(x)/k and that ordt is residually rational
over k′. Now, let w be any valuation ofK/k′ such thatA 1 Rw.
Then, sinceA is integral overk′[x], we havek′[x] 1 Rw. This
means thatw(x) < 0, so thatw(x−1) > 0. Thereforew extends the
x−1-adic valuation ofk′(x), and we getw = ordt.

(iv) This is immediate from Theorem (8.7) (iii′), since we have ordt(A−
{0}) = ΓR( f ) by (i) and we are in the pure meromorphic case.

(v) We haver0 = −n < 0. Next,r1 = ordt(y). If y ∈ k′ then ordt(y) = 0 89

or∞. If y < k′ then, sincey ∈ A, we get ordt(y) < 0 by (iii) and
lemma (11.8) (ii). Now, letgi = gi(X,Y) = Appdi

Y ( f ), 2 ≤ i ≤ h.
Thengi ∈ k′[X−1][Y] for every i by Theorem (8.3)(i). Putψi =

ψi(X,Y) = gi (X−1,Y), 2 ≤ i ≤ h. Thenψi ∈ k′[X,Y] for every i.
Now, for 2≤ i ≤ h, we have

r i = ordt gi(t
n, y(t)) (by Theorem (8.2))

= ordt ψi(t
−n, y(t))

= ordt ψi(x, y) (by (11.13.1)).

Therefore by (iii) and Lemma (11.8) (ii) it is enough to provethatψi(x, y)
< k′ for every i, 2 ≤ i ≤ h. Now, we have degYψi = n/di . This shows
that 1 ≤ degYψi < n = degY ϕ for every i, 2 ≤ i ≤ h. Therefore,
for everya ∈ k′, ϕ does not divideψi − a in k′[X,Y]. This means that
ψi(x, y) < k′. �

(11.15) THEOREM. Let k be an algebraically closed field and letϕ be
an element of k[X,Y] such thatdegY ϕ > 0. Consider the following four
conditions.

(i) For every subfield k′ of k such thatϕ ∈ k′[X,Y], k′[X,Y]/ϕk′[X,Y]
is an affine curve k′ with only one place at infinity.

(ii) k[X,Y]/ϕk[x,Y] is an affine curve over k with only one place at
infinity.
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(iii) There exists a subfield k′ of k such thatϕ ∈ k′[X,Y] and k′[X,Y]/ϕ
k′[X,Y] is an affine curve over k′ with only one place at infinity.

(iv) ϕ is almost monic in Y andϕ is irreducible in k((X−1))[Y].

We have (i)⇒ (ii) ⇒ (iii) ⇒ (iv). Moreover, if char k does not divide
degY ϕ then (iv)⇒ (i).

Proof. (i) ⇒ (ii) ⇒ (iii). Trivial.
(iii) ⇒ (iv). Immediate from Proposition (11.12).
(iv) → (i). Assume that chark does not divide degY ϕ. Let k′ be90

a subfield ofk such thatϕ ∈ k′[X,Y]. Then, replacingϕ by a ϕ for a
suitablea ∈ k′, we may assume thatϕ is monic inY. Now, (i) follows
from Lemma (11.14) (iii). �

(11.16) COROLLARY. Let k′ be a field and letk be its algebraic clo-
sure. Letϕ = ϕ(X,Y) be a non-zero element ofk′[X,Y] such that chark
does not divide degY ϕ andk′[X,Y]/ϕk′[X,Y] is an affine curve overk′

with only one place at infinity. Then for everyλ ∈ k, k′(λ)[X,Y] is an
affine curve overk′(λ) with only one place at infinity

Proof. Since chark does not divide degY ϕ, we have degY ϕ > 0. There-
fore by Theorem (11.15)ϕ is almost monic inY, i.e. there existsa ∈ k′,

a , 0, such thata ϕ is monic inY. Sincek = {aλ
∣

∣

∣

∣

λ ∈ k}, we may
replaceϕ by a ϕ and assume thatϕ is monic inY. By Theorem (11.15)
ϕ is irreducible ink((X−1))[Y]. Since degY(ϕ + λ) = degY ϕ is not di-
visible by chark for everyλ ∈ k, it is enough, by Theorem (11.15),
to prove thatϕ + λ is irreducible ink((x−1))[Y] for every λ ∈ k. Let
n = degY ϕ. Put f = f (X,Y) = ϕ(X−1,Y). Then f is an irreducible
element ofk((X))[Y] and f is monic inY with degY f = n. Clearly, it is
enough to prove thatf + λ is irreducible ink((X))[Y] for everyλ ∈ k.
By Newton’s Theorem (5.14) there exists an elementy(t) of k((t)) such
that f (tn, y(t)) = 0. Let h = h( f ), sh = sh(−n, f ) and r i = r i(−n, f )
for 0 ≤ i ≤ h. Then by Lemma (11.14)(v) we haverh ≤ 0. First,
suppose thatrh = 0. Then by Lemma (11.14)(v) we haveh = 1. There-
fore we get 1= dh+1( f ) = d2( f ) = g.c.d. (r0, r1) = g.c.d. (−n, 0) = n.
Thus in this case we have degY( f + λ) = 1, which clearly implies that
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f + λ is irreducible ink((X))[Y]. Now, suppose thatrh < 0. Then
sh < 0. Let fλ = f + λ. Then fλ(tn, y(t)) = λ ∈ k. Therefore
ordt fλ(tn, y(t)) ≥ 0 > sh. Now, it follows from the Irreducibility Cri- 91

terion (Theorem (12.4)) proved in the next section thatfλ is irreducible
in k((X))[Y]. �

(11.17) REMARK. Let us justify the use of a result from § 12 in prov-
ing Corollary (11.16) by declaring that the result of Corollary (11.16)
will not be used anywhere in the sequel.

(11.18) QUESTION.Is Corollary (11.16) true without the assumption
that chark does not divide degY ϕ?

(11.19) PROPOSITION.Let k be a field and letn be a positive integer
such that chark does not dividen. Let

ϕ = ϕ(X,Y) = a0(X)Yn
+ a1(X)Yn−1

+ · · · + an(X)

with ai(X) ∈ k[X] for 0 ≤ i ≤ n, a0(X) , 0. Let m = degX ϕ. As-
sume thatk[X,Y]/ϕk[X,Y] is an affine curve overk with only one place
at infinity. Thena0(X) ∈ k and we havendegX ai(X) ≤ im for every
i, 0 ≤ i ≤ n. Moreover, ifm ≥ 1 then we have degX an(X) = m and
ndegX ai(X) ≤ i degX an(X) for everyi, 0≤ i ≤ n.

Proof. By Proposition (11.12)ϕ is almost monic inY. This means that
a0(X) ∈ k. Therefore, replacingϕ by a0(X)−1ϕ, we may assume that
a0(X) = 1. Now, if m = 0 then the assertion is clear. Assume therefore
thatm ≥ 1. Then by Proposition (11.12)ϕ is almost monic inX. This
shows that degX an(X) = m. �

Now, by Proposition (11.12)ϕ is irreducible ink((X−1))[Y], where
k is the algebraic closure ofk. Therefore by Newton’s Theorem (5.14)
there existsy(t) ∈ k((t)) such that

ϕ(t−n,Y) =
∏

w∈µn(k)

(Y − y(wt)).

Let q = ordt y(wt) for all w ∈ µn(k). Then, sinceai(t−n) equals (−1)i 92
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times theith elementary symmetric function of{y(wt)|w ∈ µn(k)}, we
have ordt ai (t−n) ≥ iq for 1 ≤ i ≤ n. Moreover, since

an(t−n) = (−1)n
∏

w∈µn(k)

y(wt),

we have ordt an(t−n) = nq, which givesq = ordX an(X−1) = − degX
an(X). Therefore for everyi, 1≤ i ≤ n, we get

ndegX ai(X) = −nordX ai(X
−1)

= − ordt ai(t
−n)

≤ −iq

= i degX an(X)

= im.

(11.20) COROLLARY. Let k be a field of characteristic zero and letf ,
g be elements ofk[X,Y] such thatk[ f , g] = k[X,Y]. Let m = degX f ,
n = degY f and let

f = a0(X)Yn
+ a1(X)Yn−1

+ · · · + an(X)

with ai(x) ∈ k[X] for 0 ≤ i ≤ n. Then we havendegX ai(X) ≤ im for
0 ≤ i ≤ n. Moreover, ifm≥ 1 (resp.n ≥ 1) then f is almost monic inX
(resp.Y).

Proof. The inequalityndegX ai(X) ≤ im is obvious forn = 0. We may
therefore assume thatn > 0. Then, sincek[X,Y]/ f k[X,Y] is isomorphic
to k[g], which is an affine curve overk with only one place at infinity93

(Example (11.5)), the corollary follows from Propositions(11.19) and
(11.12). �

(11.21) DEFINITION. Let k be a field and letf be a non-zero element
of k[X,Y]. Write f =

∑

ai j XiY j with ai j ∈ k. Thedegree formof f ,
denotedf +, is defined by

f + =
∑

i+ j=n

ai j X
iY j
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wheren = deg f . (Note that degf and f + depend only on thek-vector
subspacekX⊕ kY of k[X,Y] and do not depend upon ak-basisX,Y of
kX⊕ kY.)

(11.22) DEFINITION. Let f ∈ k[X,Y], f < k. We sayf hasonly one
point at infinityif f + is a power of a linear polynomial in̄k[x,Y], where
k̄ is the algebraic closure ofk. (Note that this definition depends only
on thek-vector subspacekX⊕ kY of k[X,Y] and is independent of the
choice of ak-basisX,Y of kX⊕ kY.)

(11.23) PROPOSITION.Let k be a field of characteristic zero and let
f be an element ofk[X,Y] such thatk[X,Y]/ f k[X,Y] is an affine curve
over k with only one place at infinity. Thenf has only one point at
infinity.

Proof. We may assume thatk is algebraically closed. For, by inter-
changingX andY, if necessary, we may assume that degY f > 0 and
then apply Theorem (11.15).

Now, supposef + is not a power of a linear polynomial ink[X,Y].
Then, replacingX, Y by a suitablek-basis ofkX⊕ kY, we may assume
that f + is of the form

f + = Xr
q

∏

i=1

(X + aiY),

wherer, q are positive integers andai ∈ k, ai , 0, for 1 ≤ i ≤ q. Let 94

m = degX f andn = degY f . Thenm = r + q andm > n ≥ q ≥ 1. By
Proposition (11.12)f is almost monic inY. Thereforen > q and we can
write f in the form

f = f1 + f2 + f3,

where f1 = f +, f2 = bYn for someb ∈ k, b , 0, and

f3 =
∑

i+ j<m
j<n

ci j X
iYi

with ci j ∈ k. Let A = k[X,Y]/ f k[X,Y] and letv be the valuation ofA
at infinity. Let F denote the image of an elementF of k[X,Y] under
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the canonical mapk[X,Y] → A. Then by Proposition (11.12) we have
v(X) = −n, v(Y) = −m. Since−m < −n, we havev(X + aiY) = −m for
everyi, 1 ≤ i ≤ q, and we get

v( f 1) = −rn − qm< −rn − qn= −mn.

Therefore, sincev( f 2) = −mn, we get

(11.23.1) v( f 1 + f 2) < −mn.

Now, let (i, j) ∈ Z+ × Z+ be such thatci j , 0. Then by Proposition
(11.19) we haveni ≤ (n− j)m. This gives−in − jm ≥ −mn. Therefore
we get

(11.23.2) v( f 3) ≥ inf {−in − jm|ci j , 0} ≥ −mn.

Since f 1+ f 2 = − f 3, (11.23.1) and (11.23.2) together give a contra-
diction. �

(11.24) COROLLARY. Let k be a field of characteristic zero and letf ,95

g be elements ofk[X,Y] such thatk[ f , g] = k[X,Y]. Then f has only
one point at infinity.

Proof. Sincek[X,Y]/ f k[X,Y] ≈ k[g] is an affine curve overk with only
one place at infinity, the corollary follows from Proposition (11.23). �

(11.25) REMARK. Proposition (11.23) and Corollary (11.24) are, in
fact, true even without the assumption that chark = 0.

(11.26) REMARK. Let us callk[X,Y] the affine planeover k. Let A
be an affine curve overk. By anembeddingα of A in the affine plane
we mean ak-algebra epimorphism (i.e. surjective homomorphism)α :
k[X,Y] → A. (See Definition (9.1).) We say two such embeddingα,
betaareequivalentif there exists ak-algebra automorphismσ of k[X,Y]
such thatα = βσ. With this terminology, the Epimorphism Theorem
(9.19) says that if chark = 0 (or, more generally, if we restrict our
attention to non-wild embeddings) then all embeddings of theaffine line
in the affine plane are equivalent to each other. This statement is not



11. Affine Curves with One Place at Infinity 93

true for more general affine curves. However, ifA is an affine curve
with only one place at infinity then to each embedding ofA in the affine
plane we can associate certain characteristic sequences and, using the
Fundamental Theorem of § 8, we can classify the equivalence classes
of the embeddings in terms of these characteristic sequences. It can be
deduced from this classification that if chark = 0 (or, more generally,
if we restrict our attention to certain “non-wild” embeddings) then the
number of these equivalence classes is finite. For precise statements
and proofs of these assertions, the reader is referred to [3]. However,
in Theorems (11.26.1) and (11.26.2) below we state (withoutproof) a
simplified version of these results. 96

Suppose chark = 0 andA is an affine curvek with only one place
v at infinity. Let α be an embedding ofA (in the affine plane) such
thatα(X) < k. Let x = α(X), y = α(Y). Then by Lemma (11.8)x is
transcendental overk andA = k[x, y] is integral overk[x]. Therefore the
minimal monic in polynomialϕ(x,Y) ∈ k(x)[Y] of y overk(x) belongs
to k[x,Y]. Let ϕ = ϕ(X,Y). Thenϕ is monic inY and degY ϕ = n, where
n = −v(x) (Lemma (11.8)). Moreover, it is clear that kerα = ϕk[X,Y].
Therefore it follows from Proposition (11.12) thatϕ is irreducible in
k((X−1))[Y], wherek is the algebraic closure ofk. Let f = ϕ(X−1,Y).
Put h(α) = h( f ), d2(α) = d2( f ), qi(−n, f ) for 0 ≤ i ≤ h(α) + 1, and
q(α) = (q0(α), q1(α), . . . , qh+1(α)) = q(−n, f ), whereh = h(α).

For an embeddingα of A we define itstransposeαt to be the em-
bedding ofA given byαt(X) = α(Y), αt(Y) = α(X). Note thatα andαt

are equivalent embeddings. Ifα(X) ∈ k thenαt(X) < k, and in this case
we define:h(α) = h(αt), d2(α) = d2(αt), q0(α) = q1(αt), q1(α) = q0(αt),
qi(α) = qi (αt) for 2 ≤ i ≤ h+ 1 and

q(αt) = (q0(αt), q1(αt), . . . , qh+1(αt)),

whereh = h(αt).
Let α be an embedding ofA. Thenv(α(X)) = q0(α(Y)) = q1(α).

We call the pair (−v(α(X)),−v(α(Y))) thebidegreeof α and denote it by
bideg (α). Let bideg (α) = (m, n). We sayα is principal if m , −∞,
n , −∞ andm dividesn or n dividesm. Otherwise, we sayα is non-
principal. Note thatd2(α) = g.c.d. (m, n). We now state



94 4. Applications of The Fundamental Theorem

(11.26.1) THEOREM

Let k be a field of characteristic zero and letA be an affine curve over97

k with only one place at infinity. Then any embedding ofA (in the
affine plane) is equivalent to a non-principal embedding. Ifα, β are
non-principal embeddings ofA then the following four conditions are
equivalent:

(1) α andβ are equivalent.

(2) q(α) = q(β) or q(α) = q(βt).

(3) bideg (α) = bideg (β) or bideg (α) = bideg (βt).

(4) d2(α) = d2(β).

(11.26.2) THEOREM

Let A be as in Theorem (11.26.1). Then the number of equivalence
classes of embeddings ofA in the affine plane is finite.



Chapter 5

Irreducibility, Newton’s
Polygon

12 Irreducibility Criterion

(12.1)

Let k be an algebraically closed field. Letf = f (X,Y) be an irreducible 98

element ofk((X))[Y] such thatf is monic inY and chark does not divide
degY f . Let n = degY f . By Newton’s Theorem (5.14) there exists an
elementy(t) of k((t)) such that

f (tn,Y) =
∏

w∈µn

(Y − y(wt)).

whereµn = µn(k). Letν be an integer such that|ν| = n. Let h = h( f ) and
let mi = mi(ν, f ), qi = qi(ν, f ), si = si(ν, f ), r i = r i(ν, f ), di+1 = di+1( f )
for 0 ≤ i ≤ h+ 1.

(12.2)

Let L be an overfield ofk((t)) and letv be a valuation ofL extending
the valuation ordt of k((t))/k. (As in § 11, by a valuation we mean a real
discrete valuation with value groupZ, as defined in (11.1).) Lete= v(t).
Then we havev(a) = eordt a for everya ∈ k((t)).

With the notation of (12.1) and (12.2), we have

95
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(12.3) LEMMA. Let z be an element of L such that v(z− y(wt)) ≤ emh

for every w∈ µn. Then v( f (tn, z)) ≤ esh.

Proof. Let m = sup
{

v(z− y(wt))
∣

∣

∣

∣
w ∈ µn

}

. Thenm ≤ emh. We may

assume, without loss of generality, thatm= v(z−y(t)). Thenv(z−y(t)) ≥
v(z− y(wt)) for everyw ∈ µn. Therefore, since

y(t) − y(wt) = (y(t) − z) + (z− y(wt)),

we get99

(12.3.1) v(y(t) − y(wt)) ≥ v(z− y(wt))

for everyw ∈ µn. Now, we have

v( f (tn, z)) = v

















∏

w∈µn

(z− y(wt))

















= v(z− y(t)) + v

















∏

w,1

(z− y(wt))

















≤ emh + v

















∏

wm,1

(y(t) − y(wt))

















(by (12.3.1))

= emh + eordt

















∏

w,1

(y(t) − y(wt))

















= emh + e(sh −mh) (by (7.8))

= esh.

�

(12.4) Theorem (Irreducibility Criterion).

Let k be an algebraically closed field and letn be a positive integer such
that chark does not dividen. Let f = f (X,Y), ϕ = ϕ(X,Y) be elements
of k((X))[Y] such thatf andϕ are monic inY and degY f = degY ϕ = n.
Assume thatf is irreducible ink((X))[Y], and lety(t) be an element of
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K((t)) such thatf (tn, y(t)) = 0. Let ν be an integer such that|ν| = n.
Suppose that

ordt ϕ(tn, y(t)) > sh(ν, f ),

whereh = h( f ). Then:

(i) ϕ is irreducible ink((X))[Y].

(ii) There existsz(t) ∈ k((t)) such thatϕ(tn, z(t)) = 0 and ordt(z(t) −
y(t)) > mh(ν, f ). 100

Proof. We shall use the notation of (12.1).

(i) Let L be a finite algebraic normal extension ofk((t)) such thatL
contains the splitting field ofϕ(tn,Y) overk((tn)). Then there exist
z1, . . . , zn ∈ L such that we have

(12.4.1) ϕ(tn,Y) =
n

∏

i=1

(Y − zi).

Let v be a valuation ofL extending the valuation ordt of k((t)).
(See (12.2).) Lete = v(t). Then we havev(a) = eordt a for every
a ∈ k((t)). Now, we have

ordt ϕ(tn, y(wt)) = ordt ϕ(tn, y(t)) > sh

for everyw ∈ µn. Thereforev(ϕ(tn, y(wt))) > esh for everyw ∈ µn

and it follows that

nesh < v

















∏

w∈µn

ϕ(tn, y(wt))

















= v

















n
∏

i=1

∏

w∈µn

(zi − y(wt)))

















(by (12.4.1))

= v















n
∏

i=1

f (tn, zi)















=

n
∑

i=1

v( f (tn, zi)).
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Therefore there existsi0, 1 ≤ i0 ≤ n, such that, writingz = zi0,
we havev( f (tn, z)) > esh. It therefore follows from Lemma (12.3)
that there existsw′ ∈ µn such that we have

(12.4.2) v(z− y(w′t)) > emh.

Put y′ = y(w′t). For w ∈ µn, let σw be thek((tn))-automorphism
of k((t)) defined byσw(t) = wt. Let τw be an extension ofσw101

to an automorphism ofL. Sincek((t)) it complete with respect
to the valuation ordt, v is the only valuation ofL extending ordt.
Therefore, since ordt = ordt ◦σw, we havev = v ◦ τw for every
w ∈ µn. In particular, from (12.4.2) we get

(12.4.3) v(τw(z) − τw(y′)) = v(z− y′) > emh

for everyw ∈ µn. Moreover, ifw1, w2 ∈ µn, w1 , w2, then by
Proposition (6.15) we have

(12.4.4) v(τω1(y
′)−τω2(y

′)) = eordt(y(w1w′t)−y(w2w′t)) ≤ emh.

Therefore, since

τw1(z) − τw2(z) = (τw1(z) − τw1(y
′))

+ (τw1(y
′) − τw2(y

′)) + (τw2(y
′) − τw2(z)),

it follows from (12.4.3) and (12.4.4) thatv(τw1(z) − τw2) ≤ emh if
w1 , w2. In particular,τw1(z) , τw2(z) if w1 , w2. Therefore the

setS =
{

τw(z)
∣

∣

∣

∣

w ∈ µn

}

consists ofndistinct elements. Since all the

n elements ofS are conjugates ofzoverk((tn)), the minimal poly-
nomial of z overk((tn)) has degree at leastn. On the other hand,
ϕ(tn,Y) ∈ k((tn))[Y], degY ϕ(tn,Y) = n andϕ(tn, z) = 0. There-
foreϕ(tn,Y) is irreducible ink((tn))[Y]. This means thatϕ(X,Y) is
irreducible ink((X))[Y]. This proves (i).

(ii) Sinceϕ is irreducible by (i), all the roots ofϕ(tn,Y) belong tok((t))
by Newton’s Theorem (5.14). Thereforeτw(z) ∈ k((t)) for every
w ∈ µn. Now, takingz(t) = τw(z) with w = w′−1, (ii) follows from
(12.4.3).

�



13. Irreducibility of the Approximate Roots 99

13 Irreducibility of the Approximate Roots

(13.1)

Let k be an algebraically closed field and letf = f (X,Y) be an irre- 102

ducible element ofk((X))[Y]. Assume thatf is monic inY and that char
k does not dividen = degY f . Let ν be an integer such that|ν| = n. With
this notation, we have the following theorem:

(13.2) THEOREM. Let y(t) be an element of k((t)) such that f(tn,
y(t)) = 0. Let e be an integer such that1 ≤ e≤ h( f ) + 1 and let

ge = ge(X,Y) = Appde
Y ( f ).

where de = de( f ). Then:

(i) ge is irreducible in k((X))[Y].

(ii) If e ≥ 2 then there exists an element z(t) of k((t)) such that
ge(tn/de, z(t)) = 0 andordt(z(tde) − y(t)) = me(ν, f ).

Proof.

(i) If e = 1 then degY ge = n/d1 = 1, so that the assertion is clear in
this case. Ife= h( f ) + 1 thenge = f , so that the assertion is clear
also in this case. We assume now that 2≤ e ≤ h( f ). Write y(t) =
∑

y j t j with y j ∈ k for every j, and lety(t) =
∑

j<me

y j t j , whereme =

me(ν, f ). Let Ge = Ge(X,Y) be the pseudodth
e root of f . Recall

thatGe is the minimal monic polynomial ofy(t) overk((tn)). Now,
by Proposition (6.13) (ix)de divides j for every j ∈ Suppt y(t).
Therefore there existsy′(t) ∈ k((t)) such thaty(t) = y′(tde). Put
n′ = n/de, t′ = tde. Then we haveGe(t′n

′

, y′(t′)) = Ge(tn, y(t)) = 0.
Let ν′ = ν/de. Now, in order to prove (i), it is enough to show that

(13.2.1) ordt′ge(t
′n′ , y′(t′)) > sh′(ν

′,Ge),

whereh′ = h(Ge). For, given (13.2.1), we can apply Theorem103
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(12.4) with f (resp.ϕ) replaced byGe (resp.ge) and conclude that
ge is irreducible. Now, (13.2.1) is clearly equivalent to

(13.2.2) ordt ge(t
n, y(t)) > sh′(ν

′,Ge)de.

By Proposition (6.16) we haveh′ = e− 1 and

sh′(ν
′,Ge)de = se−1(ν, f )/de < se(ν, f )/de = re(ν, f ).

Therefore, in order to prove (13.2.2), it is enough to prove that

(13.2.3) ordt ge(t
n, y(t)) > re(ν, f ).

Now, (13.2.3) follows from Corollary (7.20) by takinga = 0 and
u = 0. This completes the proof of (i).

(ii) If e = h( f ) + 1 thende = 1, ge = f andme = ∞. Therefore in
this case the assertion is clear by takingz(t) = y(t). Now, suppose
2 ≤ e ≤ h( f ). Then, in view of (13.2.1), it follows from Theorem
(12.4) that there existsz′(t′) ∈ k((t′)) such thatge(t′n

′

, z′(t′)) = 0
and

(13.2.4) ordt′(z
′(t′) − y(t′)) > mh′(ν

′,Ge).

Therefore by Proposition (6.17) we get

(13.2.5) h(ge) = h′,m(ν′, ge) = m(ν′,Ge),S(ν′, ge) = s(ν′,Ge).

In particular, from (13.2.4) we get

(13.2.6) ordt(y
′(t′) − z′(t′)) > mh′(ν

′, ge).

Now, by Corollary (7.10) applied to (13.2.6) by replacingf (resp.104

y(t), resp.u(t)) by ge (resp.z′(t′), resp.y′(t′)), we get

ordt′ (ge(t
′n′ , y′(t′))) = sh′(ν

′, ge)−mh′(ν
′, ge)+ ordt′(y

′(t′)− z′(t′)).

From this, by (13.2.5) we get

ordt′(ge(t
′n′ , y′(t′))) = sh′(ν

′Ge) −mh′(ν
′Ge) + ordt′(y

′(t′) − z′(t′)).



13. Irreducibility of the Approximate Roots 101

Now, sincet′ = tde, there existsz(t) ∈ k((t)) such thatz′(t′) = z(tde),
and we get

ordt(ge(t
n, y(t))) = desh′(ν

′,Ge)−demh′(ν
′,Ge)+ordt(y(t)− z(tde)).

Therefore by (13.2.3) we get

re(ν, f ) < desh′(ν
′,Ge) − demh′(ν

′,Ge) + ordt(y(t) − z(tde))

= se−1(ν, f )/de −me−1(ν, f ) + ordt(y(t) − z()tde)

by Proposition (6.16). This gives

ordt(y(t) − z(tde)) > me−1(ν, f ) + fe(ν, f ) − se−1(ν, f )/de

= me−1(ν, f ) + (se(ν, f ) − se−1(ν, f ))/de

= me−1(ν, f ) + qe(ν, f )

= me(ν, f ).

Therefore, since ordt(y(t) − y(t)) = me(ν, f ), we get

ordt(z(t
de) − y(t)) = ordt((z(t

de) − y(t)) + (y(t) − y(t)))

= me(ν, f ).

Also, from ge(t′n
′

, z′(t′)) = 0 we getge(tn/de, z(t)) = 0. This completes 105

the proof of (ii). �

(13.3) COROLLARY. Let f andν be as in (13.1). Lete be an integer,
2 ≤ e ≤ h( f ) + 1. Letge = Appde

Y ( f ), wherede = de( f ). Let ν′ = ν/de.
Thenh(ge) = e− 1 and for 0≤ i ≤ e− 1 we have

mi(ν
′, ge) = mi(ν, f )/de,

qi(ν
′, ge) = qi(ν, f )/de,

si(ν
′, ge) = si(ν, f )/d2

e (if i , 0).

r i(ν
′, ge) = r i(ν, f )/de,

di+1(ge) = di+1( f )/de.
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Proof. This is immediate from Theorem (13.2) (ii). �

(13.4) COROLLARY. Let chark = 0. Letϕ = ϕ(X,Y) be an element
of k[X,Y] such thatn = degY ϕ > 0, ϕ is monic inY andk[X,Y]/(ϕ)
is isomorphic (as ak-algebra) tok[Z], whereZ is an indeterminate. Let
f = f (X,Y) = ϕ(X−1,Y). Then f is irreducible ink((X))[Y]. Let h =
h( f ) and for 1 ≤ e ≤ h + 1 let ψe = Appde

Y (ϕ), wherede = de( f ).
Then k[X,Y]/(ψe) is isomorphic (as ak-algebra) tok[Z] for every e,
1 ≤ e≤ h+ 1.

Proof. The irreducibility of f follows from Theorem (9.24). Now, since
d1( f ) = n, ψ1 is monic inY of Y-degree one. Therefore the assertion is106

clear fore = 1. For 2≤ e≤ h+ 1 we prove the assertion by decreasing
induction one. If e = h + 1 thende = 1, so thatψe = ϕ and the asser-
tion follows from the hypothesis. Now, let 2≤ e ≤ h( f ) and suppose
k[X,Y]/(ψe+1) is isomorphic tok[Z]. Let ge+1 = Appde+1

Y ( f ). Then by
Proposition (4.7) we havege+1(X,Y) = ψe+1(X−1,Y). Let h′ = h(ge+1).
Then by Corollary (13.3) we haveh′ = e anddh′(ge+1) = de/de+1. If
follows thatψe = Appdh′

Y (ψe+1), wheredh′ = dh′(ge+1). Now it follows
from Corollary (9.28) thatk[X,Y]/(ψe) is isomorphic tok[Z]. �

(13.5) COROLLARY. With the notation and assumptions of Corollary
(13.4) , leth = h( f ) and letmi = mi(−n, f ), qi = qi(−n, f ), si(−n, f ),
r i = r i(−n, f ) anddi+1 = di+1( f ) for 0 ≤ i ≤ h. Then we have:

(i) r i = −di+1 for 2 ≤ i ≤ h.

(ii) si = −didi+1 for 2 ≤ i ≤ h.

(iii) qi = di−1 − di+1 for 3 ≤ i ≤ h.

(iv) mi = d1 − di − di+1 for 2 ≤ i ≤ h.

(v) If h ≥ 2 thenmi < n− 2 for everyi, 1≤ i ≤ h.

Proof.

(i) Fix an e, 2 ≤ e ≤ h, and letψ = Appde+1
Y (ϕ). Then by Corol-

lary (13.4)k[X,Y]/(ψ) is isomorphic tok[Z]. Let g = g(X,Y) =
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ψ(X−1,Y). Theng = Appde+1
Y ( f ). Let h′ = h(g). Then by Corol-

lary (13.3) we haveh′ = e and dh′(g) = de/de+1. Noting that
degYψ = n/de+1 and h′ = e ≥ 2, it follows from Corollary
(9.25) that we haverh′ (−n/de+1, g) = −1. By Corollary (13.3)
we haverh′(−n/de+1, g) = re(−n, f )/de+1 = re/de+1. Thus we have
−1 = re/de+1, and (i) is proved.

(ii) This is immediate from (i), sincesi = dir i . 107

(iii) By (ii) we have

−didi+1 = si

= si−1 + qidi

= −di−1di + qidi ,

sincei ≥ 3. This givesqi = di−1 − di+1.

(iv) For i ≥ 3 we have

mi = mi−1 + qi

= mi−1 + di−1 − di+1

by (iii). Therefore, by induction oni, it is enough to prove that
m2 = d1−d2−d3. Now, by (ii) we have−d2d3 = s2 = q1d1+q2d2.
Therefore we get

m2 = q1 + q2 = −q1((d1/d2) − 1)− d3.

Now, by Corollary (9.27) we haved2 = d1 or d2 = −q1. We
consider the two cases separately.

Case(1). d2 = d1. Thenm2 = −d3 = d1 − d2 − d3.

Case (2). d2 = −q1. Then

m2 = d2((d1/d2) − 1)− d3 = d1 − d2 − d3.

(v) Supposeh ≥ 2. It is enough to prove thatmh < n− 2. By (iv) we
havemh = d1 − dh − dh+1 < d1 − 2 = n − 2, sincedh+1 = 1 and
dh ≥ 2.
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�

(13.6) REMARK. Corollaries (13.4) and (13.5) hold also for chark > 0
(and, in fact, the same proof goes through) provided we assume thatn is
not divisible by chark.

(13.7) PROPOSITION.Let f andν be as in (13.1). Letebe an integer,108

1 ≤ e ≤ h( f ). Let y(t) be an element ofk((t)) such thatf (tn, y(t)) = 0.
Let k′ be an overfield ofk and lety∗(t) be an element ofk′((t)) such that
ordt(y∗(t)− y(t)) ≥ me(ν, f ) andme(ν, f ) ∈ Suppt y∗(t). Let ge = ge(X,Y)
be defined as follows: Ife ≥ 2 thenge = Appde

Y ( f ), whereas ife = 1

theng1 = Appd1
Y ( f ) or g1 = Y, wherede = de( f ). Let g′e denote the

Y-derivative ofge. Then we have

ordt g′e(t
n, y∗(t)) = re(ν, f ) −me(ν, f ).

Proof. With either definition ofg1 we haveg′1 = 1. Therefore, since
r1(ν, f ) = m1(ν, f ), the assertion is clear in casee= 1. Assume now that
e ≥ 2. By Theorem (13.2)ge is irreducible ink((X))[Y]. Put d = de,
g = ge, h′ = h(g), ν′ = ν/d, s′h′ = sh′(ν′, g), m′h′ = mh′(ν′, g). Then by
Corollary (7.9) applied tog we have

(13.7.1) ordt g′(tn/d, z(t)) = s′h′ −m′h′ ,

whereg′ = g′e and z(t) ∈ k((t)) is any zero ofg(tn/d,Y). Put mi =

mi(ν, f ), qi = qi(ν, f ), si = si(ν, f ) andr i = r i(ν, f ) for 0 ≤ i ≤ h( f ). then
by Corollary (13.3) we haveh′ = e− 1, s′h′ = se−1/d2, m′h′ = me−1/d.
Therefore

d(s′h′ −m′h′) = se−1/d −me−1

= se/d − qe −me−1

= re−me.

Therefore it follows from (13.7.1) that we have

(13.7.2) ordt g′(tn, z(td)) = re−me

for any zeroz(t) of g(tn/d,Y). By Theorem (13.2) we may choosez(t)109
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such that ordt(y(t) − z(td)) = me. Then, since ordt(y∗(t) − y(t)) ≥ me and
me ∈ Suppt y∗(t) by assumption and sinceme < Suppt z(td), we get

(13.7.3) ordt(y
∗(t) − z(td)) = me.

Now, we have

g(tn/d,Y) =
∏

w∈µn/d

(Y − z(wt)),

whereµn/d = µn/d(k). Therefore

g(tn,Y) =
∏

w∈µn/d

(Y − z(wtd)).

differentiating with respect toY and then substitutingy = y∗(t), we
get

g′(tn, y∗(t)) =
∑

v∈µn/d

∏

w,v

(y∗(t) − z(wtd)

P1 +

∑

v∈µn/d
v,1

Pv,

wherePv =

∏

w,v

(y∗(t) − z(wtd)). Thus, in order to complete the proof of

the proposition, it is now enough to prove the following two statements:

(i) ordt P1 = re−me.

(ii) ordt Pv > re−me for everyv ∈ µn/d − {1}.

Since we have

y∗(t) − z(wtd) = (y∗(t) − z(td)) + (z(td) − z(wtd))

and since forw , 1 110

ordt(z(t
d) − z(wtd)) ≤ dm′h′ (Proposition (6.15))

me−1 (Corollary (13.3))
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=< me,

it follows from (13.7.3) that we have

(13.7.4) ordt(y
∗(t) − z(wtd)) = ord(z(td) − z(wtd)) < me

for w , 1. Therefore

ordt P1 = ordt

∏

w,1

(z(td) − z(wtd))

= ordt g′(tn, z(td))

= re−me

by (13.7.2). This proves (i). Now, letv ∈ µn/d, v , 1. We have

Pv = P1(y∗(t) − z(td))(y∗(t) − z(vtd))−1.

Therefore by (i) we have

ordt Pv = re −me+ ordt(y
∗(t) − z(td)) − ordt(y

∗(t) − z(vtd)).

Therefore (ii) will be proved if we show that

ordt(y
∗(t) − z(td)) > ordt(y

∗(t) − z(vtd)).

Sincev , 1, this last inequality is clear from (13.7.3) and (13.7.4).
�

14 Newton’s Algebraic Polygon

(14.1)

We revert to the notation of (7.1), (7.2) and (7.3). In addition, we fix the111

following notation: for an integerm, we put

p(m) = inf
{

i
∣

∣

∣

∣

1 ≤ i ≤ h+ 1,m< mi

}

.
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Let d∗(m) = dp(m) and let

s∗(m) =















sp−1 + (m−mp−1)dp, if p = p(m) ≥ 2.

md1, if p(m) = 1.

Note thatp(mi) = i + 1, d∗(mi) = di+1 ands∗(mi) = si for 1 ≤ i ≤ h.
If Z is an indeterminate, define

P(m,Z) =















Z − ym, if m < {m1, . . . ,mh},

Zne − yne
me, if m ∈ {m1, . . . ,mh},

wheree= p(m) − 1.
with the above notation, we have

(14.2) THEOREM. Let m be an integer. Let Z be an indeterminate and
let k′ = k(Z). Let y∗ be an element of k′((t)) such that

info (y∗ − y(t)) = (Z − ym)tm.

Then
info ( f (tn, y∗)) = �P(m,Z)d∗(m)ts∗(m).

Proof. Supposem ∈ {m1, . . . ,mh}. saym= me. Thenp(m) = e+ 1. Let
y(t) =

∑

j<me

y j t
j. Then it easily follows from the assumption ony∗ that we 112

have
info (y∗ − y(t)) = Ztme.

Thereforey∗ is an (e,Z)-deformation ofy(t) and it follows from Lemma
(7.16) that we have

info ( f (tn, y∗)) = �

(

Zne − yne
me

)de+1
tse.

Sinced∗(me) = de+1 and s∗(me) = se, the assertion is proved in case
m ∈ {m1, . . . ,mh}. �

Now, supposem < {m1, . . . ,mh}. Let p = p(m). Let Q(p), R(p) be
the sets defined in Definition (7.4). Ifw ∈ R(p) then ord(y(t) − y(wt)) ≥
mp > m. Therefore, since

(14.2.1) y∗ − y(wt) = (y∗ − y(t)) + (y(t) − y(wt)),
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we get info (y∗ − y(wt)) = info (y∗ − y(t)) = (Z − ym)tm for w ∈ R(p).
This shows that we have

info



















∏

w∈R(p)

(y∗ − y(wt))



















=

∏

w∈R(p)

(Z − ym)tm

= (Z − ym)d∗(m)tmd∗(m),(14.2.2)

since by Lemma (7.5) card (R(p)) = dp = d∗(m). Now, supposew ∈
Q(p) and p ≥ 2. Then by Proposition (6.15) we get ordt(y(t)) ≤ mp−1.
Sincem< {m1, . . . ,mh}, we havemp−1 < m. Therefore from (14.2.1) we
get

(14.2.3) info (y∗ − y(wt)) = info (y(t) − y(wt)) for w ∈ Q(p).

SinceQ(1) = φ, (14.2.3) holds also forp = 1. Now, clearly, inco
(y(t) − y(wt)) = � for everyw ∈ Q(p). Therefore we get113

info



















∏

w∈Q(p)

(y∗ − y(wt))



















= info



















∏

w∈Q(p)

(y(t) − y(wt))



















= �ts,(14.2.4)

where by Lemma (7.7) we have

s=















sp−1 −mp−1dp, if p ≥ 2,

0, if p = 1.

From (14.2.2) and (14.2.4) we get

info ( f (tn, y∗)) = info



















∏

w∈µn(k)

(y∗ − y(wt))



















= �(Z − ym)d∗(m)tmd∗(m)+s

= �P(m,Z)d∗(m)ts∗(m).

(14.3) REMARK. The above theorem is an algebraic version of the
method of Newton’s polygon for constructing a root ink((t)) of the equa-
tion f (tn,Y) = 0. The successive coefficientsy j of a rooty(t) =

∑

y j t j
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are found by induction onj. Thus, suppose we knowy j for j less than a

certain integerm. Let Z be an indeterminate and lety∗ =
∑

j<m

y j t
j
+ Ztm.

Find inco (f (tn, y∗)). This will be a certain polynomialF(Z) ∈ k[Z], viz.
F(Z) = �P(m,Z)d∗(m). Takeym to be any root of the equationF(Z) = 0.
Note that ifm < {m1, . . . ,mh} then F(Z) = 0 will have a unique root,
whereas ifm = me for somee, 1 ≤ e ≤ h, thenF(Z) = 0 will have
ne distinct roots. Let us remark that, sincef (tn, 0) = (−1)n

∏

y(wt), we
havem1 = ordX f (X, 0). Therefore we maystart the inductive construc-
tion of y j by takingy j = 0 for all j < ordX f (x, 0).





Part II

The Jacobian Problem

111





Chapter 6

The Jacobian Problem

15 Statement of the Problem

(15.1)

Let k be a field and letA = k[x1, x2] be the polynomial ring in two vari- 117

ablesx1, x2 overk. Let K be the quotient field ofA. A pair (u1, u2) of
elements ofA is anautomorphic pair(for A) if A = k[u1, u2]. Note that
(u1, u2) is an automorphic pair if and only if thek-algebra homomor-
phismσ : A → A defined byσ(xi) = ui , i = 1, 2, is an automorphism.
A pair (u1, u2) of elements ofK is atranscendence base(of K overk) if
K is algebraic overk(ui , u2). Clearly, every automorphic pair is a tran-
scendence base.

Let u = (u1, u2) be a transcendence base. Thenu1, u2 are alge-
braically independent overk. Therefore there existk-derivationsDu,1,
Du,2 of k(u1, u2) defined byDu,i(u j) = δi j (Kronecker delta). Suppose
now thatK is separable overk(u1, u2). Then for eachi = 1, 2,Du,i ex-
tends to a uniquek-derivation ofK. We shall denote this extension also
by Du,i , i = 1, 2. In particular, for each automorphic pairu = (u1, u2) we
havek-derivationsDu,i of K, i = 1, 2. We shall often write simplyDi for
Dx,i , i = 1, 2, wherex = (x1, x2). Note that ifu is an automorphic pair
thendu,i(A) ⊂ A, i = 1, 2.

(15.2) DEFINITION. Let u = (u1, u2) be an automorphic pair and let
f , g ∈ A. TheJacobian of( f , g) with respect to u, denotedJu( f , g), is

113
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defined by

Ju( f , g) = det

(

Du,1( f ) Du,2( f )
Du,1(g) Du,2(g)

)

= Du,1( f )Du,2(g) − Du,2( f )Du,1(g).

We shall write simplyJ( f , g) for Jx( f , g).

(15.3) LEMMA. Let u= (u1, u2), v = (v1, v2) be automorphic pairs for118

A and let f , g∈ A. Then we have

Ju( f , g) = Jv( f , g)Ju(v1, v2).

Proof. This is immediate from the chain rule for derivations, namely

Du,i(a) = Du,1(a)Du,i(v1) + Dv,2(a)Du,i(v2) for a ∈ A, i = 1, 2.

�

(15.4) COROLLARY. Let u = (u1, u2), v = (v1, v2) be automorphic
pairs forA. ThenJu(v1, v2) is a unit ofA.

Proof. By Lemma (15.3) we have

1 = Ju(u1, u2) = Jv(u1, u2)Ju(v1, v2)

and the corollary is proved. �

(15.5)

Noting that the units ofA are the non-zero elements ofk, it follows from
Corollary (15.4) that if (f , g) is an automorphic pair forA then J( f , g)
is a non-zero element ofk. Then Jacobian problem asks whether the
converse is true in case chark = 0:
The Jacobian Problem.Suppose chark = 0. Let f , g be elements ofA
such thatJ( f , g) is a non-zero element ofk. Is (f , g) then an automorphic
pair for A?

(15.6) REMARK. Suppose chark = p > 0. Let f = x1 + xp
1, g =

x2. Then J( f , g) = 1. ThenJ( f , g) = 1. However, (f , g) is not an
automorphic pair. For,k[x1, x2]/(g) = k[x1] , k[x1 + xp

1], which shows
thatk[ f , g] , k[x1, x2]. This explains the assumption chark = 0 made
in the Jacobian problem.
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16 Notation

(16.1)

Let A = k[x1, x2] as in § 15.We assume henceforth thatchark = 0. Let 119

w = (w1,w2) be a pair of integers. By thew-gradationon A we mean
the gradation onA obtained by giving weightwi to xi, i = 1, 2. Recall
that this means that we writeA in the form

A = ⊕
n∈Z

A(n)
w ,

whereA(n)
w is thek-subspace ofA generated by monomialsxi1

1 xi2
2 with

i1w1 + i2w2 = n. The elements ofA(n)
w are calledw-homogeneousele-

ments ofw-degree n. Note that by this definition 0 isw-homogeneous of
w-degreen for everyn. Every elementf of A can be written uniquely in
the form f =

∑

n

f (n)
w , where f (n)

n is w-homogeneous ofw-degreen and

f (n)
w = 0 for almost alln. We call f (n)

w thenth w-homogeneous component
of f . Supposef , 0. Then there existsm ∈ Z such thatf (m)

w , 0 and
f (n)
w = 0 for all n > m. We call thism thew-degreeof f and denote it by

dw( f ). Thus

dw( f ) = sup
{

n ∈ Z
∣

∣

∣ f (n)
w , 0

}

.

If f = 0, we definedw( f ) = −∞. If f , 0 then thew-degree formof
f , denotedf +w , is defined byf +w = f (m)

w , wherem = dw( f ). If f = 0, we
define f +w = 0. Note thatf is w-homogeneous if and only iff = f +w .

Suppose now thatw = (1, 1). then thew-gradation onA is called
the usual gradationon A. In this case we often omit the symbolw in
the notation introduced above. Thus we writed( f ), f (n), f +, . . . etc. for
dw( f ), f (n)

w , f +w , . . .. whenw = (1, 1).

(16.2)

Thew-gradation onA defined in (16.1) above is with respect to the au-120

tomorphic pairx = (x1, x2). If u = (u1, u2) is any automorphic pair then
we can also define a gradation onA by giving weightwi to ui , i = 1, 2.
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However, in the sequel we will mostly need to consider only the (1, 1)-
gradation onA with respect to an arbitrary automorphic pairu. In order
to distinguish this from the usual gradation, we fix the following nota-
tion:

deg f denotes d(1,1)( f ) with respect tox,
degu f denotes d(1,1)( f ) with respect tou,

If u = (u1, u2) is an automorphic pair andf ∈ A, we write degu1
f

(resp. degu2
f ) for the u1- degree (resp.u2-degree) off regarded as a

polynomial inu1 (resp.u2) with coefficients ink[u2] (resp.k[u1]).

(16.3)

One final piece of notation: We denote byk∗ the set of non-zero el-
ements ofk and, as noted in (7.2), we use the symbol� to denote a
generic (i.e., unspecified element ofk∗.)

17 w-Relation

We preserve the notation of §15 and §16. In particular, we have char
k = 0. Letw = (w1,w2) be a pair of integers.

(17.1) LEMMA. Let F, G be non-zero w-homogeneous elements of A.
The following two conditions are equivalent:

(1) Fr
= �Gs for some r, s∈ Z+; r + s> 0.

(2) There exist p, q∈ Z+ and a w-homogeneous element H of A such
that F = �Hp, G = �Hq.

Proof. (1)⇒ (2). Write F = �Hp1
1 . . .Hpn

n , G = �Hq1
1 . . .Hqn

n , where121

Hi is an irreduciblew-homogeneous element ofA, pi , qi ∈ Z
+ for 1 ≤

i ≤ n and g.c.d. (Hi ,H j) = 1 for i , j. Then (1) implies thatrpi = sqi

for every i, 1 ≤ i ≤ n. Now, if r = 0 or s = 0, sayr = 0, thens > 0
andqi = 0 for everyi, so thatG = �. In this case (2) follows by taking
H = F, p = 1, q = 0. We may therefore assume thatr > 0 ands > 0.
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Then for anyi, pi = 0 if and only if qi = 0. Therefore we may assume
that pi > 0 andqi > 0 for every i, 1 ≤ i ≤ n. Then for everyi we
havepi/qi = s/r = p/q, say, wherep, q are positive integers such that
g.c.d. (p, q) = 1. For everyi, 1 ≤ i ≤ n, there exists a positive integer
ti such thatpi = pti , qi = qti . Let H = Ht1

1 . . .H
tn
n . ThenF = �Hp,

G = �Hq.
(2)⇒ (1). If p = 0 = q then F = �, G = �, so thatF = �G,

which implies (1) in this case. Assume therefore thatp + q > 0. Now,
(2) implies thatFq = �Gp, which implies (1). �

(17.2) DEFINITION. Let f , g ∈ A. We say f andg arew-related if
f , 0, g , 0, andF = f +w andg = g+W satisfy the equivalent conditions
(1) and (2) of Lemma (17.1). We sayf andg arerelated if f andg are
(1,1)-related.

(17.3) LEMMA. Let f, g1, . . . , ge be elements of A.

(i) If f +w = � and g1 , 0 then f and g1 are w-related.

(ii) If f and gi are w-related for every i,1 ≤ i ≤ e, then f and g1 . . . ge

are w-related.

Proof.

(i) We havef +w = � = �(g+1w)◦.

(ii) By induction one, it is enough to consider the casee = 2. There
exist r i , si ∈ Z

+, r i + si > 0, such thatFr i = �Gsi
i , whereF = f +w ,

Gi = g+iw, i = 1, 2. This gives

(17.3.1) Fr1s2+r2s1 = �(G1G2)s1s2.

If si = 0 for i = 1 or 2, says1 = 0, thenr1 > 0 andFr1 = �G◦1 = � 122

shows thatF = �. Therefore in this casef is related tog1g2 by (i). We
may therefore assume thats1 > 0, s2 > 0. Thens1s2 > 0, and it follows
from (17.3.1) thatf andg1g2 arew-related. �

(17.4) PROPOSITION.Let F, G be non-zerow - homogeneous ele-
ments ofA of w-degreesm, n, respectively. Consider the following five
conditions:



118 6. The Jacobian Problem

(1) F andG arew-related.

(2) F andG are algebraically dependent overk.

(3) J(F,G) = 0.

(4) Fn
= �Gm.

(5) F |n| = �G|m|.

Among these five conditions we have the following implications:

(1)⇒ (2)⇒ (3)⇒ (4)⇒ (5).

Assume, moreover, that at least one of the following two condi-
tions is satisfied:

(i) w1w2 > 0 andF < k or G < k.

(ii) m, 0 or n , 0.

Then the above five conditions (1) - (5) are equivalent to each
other. Further, letd = g.c.d. (m, n). Thend > 0 and the con-
ditions (1) - (5) are also equivalent to each of the followingtwo
conditions:

(6) Fn/d
= �Gm/d.

(7) We havemn≥ 0 and there exists aw-homogeneous elementH of
A such thatF = �H |m|/d,G = �H |n|/d.

In order to prove the proposition, we need the following three lem-123

mas:

(17.14.1) LEMMA.

Let L be a field and letL(t) be the field of rational functions in one
variablet overL. Let Dt be theL-derivation ofL(t) defined byDt(t) = 1.
If h is an element ofL(t) such thatDt(h) = 0 thenh ∈ L.

(17.14.2) LEMMA.

Let f , g be non-zero elements ofA of w-degreesm, n, respectively. If
f n
= �gm thenmn≥ 0.
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(17.14.3) LEMMA.

Let F, G be non-zerow homogeneous elements ofA of w-degreesm, n
respectively. Then we have:

(i) mF = w1x1D1(F) + w2x2D2(F),

nG= w1x1D1(G) + w2x2D2(G).

(ii) w1x1J(F,G) = mFD2(G) − nGD2(F),

w2x2J(F,G) = nGD1(F) −mFd1(G).

Proof of Lemma (17.14.1).The assertion is clear ifh ∈ L[t]. In general,
we can writeh = f /g with f , g ∈ L[t] and g.c.d. (f , g) = 1. Then we
have

0 = Dt(h) = (gDt( f ) − f Dt(g))/g2,

which shows thatgDt( f ) = f Dt(g). Thus g divides f Dt(g) in L[t].
Therefore, since g.c.d. (f , g) = 1, g divides Dt(g). Since degt Dt(g) <
degt g, we getDt(g) = 0, so thatg ∈ L. Thereforeh ∈ L[t], and the
assertion follows.

Proof of Lemma (17.14.2). Supposemn < 0. then one ofm, n is
positive and the other is negative. We may suppose thatm < 0 and
n > 0. Then f ng−m

= � implies thatf (alsog) is a unit ofA. Therefore
f ∈ k∗. But this means thatm= 0, which is a contradiction. 124

Proof of Lemma (17.14.3).(i) We have only to observe that

w1x1D1

(

xi1
1 xi2

2

)

+ ω2x2D2

(

xi1
1 xi2

2

)

= (i1w1 + i2w2) xi1
1 xi2

2 .

(ii) We have

w1x1J(F,G) = det

(

w1x1D1(F) D2(F)
w1x1D1(G) D2(G)

)

= det

(

w1x1D1(F) + w2x2D2(F) D2(F)
w1x1D1(G) + w2x2D2(G) D2(G)

)

= det

(

mF D2(F)
nG D2(G)

)

(by (i))
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= m FD2(G) − nGD2(F).

This proves the first equality of (ii). The second is proved similarly.

Proof of Proposition (17.4). (1)⇒ (2). We haveFr
= �Gs for some

non-negative integersr, s, r+s> 0. ThereforeF andG are algebraically
dependent overk.

(2) ⇒ (3). Let X1, X2 be indeterminates and letϕ = ϕ(X1,X2) ∈
k[X1,X2] be such thatϕ , 0 andϕ(F,G) = 0. Thenϕ < k. Therefore
degX1

ϕ+degX2
ϕ > 0. We may chooseϕ to be such that degX1

ϕ+degX2
ϕ

is the least possible. Letϕi = DX,i(ϕ), i = 1, 2, whereX = (X1,X2). Then
we have degX1

ϕi + degX2
ϕ1 < degX2

ϕ + degX2
ϕ, i = 1, 2. Moreover

ϕ1 , 0 orϕ2 , 0. Ir follows that we haveϕ1(F,G) , 0 orϕ2(F,G) , 0.125

Now, we have

0 = D1(ϕ(G,G)) = ϕ1(F,G)D1(F) + ϕ2(F,G)D1(G),

0 = D2(ϕ(F,G)) = ϕ1(F,G)D2(F) + ϕ2(F,G)D2(G).

Sinceϕ1(F,G) , 0 orϕ2(F,G) , 0, we get

0 = det

(

D1(F) D1(G)
D2(F) D2(G)

)

= J(F,G),

which proves (3).
(3)⇒ (4). We haveJ(F,G) = 0 and we want to show thatFn/Gm ∈

k. Sincek = k(x1) ∩ k(x2), it is enough, by symmetry, to show that
Fn/Gm ∈ k(x1). By lemma (17.14.3), we have

0 = w1x1J(F,G) = mFD2(G) − nGD2(F).

This gives

D2(Fn/Gm) = Fn−1Gm−1(nGD2(F) −mFD2(G))/G2m
= 0.

ThereforeFn/Gm ∈ k(x1) by Lemma (17.14.1).
(4) ⇒ (5). SinceFn

= �Gm if and only if F−n
= �G−m, it is

enough to show that we havem ≥ 0, n ≥ 0 or m ≤ 0, n ≤ 0. But this is
immediate, sincemn≥ 0 by Lemma (17.14.2).
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Assume now that one of the conditions (i) and (ii) is satisfied. It is
then enough to prove thatd < 0, (5)⇒ (1) and (1)⇒ (7)⇒ (6)⇒ (2).

We first note that if condition (i) is satisfied then eitherw1 > 0,
w2 > 0 or w1 < 0, w2 < 0. In either case, sinceF < k or G < k, we get
m, 0 orn , 0. Therefore we may assume that condition (ii) is satisfied.
It is then clear thatd > 0. 126

(5)⇒ (1). Trivial, sincem, 0 orn , 0.
(1)⇒ (7). There existp, q ∈ Z+ and aw-homogeneous elementE

of A such thatF = �Ep, G = �Eq. Let e = dw(E). Thenm = pe,
n = qe. It follows thatmn≥ 0. Also, since condition (ii) is satisfied, we
havep > 0 orq > 0, sayq > 0. Letd′ =g.c.d. (p, q) and writep = p′d′,
q = q′d′, so that g.c.d. (p′, q′) = 1. Let H = Ed′ . ThenF = �Hp′ ,
G = �Hq′ . It is now enough to show thatp′ = |m|/d, q′ = |n|/d. Since
q > 0 and since

g.c.d. (p′, q′) = 1 = g.c.d. (|m|/d, |n|/d),

it is enough to prove thatp′|n| = q′|m|. Now, sinceF = �Ep, G = �Eq,
we havepn = dw(Gp) = dw(Epq) = dw(Fq) = qm. This shows that
p′|n| = q′|m|.

(7)⇒ (6). Immediate, sincemn≥ 0.
(6)⇒ (2). Immediate, sincem, 0 orn , 0.

(17.5) COROLLARY. Let f , g1, . . . , ge be non-zero elements ofA. Let
m = dw( f ), ni = dw(gi ), 1 ≤ i ≤ e, and letd = g.c.d. (m, n1, . . . , ne).
Assume thatm> 0 and thatf andgi arew related for everyi, 1≤ i ≤ e.
Then there exists aw-homogeneous elementH ∈ A of w-degreed such
that f +w = �Hm/d.

Proof. We prove the assertion by induction one. Since f andg1 arew-
related, there exists, by Proposition (17.4), aw-homogeneous element
H1 of A such thatf +w = �Hm/d1

1 , whered1 = g.c.d. (m, n1). It follows
thatdw(H1) = d1, so that the assertion is proved fore= 1. Now, lete> 1
and letd′ = g.c.d. (m, n1, . . . , ne−1), d′′= g.c.d. (m, ne). By induction
hypothesis and by the casee = 1, there existw-homogeneous elements
H2, H3 of A with dw(H2) = d′, dw(H3) = d′′, such thatf +w = �Hm/d′

2 = 127

�Hm/d′′

3 . This shows thatH2 and H3 arew-related. Therefore by the
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casee = 1, there exists aw-homogeneous elementH ∈ A of w-degree
d such thatH2 = �Hd′/d. (Note thatd = g.c.d. (d′, d′′).) Thus we get
f +w = Hm/d. �

18 Structure of thew-Degree Form

We preserve the notation §15 and §16. In particular, we have chark = 0.
Let w = (w1,w2) be a pair of integers.

(18.1) DEFINITION. For non-zero elementsf , g of A we define

δw( f , g) = dw( f g) − dw(x1x2) − dw(J( f , g)).

(18.2) LEMMA. Let f , g be non-zero elements of A. Then we have:

(i) δw( f , g) ≥ 0.

(ii) J( f +w , g
+
w) =















J( f , g)+w, if δw( f , g) = 0

0, if δw( f , g) > 0.

Proof.

(i) Clearly, we have

dw(Di( f )) ≤ dw( f ) − wi ,

dw(Di(g)) ≤ dw(g) − wi

for i = 1, 2. Therefore

dw(D1( f )D2(g)−D2( f )D1(g)) ≤ dw( f g)−w1 −w2 = dw( f g)− dw(x1x2).

which proves (i).

(ii) Let f ′ = f − f +w , g′ = g−g+w. Thendw( f ′) < dw( f ), dw(g′) < dw(g).128

An easy computation shows that

J( f , g) = J( f +w , g
+

w) + h.

whereh ∈ A with dw(h) < dw( f g) − dw(x1x2). Now, (ii) follows,
since J( f +w , g

+
w) is (either zero or)w-homogeneous ofw-degree

dw( f g) − dw(x1x2).
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�

(18.3) LEMMA. Let f be a non-zero element of A such that dw( f ) , 0.
Suppose there exists g∈ A such that f and J( f , g) are w-related. Then
there exists h∈ A such that f and J( f , h) are w-related andδw( f , h) = 0.

Proof. If δw( f , g) = 0 then we may takeh = g. Assume therefore that
δw( f , g) > 0. It is then enough to prove the following assertion:

(18.3.1)

There exists h∈ A such that f and J( f , h) are w-related andδw( f , h) <
δw( f , g).

For, then the lemma would follow by induction onδw( f , g). To prove
(18.3.1), we note first that, sincef and J( f , g) arew-related, we have
j( f , g) arew-related, we haveJ( f , g) , 0 by definition. Thereforeg , 0.
Moreover, by Lemma (18.2) the assumptionδw( f , g) > 0 implies that
J( f +w , g

+
w) = 0. Therefore by Proposition (17.4)f andg arew-related

and there existsc ∈ k∗ such thatc( f +w )|n| = (g+w)|m|, wherem = dw( f ),
n = dw(g). (Note that by assumption we havem , 0.) Defineh =
g|m| − c f |n|, Then

J( f , h) = J( f , g|m| − c f |n|) = |m|g|m|J( f , g).

It follows from Lemma (17.3) thatf andJ( f , h) arew-related. Now,
put p = |m|. Then we have

dw(J( f , h)) = dw(gp−1) + dw(J( f , g))

= dw(gp−1) + dw( f g) − dw(x1x2) − δw( f , g)

= dw( f gp) − dw(x1x2) − δw( f , g)

> dw( f h) − dw(x1x2) − δw( f , g),

since (g+w)p − c( f +w )|n| = 0. Thus we get 129

δw( f , g) > dw( f h) − dw(x1x2) − dw(J( f , h))

= δw( f , h).

This proves (18.3.1), and the lemma is proved. �



124 6. The Jacobian Problem

(18.4) COROLLARY. Let f be a non-zero element ofA such thatdw( f )
, 0. Suppose there existsg ∈ A such thatf and J( f , g) arew-related.
Then there existw-homogeneous elementsH,G of A, a positive integer
p and a non-negative integerr such thatf +w = �Hp andJ(H,G) = �Hr ,

Proof. By Lemma (18.3), replacingg by h we may assume thatδw( f , g)
= 0. Then by Lemma (18.2) we haveJ( f , g)+w = J( f +w , g

+
w). Since f

and J( f , g) arew-related, there exist non-negative integersp, q and a
w-homogeneous elementH of A such thatf +w = �Hp, J( f , g)+w = �Hq.
Sincedw( f ) , 0, we havep > 0. LetG = g+w. Then

�Hq
= J( f , g)+w = J(�Hp,G) = �pHp−1J(H,G).

which shows thatq ≥ p − 1. Let r = q − (p − 1). Then we have
J(H,G) = �Hr . �

(18.5) LEMMA. Assume the w1w2 > 0. Let H, G be non-zero w-
homogeneous elements of A such that J(H,G) = �Hr for some positive
integer r. Then Hr−1 divides G in A.130

Proof. We want to show thatG/Hr−1 ∈ A. Letk be the algebraic closure
of k. SinceA = k[x1, x2] ∩ k(x1, x2), it is enough to prove thatG/Hr−1 ∈

k[x1, x2]. We may therefore assume thatk = k. �

Sincew1w2 > 0, we havew1 > 0, w2 > 0 or w1 < 0, w2 < 0.
Since an elementF of A is (w1,w2)-homogeneous if and only if it is
(−w1,−w2)-homogeneous, we may assume thatw1 > 0, w2 > 0. Let
m = dw(H), n = dw(G). SinceU(H,G) , 0, we haveh < k, G < k.
Thereforem> 0 andn > 0. FromJ(H,G) = �Hr we getm+ n− (w1 +

w2) = mr (Lemma (18.2)). This gives

(18.5.1) n/m= r − 1+ (w1 + w2)/m> r − 1.

Next, by Lemma (17.14.3) we have

(18.5.2)
nGD1(H) −mHD1(G) = w2x2J(H,G) = �x2Hr ,

nGD2(H) −mHD2(G) = −w1x1J(H, g) = �x1Hr .
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Let u1, u2 be indeterminates. IdentifyA with the subringk[uw1
1 , uw2

2 ]
of k[u1, u2] by putting xi = uwi

i , i = 1, 2. ThenA = k[u1, u2] ∩ k(x1, x2).
Therefore it is enough to prove the following assertion:

(18.5.3) Hr−1 dividesG in k[u1, u2].

Put u = (u1, u2) and let Du,i be thek-derivation ofk(u1, u2) de-
fined byDu,i(u j) = δi j (Kronecker delta),i, j = 1, 2. ThenDu,i(F) =
wiu

wi−1
i Di(F) for everyF ∈ A. Therefore from (18.5.2) we get

(18.5.4)
nGDu,1(H) −mHDu,1(G) = �uw1−1

1 uw2
2 Hr ,

nGDu,2(H) −mHDu,2(G) = �uw1
1 uw2−1

2 Hr .

SinceH, G arew-homogeneous inA, they are (1, 1)-homogeneous 131

in k[u1, u2] of degreesm, n respectively. Now, (18.5.3) follows from
(18.5.1) and (18.5.4) in view of the following

(18.5.5) SUBLEMMA

Assume thatk is algebraically closed. LetH, G be non-zero homoge-
neous elements ofA of positive degreesm, n, respectively. Letr be
a positive integer such thatr − 1 ≤ n/m and Hr divides nGDi(H) −
mHDi(G) for i = 1, 2. ThenHr−1 dividesG.

Proof. Being homogeneous,H is a product of homogeneous linear poly-
nomials inA. Therefore it is enough to prove that ifF is a homogeneous
linear polynomial inA and p is a positive integer such thatFp divides
H thenF(r−1)p dividesG. So, letF = a1x1 + a2x2 with a1, a2 ∈ k, and
supposeFp dividesH. We want to show thatF(r−1)p dividesG. We may
assume thatFp+1 does not divideH. Moreover, by interchangingx1 and
x2, if necessary, we may assume thata1 , 0. We may then assume that
a1 = 1. Write H = FpH′, G = FqG′ with q ∈ Z+ and H′, G′ ∈ A
such thatH′ . 0 (modF), G′ . 0 (modF). We want to show that
q ≥ (r − 1)p. We consider two cases:

CASE (1). np = mq. In this case we haveq/p = n/m ≥ r − 1, by
assumption. Thereforeq ≥ (r − 1)p.
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CASE (2). np, mq. SinceD1(F) = 1, we have

D1(H) = pFp−1H′ (mod Fp)

D1(G) = qFq−1G′ (mod Fq).

Therefore we get

nGD1(H) −mHD1(G) ≡ (np−mq)Fp+q−1G′H′ (mod Fp+q).

Sincenp−mq, 0 andG′H′ . 0 (modF) and since, by assumption,132

Hr dividesnGD1(H) − mHD1(G), we getpr ≤ p + q − 1. This gives
(r − 1)p < q. �

(18.6) COROLLARY. Assume thatw1w2 > 0. LetH, G be non-zerow-
homogeneous elements ofA such thatJ(H,G) = �Hr for some positive
integerr. Then there exists aw-homogeneous elementG′ of A such that
J(H,G′) = �H.

Proof. By Lemma (18.5) we haveG = G′Hr−1 for someG′ ∈ A. Since
H, G are w-homogeneous, so isG′. Now, �Hr

= J(H,G′Hr−1) =
Hr−1J(H,G′), so thatJ(H,G′) = �H. �

(18.7) COROLLARY. Assume thatw1 > 0, w2 > 0. Let f , g be el-
ements ofA such thatf and J( f , g) arew-related. Then there existw-
homogeneous elementsH, G of A and a positive integerp such that
f +w = �Hp andJ(H,G) = �Hs with s= 0 or 1.

Proof. Since f and J( f , g) arew-related, we haveJ( f , g) , 0, which
shows thatf < k. Therefore, sincew1 > 0, w2 > 0, we havedw( f ) , 0.
Therefore by Corollary (18.4) there existw-homogeneous elementsH,
G of A and a positive integerp such thatf +w = �Hp andJ(H,G) = �Hr

for some non-negative integerr. If r = 0, we are through. Ifr > 0 then
by Corollary (18.6) there exists aw homogeneous elementG′ of A such
that J(H,G′) = �H. ReplacingG by G′, the assertion is proved. �

(18.8) LEMMA. Assume that w1w2 > 0. Let H, G be w-homogeneous
elements of A such that J(H,G) = �. Then:
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(i) If |w1| = |w2| then H = a1x1 + a2x2 with a1, a2 ∈ k, a1 , 0 or
a2 , 0.

(ii) If |w1| > |w2| then H= �z, where z= x2 or z = x1 + axw1/w2
2 with 133

a ∈ k. Moreover, if a, 0 then w1/w2 ∈ N.

(iii) If |w1| < |w2| then H= �z, where z= x1 or z = x2 + axw2/w1
1 with

a ∈ k. Moreover, if a, 0 then w2/w1 ∈ N.

Proof. By symmetry, it is enough to prove (i) and (ii). Sincew1w2 > 0,
we have eitherw1 > 0, w2 > 0 or w1 < 0, w2 < 0. We may assume,
without loss of generality, thatw1 > 0, w2 > 0. Then, sinceH < k,
G < k, we have

(18.8.1)
dw(H) ≥ min(w1,w2),

dw(G) ≥ min(w1,w2).

�

SinceJ(H,G) = �, it follows from Lemma (18.2) thatdw(HG) =
dw(x1x2) = w1 + w2.

(i) If w1 = w2 then dw(HG) = 2w1. Therefore from (18.8.1) we
get dw(H) = w1. This means thatH is a non-zero homogeneous
polynomial inx1, x2 of degree one.

(ii) Since w1 = w2 we havedw(G) ≥ w2 by (18.8.1). Therefore
dw(H) ≤ w1. This means that degx1

H ≤ 1. If degx1
H = 0 then,

sinceH is w-homogeneous, we haveH = �xn
2 for somen ∈ N.

This implies thatxn−1
2 dividesJ(H,G) = �. Thereforen = 1 and

H = �x2. Now, suppose degx1
H = 1. ThenH is w-homogeneous

of w-degreew1. Therefore we haveH = bx1+cxw1/w2
2 with b ∈ k∗,

c ∈ k andw1/w2 ∈ N if c , 0. Let z = x1 + b−1cxw1/w2
2 . Then

H = �z.

(18.9) LEMMA. Assume that w1 + w2 , 0. Let H be a non-zero w-
homogeneous element of A such that J(H, x1x2) = �H. Then H =
�xi1

1 xi2
2 for some non-negative integers i2, i2 with i1 + i2 > 0.
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Proof. Let J(H, x1x2) = cH with c ∈ k∗. Then we have 134

cH = det

(

D1(H) D2(H)
x2 x1

)

= x1D1(H) − x2D2(H).

Let d = dw(H). We can write

H =
∑

j1w1+ j2w2=d

H j1 j2 x j1
1 x j2

2

with Hh1 j2 ∈ k. Then

x1D1(H) − x2D2(H) =
∑

( j1 − j2)H j1 j2 x j1
1 x j2

2

Therefore we havej1 − j2 = c for all those pairs (j1, j2) for those pairs
( j1, j2) for which H j1 j2 , 0. Since alsoj1w1 + j2w2 = d and since

det

(

1 −1
w1 w2

)

, 0

(becausew1+w2 , 0), there exists a unique pair (i1, i2) such thatHi1i2 ,

0. This means thatH = �xi1
1 xi2

2 . SinceJ(H, x1x2 , 0), we haveH < k.
Thereforei1 + i2 > 0. �

(18.10) LEMMA. Assume that w1 = w2 , 0. Let H, G be w - homoge-
neous elements of A such that H, 0 and J(H,G) = �H. Then

G = (a1x1 + a2x2)(b1x1 + b2x2)

and

H = �(a1x1 + a2x2)i1(b1x1 + b2x2)i2,

where i1, i2 are non-negative integers with i1 + i2 > 0 and a1, a2, b1,135

b2 are elements k such that a1x1 + a2x2 and b1x1 + b2x2 are linearly
independent over k.
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Proof. We may assume, without loss of generality, thatw1 = w2 = 1.
Since J(H,G) = �H, by Lemma (18.2) we haved(HG) = d(H) +
d(x1x2), whered = dw. This givesd(G) = 2. Now, assume for the
moment thatk is algebraically closed. Then there exista1, b1, a2, b2 ∈ k
such thatu1 = a1x1+a2x2 andu2 = b1x1+b2x2 are linearly independent
overk andG = u2

1 or G = u1u2. Now, u = (u1, u2) is an automorphic
pair for A. If G = u2

1 then we have

�H = J(H,G) = Ju(H,G)

= � det

(

Du,1(H) Du,2(H)
2u1 0

)

= �u1Du,2(H).

This is not possible, since degu2
Du,2(H) < degu2

H. Thus we have
G = u1u2. Now, since

�H = J(H,G) = �Ju(H, u1u2)

andH is (1,1)-homogeneous with respect tou, it follows from Lemma
(18.9) that we haveH = �ui1

1 ui2
2 with i1 + i2 > 0. Thus we have proved

that we can choose elementsa1, b1, a2, b2 ∈ k (= algebraic closure of
k) which meet the requirements of our lemma. If this choice cannot be
made ink thenG would be irreducible inA and it would follow from
the form ofH that i1 = i2 andH = �Gi1. But this is not possible, since
J(H,G) , 0. �

(18.11) LEMMA. Assume that w1w2 > 0. Let H,G be w-homogeneous136

elements of A such that H, 0 and J(H,G) = �H. If |w1| > |w2|

(resp.|w1| < |w2|) then G= �zx2 and H= �zi1 xi2
2 (resp. G= �x1z and

H = �xi1
1 zi2) for some non-negative integers i1, i2 with i1+ i2 > 0, where

z = x1 + axw1/w2
2 (resp. z= x2 + axw2/w1

1 ) for some a∈ k. If a , 0 then
w1/w2 ∈ N (resp. w2/w1 ∈ N).

Proof. The proof is analogous to that Lemma (18.10). First, we note
that, by symmetry, it is enough to consider the case|w1| > |w2|. Since
w1w2 > 0, we may assume, without loss of generality, thatw1 > 0,
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w2 > 0. Thenw1 > w2. SinceJ(H,G) = �H, we havedw(HG) =
dw(H) + dw(x1x2) (Lemma (18.2)). Thereforedw(G) = w1 + w2. Since
w1 > w2, the only monomials inx1, x2 of w-degreew1 + w2 are x1x2

and (if w1/w2 ∈ N then) x(w1/w2)+1
2 . Therefore we haveG = bx1x2 +

cx(w1/w2)+1
2 with b, c ∈ k andw1/w2 ∈ N if c , 0. We claim thatb , 0.

For, if b = 0 then we get

�H = J(H,G) = det

(

D1(H) D2(H)
0 �xw1/w2

2

)

= �xw1/w2
2 D1(H),

which is not possible, since degx1
D1(H) < degx1

H. Thusb , 0. Let

z = x1 + axw1/w2
2 , wherea = b−1c. ThenG = bzx2. Let u1 = z, u2 = x2.

Thenu = (u1, u2) is an automorphic pair forA andui is w-homogeneous
of w-degreewi , i = 1, 2. ThereforeH is w-homogeneous with respect to
u. Moreover, we have�H = J(H,G) = �Ju(H, bu1u2) = �Ju(H, u1u2).
Therefore it follows from Lemma (18.9) that we haveH = �ui1

1 ui2
2 with

i1 + i2 > 0, and the lemma is proved. �

(18.12) LEMMA. Assume that w1 > 0, w2 > 0 and that w2 divides w1

and w2 , w1. Let a be a non-zero element of k and let u= (u1, u2) be
the automorphic pair defined by u1 = x1+ axw1/w2

2 , u2 = x2. Let f be an137

element of A such that f+w = �ui1
1 ui2

2 , where i1 is a positive integer and
i2 is a non-negative integer. Thendegu f < deg f .

(See (16.2) for the definition of degu f and degf .)

Proof. Let n = dw( f ). Sinceui is w-homogeneous ofw-degreewi, i =
1, 2, f +w is also thew-degree form off with respect tou = (u1, u2) (i.e.,
when we regardf as a polynomial inu1, u2 and give weightwi to ui ,
i = 1, 2). Sincef +w = �ui1

1 ui2
2 , we can writef in the form

(18.12.1) f = �ui1
1 ui2

2 +

∑

p1w1+p2w2<n

bp1p2u
p1
1 up2

2

and also in the form

(18.12.2) f = �(x1 + axw1/w2
2 )i1 xi2

2 +

∑

p1w1+p2w2<n

cp1p2 xp1
1 xp2

2
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with bp! p2, cp1p2 ∈ k. Let p1, p2 be non-negative integers such that
p1w1 + p2w2 < n. Then, noting that by assumption we havew1/w2 ≥ 2,
we get

p1 + p2 ≤ p1(w1/w2) + p2 < n/w2 = i1(w1/w2) + i2.

Therefore we have

(18.12.3)

degu

















∑

p1w1+p2w2<n

bp1p2u
p1
1 up2

2

















< i1(w1/w2) + i2,

deg

















∑

p1w1+p2w2<n

cp1p2 xp1
1 xp2

2

















< i1(w1/w2) + i2.

�

Since degu
(

ui1
1 ui2

2

)

= i1 + i2 < i1(w1/w2) + i2 (becausew1/w2 ≥ 2
andi1 > 0) and since

deg
(

(

x1 + axw1/w2
2

)i1
xi2

2

)

= i1(w1/w2) + i2

(becausea , 0), it follows from (18.12.1), (18.12.2) and (18.12.3) that138

degu f < i1(w1/w2) + i2 = deg f .

(18.13) THEOREM. Assume that w1 > 0, w2 > 0. Let f, g be elements
of A such that J( f , g) = �. Then f+w = �ui1

1 ui2
2 , where i1, i2 are non-

negative integers, i1 + i2 > 0, and u= (u1, u2) is an automorphic pair
for A which has one of the following three forms:

(i) If w1 = w2 then ui is homogeneous linear in x1, x2, i = 1, 2.

(ii) If w1 > w2 then u1 = x1 + axw1/w2
2 , u2 = x2, with a ∈ k and

w1/w2 ∈ N if a , 0.

(iii) If w1 < w2 then u1 = x1, u2 = x2 + axw2/w1
1 with a ∈ k and

w2/w1 ∈ N if a , 0.

Moreover, if u is given by (ii) (resp. (iii)) and if i1 , 0 (resp. i2 , 0) and
, 0 thendegu f < deg f .
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Proof. By symmetry, it is enough to consider the casesw1 = w2 and
w1 > w2. If w1 > w2 and if i1 , 0 anda , 0 in (ii) then the last assertion
of the theorem follows immediately from Lemma (18.12). �

Now, J( f , g) = � implies thatf andJ( f , g) arew-related. Therefore
by Corollary (18.7) there existw-homogeneous elementsH, G of A and
a positive integerr such thatf +w = �Hr andJ(H,G) = �Hs with s= 0
or 1. SinceJ( f , g) = �, we havef , 0. HenceH , 0.

Supposes = 0. ThenJ(H,G) = �. Therefore ifw1 = w2 then
by Lemma (18.8)H is homogeneous linear inx1, x2. Let u1 = H and
let u2 be any homogeneous linear polynomial inx1, x2 such thatu1, u2

are linearly independent overk. Taking i1 = r, i2 = 0, we havef +w =139

�ui1
1 ui2

2 . Now, if w1 > w2 then by Lemma (18.8)H = �z wherez = x2

or z = x1 + axw1/w2
2 with a ∈ k andw1/w2 ∈ N if a , 0. Let u1 =

x1 + axw1/w2
2 , u2 = x2 and let

(i1, i2) =















(r, 0), if z= u1,

(0, r), if z= u2.

Then we havef +w = �ui1
1 ui2

2 .
Now, supposes = 1. ThenJ(H,G) = �H. If w1 = w2 then by

Lemma (18.10) we haveH = �u j1
1 u j2

2 , whereu1, u2 are homogeneous
linear and are linearly independent overk. Taking i1 = r j1, i2 = r j2,
we get f +w = �ui1

1 ui2
2 . If w1 > w2 then by Lemma (18.11) we haveH =

�u j1
1 u j2

2 , whereu2 = x2, u1 = x1 + axw1/w2
2 with a ∈ k andw1/w2 ∈ N if

a , 0, and j1, j2 are non-negative integers such thatj1 + j2 > 0. Taking
i1 = r j1, i2 = r j2, we get f +w = �ui1

1 ui2
2 .

(18.14) DEFINITION. Let f be an element ofA such thatf < k and let
r be a positive integer. We sayf hasr points at infinity with respect to the
w-gradationif f +w is a product ofr mutually coprime factors ink[x1, x2],
wherek is the algebraic closure ofk, i.e., if f +w = hn1

1 . . .hnr
r , where

n1, . . . , nr are positive integers andh1, . . . , hr are irreducible elements of
k[x1, x2] with g.c.d. (hi , h j) = 1 for i , j. We say simply thatf has
r points at infinityif f hasr points at infinity with respect to the usual
(i.e., (1,1)-)gradation.
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(18.15) COROLLARY. Let f , g be elements ofA such thatJ( f , g) = �.
If w1 > 0, w2 > 0 then f (alsog) has at most two points at infinity with
respect to thew-gradation. In particular,f (also g) has at most two
points at infinity.

Proof. Immediate from Theorem (18.13). �

19 Various Equivalent Formulations of the
Jacobian Problem

We preserve the notation of §15 and §16. In particular, we have char 140

k = 0.

(19.1) Newton Polygon off

Let u = (u1, u2) be an automorphic pair forA. Let f ∈ A. Writing

f =
∑

ai1i2u
i1
1 ui2

2 with ai1i2 ∈ k, we putSu( f ) =
{

(i1, i2)
∣

∣

∣

∣
ai1i2 , 0

}

. We

call Su( f ) thesupport of f with respect to u. Let Nu( f ) be the smallest
convex subset of the real planeR2 containing the setSu( f )∪{(0, 0)}. We
call Nu( f ) theNewton Polygon of f with respect to u.

0

Newton Polygon of f
(Points ofSu( f ) are indicated by dots)
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Note thatNu( f ) is the set of points (p1, p2) ∈ R2 for which there
exist (i1, i2), ( j1, j2) in Su( f ) ands, t ∈ R with 0 ≤ s, t ≤ 1 such that

(p1, p2) = (i1st+ j1(1− s)t, i2st+ j2(1− s)t).

0

We writeS( f ) (resp.N( f )) for Sx( f ) (resp.Nx( f )) and call it simply141

thesupport(resp.Newton Polygon)of f .

(19.2) THEOREM. Let f , g be elements of A such that J( f , g) = �.
Assume that f has only one point at infinity and thatdeg f ≥ 2. Then
there exists an automorphic pair u= (u1, u2) for A such thatdegu f <
deg f .

Proof. Let k be the algebraic closure ofk. Since f has only one point
at infinity, there exists an irreducible homogeneous element F in A such
that f + = �Fn for some positive integern and �

(19.2.1)

F is a power of a homogeneous linear polynomial ink[x1, x2].
Since chark = 0, the homogeneous polynomialF, being irreducible

in k[x1, x2], factors into distinct (i.e. mutually coprime) homogeneous
linear polynomials ink[x1, x2]. Therefore in view of (19.2.1) we neces-
sarily have degF = 1, so that by a suitable homogeneous linear change
of variables inA, we may assume thatF = x2 and f + = �x + 2n

with n = deg f ≥ 2. Then (0, n) ∈ S( f ) and i1 + i2 < n for all142
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(i1, i2) ∈ S( f ) − {(0, n)}. It follows that (0, n) ∈ N( f ) and i1 + i2 < n
for all (i1, i2) ∈ N( f ) − {(0, n)}. (this means thatN( f ) lies below the line
through (0, n) with slope−1 and meets that line only in the point (0, n).
See the figure below.) SinceJ( f , g) = � andn ≥ 2, we havef < k[x2].
Therefore there exists (i1, i2) ∈ S( f ) with i1 > 0. Let

q = inf
{

(n− i2)/i1
∣

∣

∣

∣
(i1, i2) ∈ S( f ), i1 > 0

}

and let (p1, p2) ∈ S( f ) be such thatq = (n− p2)/p1. (Note that (p1, p2)
is one of

0

the points ofS( f ) − {(0, n)} lying on the linePQ in the above figure
and that−q is the slope of the linePQ.) Let w = (w1,w2), wherew1 =

n − p2, w2 = p1. Sincep1 + p2 < n, we havew1 > w2. Therefore by
Theorem (18.13) we havef +w = �ur1

1 ur2
2 , wherer1, r2 are non-negative

integers withr1 + r2 > 0, u2 = x2 andu1 = x1 + axw1/w2
2 with a ∈ k 143

andw1/w2 ∈ N if a , 0. Let (i1, i2) ∈ S( f ). Then, sincei2 ≤ n and
sinceq = w1/w2, we geti1w1 + i2w2 ≤ nw2. This, together with the
fact thatp1w1 + p2w2 = nw2, shows thatdw( f ) = nw2 and that the two
distinct points (0, n) and (p1, p2) belong toS( f +w ). Thereforef +w is not
a monomial inx1, x2. This means thatr1 , 0 anda , 0. Therefore by
Theorem (18.13) we have degu f < deg f , and the theorem is proved.

(19.3) REMARK. Let u = (u1, u2) be an automorphic pair forA. Let
σ be thek-algebra automorphism ofA defined byσ(xi) = ui , i = 1, 2.
Let us say thatu is obtainedfrom x by σ. We sayσ is homogeneous
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linear if there existai , bi ∈ k such thatui = ai x1 + bi x2, i = 1, 2. We
sayσ is very primitiveif there exista ∈ k andn ∈ Z, n ≥ 2, such that
u1 = x1 + axn

2, u2 = x2 or u1 = x1, u2 = x2 + axn
1. We then note from

the proof of Theorem (19.2) that there exists an automorphicpair u for
A such that degu f < deg f andu is obtained fromx by a homogeneous
linear automorphism followed by a very primitive automorphism.

(19.4) THEOREM. The following four statements are equivalent:

(i) If f , g ∈ A and J( f , g) = � then k[ f , g] = A.

(ii) If f , g ∈ A and J( f , g) = � then f has only one point at infinity.

(iii) If f , g ∈ A and J( f , g) = � then N( f ) is a triangle with vertices
(0, n), (0, 0), (m, 0) for some non-negative integers m, n.

(iv) If f , g ∈ A and J( f , g) = � then deg f dividesdegg or degg
dividesdeg f .

Proof.
(I) ⇒ (II). This follows from Corollary (11.24).
(II) ⇒ (I). If deg f ≥ 2 then, since by (II)f has only one point at

infinity, it follows from Theorem (19.2) that there exists anautomorphic144

pairu = (u1, u2) for A such that degu f < deg f . Moreover,Ju( f , g) = �,
so that f has only one point at infinity with respect tou. Therefore,
by a repeated application of (II) and Theorem (19.2), we may assume
that degf = 1. Now, by a further linear automorphism ofA, we may
assume thatf = x1. Then� = J( f , g) = D2(g), which shows that
g = �x2 + p(x1) with p(x1) ∈ k[x1]. Now, it is clear thatk[ f , g] = A.

(I) ⇒ (III). Let m = degx1
f , n = degx2

f . Let T be the triangle
with vertices (0, n), (0, 0), (m, 0). Weclaim that N f = T. This is clear
if m = 0 or n = 0. Assume therefore thatm ≥ 1 andn ≥ 1. Then by
Corollary (11.20)f is almost monic in bothx1 andx2. This means that
(m, 0) ∈ S( f ) and (0, n) ∈ S( f ). ThereforeT ⊂ N( f ). Now, let

f = a0(x1)xn
2 + a1(x1)xn−1

2 + · · · + an(x1)

with ai(x1) ∈ k[x1] for 0 ≤ i ≤ n. Then by Corollary (11.20) we have
ndegx1

ai(x1) ≤ im for everyi, 0 ≤ i ≤ n. It follows that if (p, q) ∈ S( f )
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thennp≤ (n−q)m, so thatnp+mq−mn≥ 0. This shows that (p, q) ∈ T.
ThereforeS( f ) ⊂ T and henceN( f ) ⊂ T. ThusN( f ) = T.

(III) ⇒ (II). We may assume thatk is algebraically closed. Letd =
deg(f ). Supposef has at least two points at infinity. Then by a linear
homogeneous change of variables (i.e. by replacingx1, x2 by a suitable
k-basis ofkx1⊕kx2) we may assume thatf + = xr

!G, wherer is a positive
integer andG is a homogeneous element ofA such thatx1 does not
divideG in A and degG > 0. SinceJ( f , g) = �, N( f ) is a triangle with
vertices (0, n), (0.0), (m, 0), wherem, n non-negative integers such that145

m+ n > 0. This shows that ifn ≥ m then the monomialxn
2 appears in

f + with a non-zero coefficient. But this is not possible, sincef + = xr
1G

with r > 0. Thus we haven < m. Therefore, sinceN( f ) is the triangle
(0, n), (0, 0), (m, 0), we getf + = �xm

1 . This is also not possible sincex1

does not divideG and degG > 0.

(I) ⇒ (IV). This follows from Theorem (10.2).

(IV) ⇒ (I). Assuming (IV), we prove (I) by induction on deg(f g).
SinceJ( f , g) = �, we havef < k, g < k. Therefore degf ≥ 1, degg ≥ 1
and deg(f g) ≥ 2. If deg(f g) = 2 then degf = 1 = degg and the
assertion is clear in this case. Now, letm= deg f, n = degg, and assume
thatm+ n ≥ 3. Without loss of generality, we may assume thatm ≥ n.
Then by (IV)n dividesm. Since deg(f g) ≥ 3 andJ( f , g) = �, we have
J( f +, g+) = 0 by Lemma (18.2). Therefore by Proposition (17.4) we
have f + = c(g+)m/n for somec ∈ k∗. Let h = f − cgm/n. Then degh <
deg f . Moreover, clearlyJ(h, g) = J( f , g) = �. Thereforek[h, g] = A
by induction hypothesis. Sincek[ f , g] = k[h, g], (I) is proved. �

(19.5) REMARK. In order to solve the Jacobian problem, we may as-
sume that the fieldk is algebraically closed. For, each of statements
(II), (III) and (IV) of Theorem (19.4) is unaltered if we replacek by its
algebraic closure.

(19.6) REMARK. In the next section we give yet another equivalent
formulation of the Jacobian problem in terms of a Newton-Puiseux ex-
pansion.
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20 Jacobian Problem Via Newton-Puiseux Expan-
sion

We preserve the notation of §15 and §16. In particular, we have char
k = 0. We assume, in addition, thatk is algebraically closed.

(20.1) Newton-Puiseux Expansion

Let f , g be elements ofA. Assume thatn = degx2
f > 0 and that146

f is monic in x2. By a construction analogous to the one used in §9,
we can expandg in fractional powers off −1 with coefficients in the
algebraic closure ofk(x1). Explicitly, let L be the algebraic closure of
k(x1) and letτ be an indeterminate. Letθ : L[x2] → L((τ)) be the
L-algebra monomorphism defined byθ(x2) = τ−1. It is then clear that
we have ordτ θ(F) = − degx2

F for everyF ∈ L[x2]. In particular, we
have ordτ θ( f ) = −n. By Corollary (5.4) there existst ∈ L((τ)) such
that ordτ(t) = 1 andθ( f ) = t−n. We then haveL((t)) = L((τ)) and
ordτ F = ordτ F for everyF ∈ L((t)). Let B = k[x1]. ThenB ⊂ L and
we haveA = B[x2]. Let

B((t)) =
{

∑

ai t
i ∈ L((t))

∣

∣

∣

∣

ai ∈ B ∀i
}

.

Then we have

(20.1.1) LEMMA

θ(A) ⊂ B((t)).

Proof. We have only to show thatθ(x2) = τ−1 belongs toB((t)). Since
f is monic inx2 with degx2

f = n, we can writef = xn
2 + f1 with f1 ∈ A

and degx2
f1 < n. Therefore we get

t−n
= θ( f ) = τ−n(1+ τp)

with p ∈ B[[τ]]. It follows that t = ζτ(1 + τq), whereζ ∈ µn(k) (= nth

roots of unity ink) and

q
∞
∑

i=1

(

s
i

)

τi−1pi ∈ B ∈ B[[τ]] .
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wheres = −1/n. Replacingt by ζ−1t, we may assume thatζ = 1. Let

τ =

∞
∑

i=1

ai t
i with ai ∈ L. Then we get 147

τ =

∞
∑

i=1

aiτ
i(1+ τq)i .

Now, we can write (1+ τq)i
= 1+ τqi with qi ∈ B[[τ]]. Let qi =

∞
∑

j=0

bi jτ
j

with bi j ∈ B. Then we get

(20.1.1.1) τ =

∞
∑

i=1

aiτ
i



















1+
∞
∑

j=0

bi jτ
j+1



















.

Comparing the coefficients ofτ, we geta1 = 1 ∈ B. Inductively, assume
thatai ∈ B for 1 ≤ i ≤ d − 1 for some integerd ≥ 2. Then, comparing
the coefficients ofτd in (20.1.1.1) we get 0= ad + c, where

c =
d−1
∑

i=1

aibi,d−1−i .

By induction hypothesisc ∈ B. Thereforead ∈ B. This proves that we
have

(20.1.1.2) τ = t(1+ tr.)

with r ∈ B[[ t]]. Therefore we get

τ−1
= t−1















1+
∞
∑

i=1

(−1)i tir i















.

which shows thatτ−1 ∈ B((t)). �

(20.1.2) COROLLARY

For any choice oft ∈ L((τ)) such thatθ( f ) = t−n, we haveτ = ζt(1+ tr.)
for somer ∈ B[[ t]] and someζ ∈ µn(k).
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Proof. Immediate from (20.1.1.2).
In view of Lemma (20.1.1), we can restrictθ to A to get aB-algebra

monomorphismθ : A→ B((t)) such thatθ( f ) = t−n and

(20.1.3) ordt θ(F) = − degx2
F

for everyF ∈ A. Let148

(20.1.4) θ(g) =
∑

j

g j t
j

with g j = g j(x1) ∈ B. We call (20.1.4) aNewcon-Puiseux expansion of
g in fractional powers of f−1. Note that for fixedx1, x2, f , g, (20.1.4)
depends on the choice of an elementt such thatθ( f ) = t−n. If t1, t2
are two such choices then we havet1 = ζt2 for someζ ∈ µn(k). Thus
there are atmostn distinct Newton-Puiseux expansions ofg in fractional
powers of f −1 and any two of them are conjugate to each other under
a B-automorphism ofB((t)) given by t 7→ ζt for someζ ∈ µn(k). In
particular, the condition (JC) in Definition (20.2) below depends only
on x = (x1, x2), f , g and does not depend upont. �

(20.2) DEFINITION. With the notation of (20.1), we say the pair (f , g)
satisfies condition(JC) (with respect to X)if the following holds:

(JC) g j ∈ k for every j≤ n− 2 anddegx1
gn−1 = 1.

(20.3) A DERIVATION OF L((t)).

Continuing with the notation of (20.1), putu1 = x1, u2 = f andu =
(u1, u2). Since degx2

f > 0, u is a transcendence base ofK = k(x1, x2)
over k. Therefore we havek-derivationsDu,1, uu,2 of K as defined in
(15.1). Letdi denote the unique extension ofDu,i to a k-derivation of
L(x2), i = 1, 2. Letδ : L((t))→ L((t)) be the map defined by

δ



















∑

j

a j t
i



















=

∑

j

d1(a j)t
j .

Thenδ is clearly ak((t))-derivation ofL((t)). We note thatδ(B((t))) ⊂
B((t)).



20. Jacobian Problem Via Newton-Puiseux Expansion 141

Moreover, denoting again byθ the extension ofθ to anL - monomor-149

phismL(x2)→ L((t)) of fields, we have

(20.3.1) LEMMA

δθ = θd1.

Proof. SinceL(x2) is separable algebraic overk(u1, u2), it is enough to
show thatδθ|k(u1, u2) = θd1|k(u1, u2). Therefore it is enough to check
thatδθ(ui ) = θd1(ui), i = 1, 2. Now,δθ(u1) = δθ(x1) = δ(x1) = δ(u1) =
1 andθd1(u1) = θ(1) = 1. Next, δθ(u2) = δθ( f ) = δ(t−n) = 0 and
θd1(u2) = θ(0) = 0. The lemma is proved. �

(20.4) THEOREM. Let f , g be elements of A. Assume that f is monic
in x2 and thatdegx2

f > 0. Then the following two conditions are equiv-
alent:

(i) J( f , g) = �.

(ii) ( f , g) satisfies(JC).

Proof. We use the notation of (20.1) and (20.3). LetDi = Dx.i , i = 1, 2,
wherex = (x1, x2). By the chain rule of derivation we have

J( f , g) = Ju( f , g)Jx(u1, u2)

= Ju( f , g)Jx(x1, f )

= det

(

0 1
d1(g) d2(g)

)

det

(

1 0
D1( f ) D2( f )

)

= −d1(g)D2( f ).

This gives
θ(d1(g))θ(D2( f )) = −θ(J( f , g)).

Therefore by Lemma (20.3.1) we getδ(θ(g))θ(D2( f )) = −θ(J( f , g)).
Using the expression (20.1.4) forθ(g) we get

(20.4.1)



















∑

j

d1(g j)t
i



















θ(D2( f )) = −θ(J( f , g)).
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Now, let n = degx2
f . Thenn ≥ 1. Since f is monic in x2, we 150

get D2( f ) = nxn−1
2 + f ′ with f ′ ∈ A and degx2

f ′ < n − 1. Therefore
θ(D2( f )) = nτ1−n

+ θ( f ′) with ordτ θ( f ′) > 1 − n. It therefore follows
from Corollary (20.1.2) thatθ(D2( f )) = �t1−n

+ e, wheree ∈ L((t)) and
ordt e > 1 − n. This shows that we haveθ(D2( f ))−1

= �tn−1
+ h with

h ∈ L((t)) and ordt h > n− 1. Therefore from (20.4.1) we get

(20.4.2)
∑

j

d1(g j)t
j
= −θ(J( f , g))(�tn−1

+ h).

Now, supposeJ( f , g) = �. Then we have
∑

j

d1(g j)t
j
= �(�tn−1

+ h).

This shows thatd1(g j) = 0 for j ≤ n−2 andd1(gn−1) = �, which clearly
implies that (f , g) satisfies condition (JC).

Conversely, suppose that (f , g) satisfies condition (JC). Then we
haved1(g j) = 0 for j ≤ n − 2 andd1(gn−1) = �. Therefore it follows
from (20.4.2) that we have

(20.4.3) �tn−1
+

∑

j≤n

d1(g j)t
j
= −θ(J( f , g))(�tn−1

+ h).

This shows that ordt θ(J( f , g)) = 0. Therefore by (20.1.3) we get degx2

J( f , g) = 0, which means thatJ( f , g) ∈ L. Put λ = J( f , g). Then
θ(λ) = λ. Therefore comparing the coefficients oftn−1 in (20.4.3) we
get� = −λ�, which shows thatλ = �, and the theorem is proved.�

(20.5) NOTATION. Let f , g be elements ofA. Assume thatn = degx2

f > 0 and thatf is monic in x2. Then with the notation of (20.1) we
have a commutative diagram

L[x2] θ // L((t))

A
?�

OO

θ // B((t))
?�

OO

whereθ is aB-algebra monomorphism such thatθ( f ) = t−n and151
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(20.5.1) ordt θ(F) = − degx2
F

for everyF ∈ A. Let
θ(g) =

∑

j

g j t
i

with g j = g j(x1) ∈ B. Assume that the pair( f , g) satisfies condition
(JC), i.e. assume that we have

(20.5.2)
g j ∈ k for every j ≤ n− 2,

degx1
gn−1 = 1.

Then by Theorem (20.4) we haveJ( f , g) = �. Let Φ̃ = Φ̃(X,Y) ∈
L((X))[Y] be the minimal monic polynomial ofθ(g) over L((tn)). (See
Definition (5.8).) Recall that̃Φ is the unique irreducible element of
L((X))[Y], monic in Y, such thatΦ̃(tn, θ(g)) = 0. PutΦ = Φ(X,Y) =
Φ̃(X−1,Y).

(20.5.3) LEMMA

(i) Φ is monic inY and degYΦ = n.

(ii) Φ ∈ B[X,Y].

(iii) Φ( f , g) = 0.

(iv) L[X,Y]/(Φ) is isomorphic (as anL-algebra) toL[ f , g].

Proof.

(i) By definition ofΦ,Φ is monic inY. By (20.5.2)n−1 ∈ Suppt θ(g).
Therefore

g.c.d. ({n} ∪ Suppt θ(g)) = 1.

Now it follows from Lemma (5.10) that degY Φ̃ = n. This proves 152

(i).

(ii) Let Ψ = Ψ(X,Y) ∈ B[X,Y] be the x2-resultant of (f − X,Y −
g). Since f is monic in x2, Ψ is monic in Y. Moreover, since
degx2

f = n, we have degYΨ = n. Put Ψ̃(X,Y) = Ψ(X−1,Y).
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We haveΨ( f , g) = 0. Therefore 0= θ(Ψ( f , g)) = Ψ(t−n, θ(g)) =
Ψ̃(tn, θ(g)). It now follows from (i) thatΦ̃ = Ψ̃. ThereforeΦ =
Ψ ∈ B[X,Y].

(iii) SinceΦ = Ψ as proved above, we haveΦ( f , g) = Ψ( f , g) = 0.

(iv) Let α : L[X,Y] → L[ f , g] be theL-algebra epimorphism defined
by α(X) = f , α(Y) = g. then (ii) and (iii)Φ ∈ kerα. SinceΦ
is irreducible inL((X−1))[Y] ⊃ L[X,Y] and is monic inY, Φ is
irreducible inL[X,Y]. Therefore kerα = (Φ), and (iv) is proved.

�

(20.5.4) A SPECIALIZATION.

Since degx1
gn−1 = 1 by (20.5.2), there existsc ∈ k such thatgn−1(x1) ,

gn−1(c) , 0. We choose such ac ∈ k and keep it fixed in the sequel. For
an elementF of A = B[x2] (resp.B((t)), B[X,Y], B[X−1,Y], . . .) we shall
denote byF the element ofk[x2] (resp.k((t)), k[X,Y], k[X−1,Y], . . .)

obtained fromF by puttingx1 = c. Letϕ = Φ̃, ϕ̃ = Φ̃.

(20.5.5) LEMMA

(i) ϕ ∈ k[X,Y], ϕ is monic inY and degY ϕ = n.

(ii) ϕ̃ ∈ k[X−1,Y] ϕ̃ is monic inY and degY ϕ̃ = n.

(iii) ϕ̃ is the minimal monic polynomial ofθ(g) =
∑

j
g jt

j overk((tn)).

(iv) ordt(θ(g) − θ(g)) = n− 1.

Proof.

(i) is immediate from Lemma (20.5.3).

(ii) This follows from (i), since ˜ϕ(X,Y) = ϕ(X−1,Y).
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(iii) Since Φ̃(tn, θ(g)) = 0, we have ˜ϕ(tn, θ(g)) = 0. Sincegn−1 , 0, we153

haven− 1 ∈ Suppt θ(g). Therefore the minimal monic polynomial
of θ(g) overk((tn)) hasY-degreen (Lemma (5.10)). Therefore by
(ii) ϕ̃ is the minimal monic polynomial ofθ(g) overk((tn)).

(iv) Sinceg j ∈ k for j ≤ n−2, we haveg j = g j for j ≤ n−2. Moreover,
we havegn−1 , gn−1. Therefore the assertion follows.

�

(20.5.6) Characteristic Sequences of( f , g).

(See § 6.) We defineh( f , g) = h(Φ̃) and we define thecharacteristic
sequencesof the pair (f , g) by

mi( f , g) = mi(−n, Φ̃),

qi( f , g) = qi(−n, Φ̃),

si( f , g) = si(−n, Φ̃),

r i( f , g) = r i(−n, Φ̃),

di+1( f , g) = di+1(Φ̃),

for 0 ≤ i ≤ h( f , g) + 1. (Note that these sequences depend not only on
f , g, but also onx = (x1, x2). However, the omission ofx in the notation
mi( f , g) etc. will cause no confusion.)

(20.5.7) LEMMA

We haveh(ϕ̃) = h( f , g) and

mi(−n, ϕ̃) = mi( f , g),

qi(−n, ϕ̃) = qi( f , g),

si(−n, ϕ̃) = si( f , g),

r i(−n, ϕ̃) = r i( f , g),

di+1(ϕ̃) = di+1( f , g)

for 0 ≤ i ≤ h(ϕ̃) + 1.
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Proof. Immediate, since g.c.d. (n, n−1) = 1, n−1 ∈ Suppt θ(g), n−1 ∈ 154

Suppt θ(g) and ordt(θ(g) − θ(g)) = n− 1 by Lemma (20.5.5). �

In the remainder of subsection (20.5) we fix the following notation:

h = h( f , g),

mi = mi( f , g),

qi = qi( f , g),

si = si( f , g),

r i = r i( f , g),

di+1 = di+1( f , g)

for 0 ≤ i ≤ h+ 1. Also, for 1≤ i ≤ h+ 1, let

ψ̃i =















Y, if i = 1,

Appdi
Y (ψ̃, if i ≥ 2

ψi =















Y, if i ≥ 1,

Appdi
Y (ϕ), if i ≥ 2,

ψ̃′ i =
∂ψ̃i
∂Y

,

ψ′i =
∂ψi

∂Y
.

(See § 4).

(20.5.8) LEMMA

We have:

(i) h ≥ 1.

(ii) m1 = − degx2
g ≤ 0.

(iii) mi < n− 1 for 1≤ i ≤ h− 1 andmh ≤ n− 1.

Proof. (i) This is clear, sinceθ(g) , 0.155
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(ii) Follows from (20.5.1) and the fact thatg , 0.

(iii) This is also clear, sincen−1 ∈ Suppt θ(g) and g.c.d. (n, n−1) = 1.
�

(20.5.9) LEMMA

For 1≤ i ≤ h+ 1, we have

(i) ψ̃i(X,Y) = ψi(X−1,Y),

(ii) ψ̃′i(X,Y) = ψ′i (X
−1,Y).

Proof. (i) Follows from Proposition (4.7).

(ii) Follows from (i)
�

(20.5.10) LEMMA

For F(X,Y) ∈ k[X,Y], we have degx2
F( f , g) = − ordt F(t−n, θ(g)).

Proof. This follows from 20.5.1, sinceθ(F( f , g)) = F(t−n, θ(g)). �

(20.5.11) LEMMA

For 1≤ e≤ h, we have degx2
ψe( f , g) = −re.

Proof. We haveψ1(X,Y) = Y. Therefore by Lemma (20.5.10) degx2
ψ1

( f , g) = − ordt θ(g) = −m1 = −r1. This proves the assertion fore = 1.
Assume now thate≥ 2. Sinceme ≤ n−1 by Lemma (20.5.8), it follows
from Lemma (20.5.5) (iv) that we have

θ(g) =
∑

j<me

g j t
j
+ gmet

me +

∑

j>me

g j t
j .

Therefore, sincegme , 0, it follows from Corollary (7.20) that
ordt ψ̃(tn, θ(g)) = re. Therefore by Lemma (20.5.9) we have ordt ψe(t−n,
θ(g)) = re. Now, the lemme follows from Lemma (20.5.10). �
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(20.5.12) LEMMA

For 1≤ e≤ h, we have degx2
ψ′e( f , g) = me− re.

Proof. Since ordt(θ(g) − θ(g)) = n − 1 ≥ me andme ∈ Suppt θ(g), it
follows from Proposition (13.7) that ordt ψ̃′e(t

n, θ(g)) = re −me. There-
fore by Lemmas (20.5.9) and (20.5.10) we get degx2

ψ′e( f , g) = − ordt

ψ′e(t
−n, θ(g)) = me− re. �

(20.6) DEFINITION. An element f of A is said to bex2 regular if156

f , 0 and degf = degx2
f .

Note thatf is x2-regular if and only ofx1 does not dividef + in A.
In Lemmas (20.7) - (20.9) below, we let the notation and assump-

tions be those (20.5). We assume, moreover, thatf ix x2-regular.

(20.7) LEMMA. Let e be an integer,2 ≤ e≤ h. Assume thatψi( f , g) is
related to f for every i,1 ≤ i ≤ e− 1. Let F = F(X,Y) be a non-zero
element of k[X,Y] with degY F < n/de. Then F(F, g) is related to f .

Proof. Let R = k[X]. Let p = e− 1 and letG = (G1, . . . ,Gp), where
Gi = ψi for 1 ≤ i ≤ p. ThenG satisfies conditions (i)-(iii) of (2.2) and,
with the notation of (2.2), we haveni(G) = di/di+1 for 1 ≤ i ≤ p−1. Let

A(G) =
{

a = (a1, . . . , ap) ∈ (Z+)p
∣

∣

∣

∣
ai < di/di+1 for 1 ≤ i ≤ p− 1

}

.

�

Then by Corollary (2.14) we have theG-adic expansion

(20.7.1) F =
∑

a∈A(G)

FaG
a

of F with fa = Fa(X) ∈ R for everya ∈ A(G). By Corollary (2.9) we
have

p
∑

i=1

ai degY Gi = degY Ga ≤ degY F < n/de = n/dp+1

for everya ∈ SuppG F. In particular, we have

apn/dp = ap degY Gp < n/dp+1.
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This gives

(20.7.2) ap < dp/dp+1

for everya ∈ SuppG(F). PuttingX = f , Y = g in (20.7.1), we get 157

(20.7.3) F( f , g) =
∑

a∈S

Fa( f )G( f , g)a,

whereS = SuppG(F). SinceGa( f ) ∈ k[ f ], we can rewrite (20.7.3) in
the form

F( f , g) =
∑

b∈B(H)

λbHb

with λb ∈ k for everyb, whereh = (h0, . . . , hp) with h0 = f . Hi =

Gi( f , g) for 1 ≤ i ≤ p, and where

B(H) =
{

b = (b0, . . . , bp) ∈ (Z+)p+1
∣

∣

∣

∣

bi < di/di+1 for 1 ≤ i ≤ p
}

.

Note that the conditionbp < dp/dp+1 for b ∈ B(H) is justified in
view of (20.7.2). Since degx2

Hi = −r i for 1 ≤ i ≤ p (Lemma (20.5.11))
and degx2

H0 = degx2
f = n = −r0, we have, for everyb ∈ (B(H)).

degx2
Hb
=

p
∑

i=0

bi(−r i ).

which is clearly a strict linear combination of (−r0, . . . ,−rp). (See § 1.)
Therefore ifb, b′ ∈ B(H), b , b′, then degx2

Hb
, degx2

Hb′ . It follows
that there exists a uniqueb ∈ B(H) such thatλb , 0 and

(20.7.4) degx2
F( f , g) = degx2

(λbHb) > degx2
(λb′H

b′)

for everyb′ ∈ B(H), b′ , b. Now, by assumption,Hi is related tof
for every i, 0 ≤ i ≤ p. In particular, sincef is x2-regular, so isHi for
every i, 0 ≤ i ≤ p. Therefore we have degx2

Hb′
= degHb′ for every

b′ ∈ B(H), and it follows from (20.7.4) that we have

F( f , g)+ = (λbHb).

Since eachHi is related tof , so isλbHb by Lemma (17.3). Thus 158

F( f , g) is related tof , and the lemma is proved.
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(20.8) LEMMA. Let e be an integer,2 ≤ e ≤ h. Assume thatψi( f , g)
is related to f for every i,1 ≤ i ≤ e− 1. Then f has only one point at
infinity or ψe( f , g) is x2-regular.

Proof. By the chain rule for differentiation we have

(20.8.1) J( f , ψe( f , g)) = ψ′e( f , g)J( f , g) = �ψ′e( f , g).

Now, if J( f +, ψe( f , g)+) = 0 then by Proposition (17.4)f andψe( f , g)
are related. Therefore in this case, sincef is x2-regular, so isψe( f , g).
Thus we may now assume thatJ( f +, ψe( f , g)+) , 0. Then by (20.8.1)
and Lemma (18.2) we have

(20.8.2) J( f +, ψe( f , g)+) = �ψ′e( f , g)+.

�

Since degYψ
′
e = degYψe − 1 < n/de, it follows from Lemma (20.7)

that ψ′e( f , g) is related to f . Therefore there exist non-negative inte-
gers p, q and a homogeneous elementH of A such thatf + = �Hp,
ψ′e( f , g)+ = �Hq. From (20.8.2) we getJ(Hq,G) = �Hq, where
G = ψe( f , g)+. This shows thatp − 1 ≤ q and J(H,G) = �Hr , where
r = q − p + 1. If r = 0 thenJ(H,G) = � and it follows from Lemma
(18.8) (i) thatH is linear inx1, x2, which shows thatf has only one point
at infinity. We may therefore assume thatr > 0. Then by Lemma (18.5)
Hr−1 dividesG. Let G = EHr−1 with E ∈ A. Then fromJ(H,G) =
�Hr we get J(H,E) = �H. Therefore by Lemma (18.10) we have
E = (a1x1+a2x2)(b1x1+b2x2) andH = �(a1x1+a2x2)i1(b1x1+b2x2)i2,
wherei1, i2 are non-negative integers,i1 + i2 > 0, anda1, a2, b1, b2 are159

elements ofk such thata1x1 + a2x2 andb1x1 + b2x2 are linearly inde-
pendent overk. If i1 = 0 or i2 = 0 thenH (and thereforef ) has only
one point at infinity. Assume therefore thati1 > 0, i2 > 0. Then, since
f (and thereforeH) is x2-regular, we havea2 , 0, b2 , 0. This implies
that E is x2-regular. ThereforeG = EHr−1 is x2-regular. This means
thatψe( f , g) is x2-regular.

(20.9) LEMMA. Let e be an integer,2 ≤ e ≤ h. Assume thatψi( f , g)
is related to f for every i,1 ≤ i ≤ e− 1. Assume also that me , n− 2.
Then f has only one point at infinity orψe( f , g) is related to f .
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Proof. If f has only one point at infinity, there is nothing to prove.
Therefore by Lemma (20.8) we may assume thatψe( f , g) is x2-regular.
By Proposition (17.4) we have to show thatJ( f +, ψe( f , g)+) = 0. Sup-
poseJ( f +, ψe( f , g)+) , 0. Then, since by (20.8.1) we have

J( f , ψe( f , g)) = �ψ′e( f , g)

we get

(20.9.1) degf + degψe( f , g) − 2 = degψ′e( f , g)

by Lemma (18.2). Since degYψ
′
e < n/de, ψ

′
e, ψ

′
e( f , g) is related tof by

Lemma (20.7). Therefore, sincef is x2-regular, so isψe( f , g). Also, by
assumption,ψe( f , g) is x2-regular. Therefore we have

degψe( f , g) = degx2
ψe( f , g) = −re

by Lemma (20.5.11) and

degψ′e( f , g) = degx2
ψ′e( f , g) = me− re

by Lemma (20.5.12). Therefore, since degf = n, (20.9.1) givesn− re− 160

2 = me − re, so thatme = n − 2, which is a contradiction. Therefore
J( f +, ψe( f , g)+) = 0, and the lemma is proved. �

(20.10) THEOREM (cf. Theorem (19.4)). The following three state-
ments are equivalent:

(I) If f , g ∈ A and J( f , g) = � then k[ f , g] = A.
(V) Let f , g∈ A. Assume thatdegx2

f > 0 and that f is x2-regular
and is monic in x2. If the pair ( f , g) satisfies condition (JC) then we
havedegx2

f = 1 or me( f , g) < degx2
f − 2 for every e,1 ≤ e≤ h( f , g).

(VI) Let f , g ∈ A be as in statement (V). If the pair( f , g) satisfies
(JC) then we havedegx2

f = 1 or me( f , g) , degx2
f − 2 for every e,

1 ≤ e≤ h( f , g).

Proof. Consider the statement
(II) If f , g ∈ A andJ( f , g) = � then f has only one point at infinity.
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By theorem (19.4) it is enough the implications

(I) ⇒ (V) ⇒ (VI) ⇒ (II) .

(I) ⇒ (V). Let f , g satisfy the hypothesis of (V). Then by Theorem
(20.4) we haveJ( f , g) = �. Therefore by (I) we havek[ f , g] = A. We
now use the notation of (20.5). From the equalityk[ f , g] = A we get
L[ f , g] = L[x2]. This means thatL[X,Y]/(Φ) is isomorphic toL[x2]
(Lemma (20.5.3)) (iv)). Now, by Lemma (20.5.8) we haveh ≥ 1. If h ≥
2 then it follows from Corollary (13.5) (v) thatme( f , g) = me(−n, Φ̃) <
n−2 for everye, 1 ≤ e≤ h, wheren = degx2

f . Suppose now thath = 1.
Let m1 = m1( f , g). Thenh = 1 implies that g.c.d. (n,m1) = 1. Suppose161

m1 ≥ n− 2. Thenn−m1 ≤ 2. Sincem1 ≤ 0 by Lemma (20.5.8), we get
n ≤ 2. If n = 2 then we must havem1 = 0. This is not possible, since
g.c.d. (n,m1) = 1. Thereforen = 1, and (V) is proved.

(V) ⇒ (VI). Trivial.

(VI) ⇒ (II). Let f , gbe elements ofA such thatJ( f , g) = �. We have
to show thatf has only one point at infinity. To do this we may replace
x1, x2 by any basis of thek-vector spacekx1 ⊕ kx2. We may therefore
assume, without loss of generality, thatx1 does not dividef +, i.e., f is
x2-regular. Then, in particular, degx2

f > 0. Moreover, replacingf by
� f for suitable�, we may assume thatf is monic inx2. By Theorem
(20.4), sinceJ( f , g) = �, the pair (f , g) satisfies condition (JC). Letn =
degx2

f = deg f . If n = 1 then, clearly,f has only one point at infinity.
Assume therefore thatn > 1. Then by (VI) we haveme( f , g) , n− 2 for
everye, 1 ≤ e≤ h, whereh = h( f , g). Since degf > 1 andJ( f , g) = �,
it follows from Lemma (18.2) thatJ( f +, g+) = 0. Let us now use the
notation of (20.5). SinceJ( f +, g+) = 0, it follows from Proposition
(17.4) that f andg = ψ1( f , g) are related. Now, sinceme( f , g) , n − 2
for everye, 1 ≤ e ≤ h, it follows from Lemma (20.9) by induction one
that f has only one point at infinity orf is related toψe( f , g) for every,e,
1 ≤ e≤ h. If f has only one point a infinity then we have nothing more
to prove. We may therefore assume thatf is related toψe( f , g) for every
e, 1 ≤ e ≤ h. In particular, sincef is x2-regular, so isψe( f , g) for every
e. Therefore, for 1≤ e≤ h, we have degψe( f , g) = degx2

ψe( f , g) = −re
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by Lemma (20.5.11). Therefore since degf = n = −r0 and since

g.c.d. (f0, . . . , rh) = dh+1 = 1,

it follows from Corollary (17.5) that there exists a homogeneous element 162

H of A of degree 1 such thatf + = �Hn. This means thatf has only one
point at infinity. �

21 Solution in the Galois Case

In this section we show that the answer to the Jacobian problem is in
the affirmative in casek(x1, x2)/k( f , g) is a Galois extension (Theorem
(21.11)).

We preserve the notation of § 15 and § 16. In addition, we fix the
following notation: Let f , g be elements ofA = k[x1, x2] such that
J( f , g) = �. Put B = k[ f , g] and L = k( f , g). Recall that we have
k = k(x1, x2) and that chark = 0.

(21.1) Definition and Notation.

As in § 11, by avaluationwe shall mean a real discrete valuation. LetΩ
be a field of characteristic zero andE. F be over fields ofΩ such thatE
is a finite field extension ofF. Letvbe a valuation ofE/Ω and letV = Rv

be the discrete valuation ring ofE/Ω associated tov. LetW = V∩F. We
sayV lies over(or is anextensionof) W. We denote byeV|W (or simply,
eV) the ramification indexof V over W, i.e., eV = v(z), wherez is a
uniformizing parameter forW. We sayV is ramified(resp.unramified)
in the extensionE/F if Ev > 1 (resp.eV = 1). We sayW is ramifiedin
E/F if there exists an extensionV of W to E such thatV is ramified in
E/F.

In our proof of Theorem (21.11) we shall need the following well-
known formula:

(21.2) Lemma (Hurwitz Formula).

LetΩ be an algebraically closed field of characteristic zero and let E, F
be function fields of one variable overΩ such thatE is a finite extension 163
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of F. Let n = [F : F] and let gE (resp.gF) be the genus ofE/Ω
(resp.F/Ω). Then we have

2gE − 2 = (2gF − 2)n+
∑

V

(eV − 1),

where the summation is over all discrete valuation ringsV of E/Ω and
eV = eV|V∩F.

For a proof of this lemma see, for instance, [4].

(21.3) COROLLARY. With the notation of Lemma (21.2) suppose that
gF = 0 and that there exists atmost one discrete valuation ring ofF/Ω
ramified inE/F. ThenE = F.

Proof. By Lemma (21.2) we have

2gE − 2 = −2n+
∑

V

(eV − 1).

By assumption, all thoseV for which eV > 1 lie over the same discrete
valuation ring ofF. Therefore we have

∑

V

(eV − 1) ≤ n− 1 and we get

2gE − 2 ≤ −n− 1, so thatn ≤ 1− 2gE ≤ 1. �

(21.4) LEMMA. K/L is a finite (separable) extension.

Proof. SinceK is finitely generated overL, we have only to show that
K has no non-trivialL-derivations. Letd be anL-derivation ofK. Then
we have

0 = d( f ) = D1( f )d(x1) + D2( f )d(x2),

0 = d(g) = D1(g)d(x1) + D2(g)d(x2).

SinceJ( f , g) , 0, we getd(x1) = 0 = d(x2). Therefored = 0. �

(21.5) COROLLARY. f andg are algebraically independent overk and164

B is the polynomial ring in two variablesf andg overk.

(21.6) LEMMA. Let J be a prime ideal of A of height one. Then
ht(J ∩ B) = 1. (Here ht denotes “height”.)
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Proof. Let k be the algebraic closure ofk and letA = k[x1, x2], B =
k[ f , g]. SinceA is integral overA, there exists a prime idealJ of A
such thatJ ∩ A =J . Moreover,htJ = 1. sinceB is integral overB,
we haveht(J ∩ B) = ht(J ∩ B). We may therefore assume thatk = k.
SinceK/L is algebraic (Lemma (21.4)) we haveJ ∩ B , 0. Suppose
ht(J ∩ B) > 1. ThenJ ∩ B = ( f − a)B+ (g− b)B for somea, b ∈ k.
We haveJ = pA for somep ∈ A. Sincep divides f − a andg− b in A,
p dividesJ( f − a, g− b) = J( f , g) = � in A. This is a contradiction. �

(21.7) Proposition (Birational Case)

If L = K thenB = A.

Proof. Let Q be any prime ideal ofB of height one. ThenQ = qB for
someq ∈ B. Sinceq < k, q is a non-unit inA. Therefore there exists a
prime idealJ of A of height one such thatq ∈ J . Then by Lemma
(21.6) we haveJ ∩ B = Q. ThereforeBQ ⊂ AJ . Now, bothBQ and
AJ are discrete valuation rings of the same fieldK. Therefore we have
BQ = AJ , so thatA ⊂ BQ. Thus

a ⊂
⋂

htQ=1

BQ = B.

�

(21.8) DEFINITION. Let J be a prime ideal ofA of height one. We
sayJ is unramified Bif the discrete valuation ringAJ is unramified
in the extensionK/L (Definition (21.1)).

Note thatJ is unramified overB if and only if J ∩ B 1J 2.

(21.9) LEMMA. Every prime ideal of A of height one is unramified165

over B.

Proof. Let J be a prime ideal ofA of height one and letQ =J ∩ B.
We have to show thatQ 1 J 2. Let J = pA, Q = qB with p ∈ A,
q ∈ B. Sinceq < gk, we have

(21.9.1) (∂q/∂ f )B+ (∂q/∂g)B 1 qB.
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Now, we have

Di(q) = (∂q/∂ f )Di( f ) + (∂q/∂g)Di(g)

for i = 1, 2. Therefore sinceJ( f , g) = �, we get

(21.9.2) (∂q/∂ f )A+ (∂q/∂g)A ⊂ D1(q)A+ D2(q)A.

Now, supposeq ∈ p2A. thenDi(q) ∈ pA, i = 1, 2. Therefore by (21.9.2)
we have

(∂q/∂ f )B+ (∂q/∂g)B ⊂ pA∩ B = qB,

which contradicts (21.9.1) �

(21.10) LEMMA. Let u1, u2 be elements of K such that K/k(u1, u2)
is a finite extension. Then there exists a∈ K such that k(u1 + au2) is
algebraically closed in K.

Proof. For a subfieldF of K let F denote its algebraic closure inK.
Consider the family

{

k(u1 + au2)(u2)
∣

∣

∣

∣

a ∈ k
}

of subfields ofK containingk(u1, u2). Since there are only finitely many
fields betweenk(u1, u2) and K (and sincek is infinite), there exista1,
a2 ∈ k, a1 , a2, such thatk(v1)(u2) = k(v2)(u2), wherev1 = u1 + a1u2,166

v2 = u1+a2u2. Sinceu2 ∈ k(v1, v2), we getk(v1) ⊂ k(v2)(u2) ⊂ k(v2)(v1)
and k(v2) ⊂ k(v1)(u2) ⊂ k(v1)(v2). Therefore we havek(v1)(v2) =
kk(v2)(v1). Sincek(v2) ⊂ K = k(x1, x2), k is algebraically closed in
k(v2). Therefore, sinceu1, u2 and hencev1, v2 are algebraically inde-
pendent overk, k(v1) is algebraically closed ink(v2)(v1) = k(v1) (v2).
This means thatk(v1) = k(v1). �

(21.11) THEOREM. If K/L is a Galois extension then B= A.

Proof. In view of Proposition (21.7), we have only to show thatL = K.
Replacing f by f + ag for somea ∈ k, we may assume thatk( f ) is
algebraically closed inK(Lemma (21.10)). Then, denoting byΩ the
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algebraic closure ofk( f ), we see thatΩ andK are linearly disjoint over
k( f ). It follows thatΩ(g) and K are linearly disjoint overL, so that
L = Ω(g)∩K, the intersection being taken inΩK. Therefore, puttingE =
ΩK, F = Ω(g), it is enough to show thatE = F. SupposeE , F. Then it
follows from Corollary (21.3) that at least two (discrete) valuation rings
of F/Ω are ramified inE/F. Since the (g−1)-adic valuation ring is the
only valuation ring ofF/Ω not containingΩ[g], there exists a valuation
ring W′ of F/Ω such thatW′ ⊃ Ω[g] and W′ is ramified inE/F. Let
W =W′∩L. ThenW is a discrete valuation ring ofL containingk( f )[g]
and is ramified inK/L. SinceK/L is Galois, the extensions ofW to K
are ramified overL. Now, sinceW ⊃ k( f )[g], W = B for some prime
ideal of B of height one. Let = qB with q ∈ B. thenq is a non-
unit in A. Therefore there exists a prime idealJ of A of height one
such thatq ∈ J . By Lemma (21.6) we haveJ ∩ B = . Therefore
W = B = AJ ∩ L. ThusJ is ramified overB. This is a contradiction 167

by Lemma (21.9). �

(21.12) REMARK. The above proof shows, in fact, that there cannot
exist a proper Galois extension ofL contained inK.
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