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Introduction

In recent years, the theory of torus embeddings has been finding many
applications. The point of the theory lies in its ability of translating
meaningful algebra-geometric and analytic phenomena intovery simple
statements about the combinatorics of cones in affine space over the
reals.

In different terminology, it was first introduced by Demazure [8] and
then by Mumford et al. [63], Satake [57] and Miyake-Oda [40].There
is already a good and concise account on it in [63]. Nevertheless, we
produce here another. For one thing, we wanted to supply the details of
the partial classification of complete non-singular 3-dimensional torus
embeddings announced in [40].

Besides, we wanted to make the theory, in its most general form, ac-
cessible to non-algebraic geometers in view of its possibleapplications
in other branches of mathematics. We can state at least the main re-
sults without using algebraic geometry, although for the proof we cannot
avoid using it. This was made possible by the following down-to-earth
description due to Ramanan of normal affine torus embeddings over a
field k of finite type as the set of unitary semigroup homomorphisms

U(σ) = Homunit.semigr.(σ̌ ∩ M, k),

where (i)N � Zr andσ is a convex rational polyhedral cone inNR � Rr

with σ ∩ (−σ) = {0}, (ii ) for the dualZ-moduleM of N,

σ̌ ∩ M = {m∈ M : 〈m, y〉 ≥ 0 for all y ∈ σ}

is a finitely generated additive semigroup and (iii ) k is considered to be
a semigroup under themultiplication.

v



vi 0. Introduction

When we have a suitable collection△ of such cones, anr.p.p. de-
composition, thenU(σ)′scan be canonically patched together to form a
normal and separated algebraic variety overk locally of finite type

TN emb(△)

which has an effective action of the algebraic torus

TN = N ⊗Z k∗ = Homgr(M, k
∗) = k∗ × . . . × k∗

with a dense orbit. Such a variety is called atorus embedding, since it
is a partial compactification ofTN. Conversely, we get all normal torus
embeddings in this way (Theorem 4.1). Important Algebre-geometric
phenomena can most often be described purely in terms of△ (Theorems
4.2, 4.3, 4.4 and Corollary 4.5).

We may say that△ contains all the relevant information, in a unified
and globalized way, about the “exponents of monomials” necessary to
describe such varieties. When an algebraic variety or a morphism can be
described solely in terms of monomials, then there is a good chance that
it can most effectively be described in terms of torus embeddings. For
instance, a normal irreducible affine algebraic varietyV ⊂ Ar defined
by equation of the form

Xa1
1 Xa2

2 . . .Xar
r = Xb1

1 Xb2
2 . . .Xbr

r

can be expressed asU(σ) for someσ. (cf. (7.9))
We try to avoid overlaps with Demazure [8] and Mumford et al. [63]

as much as possible. For later convenience for reference, wecollect to-
gether in§. 4 the first main theorem in their most general form and leave
their proof to§. 5. Various standard examples are collected together in
§. 7.

In §. 6, we deal with torus embedding which can be embedded into
projectives spaces. The results are slightly more general than those in
[8] but less so than those in [63].
§. 8 and§. 9 are devoted to the classification of complete non-

singular torus embeddings. We are reduced to the classification of cer-
tain weighted circular graphs and that of weighted triangulations of the
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2-sphere. As by-products, we obtain many interesting complete non-
singular rational three folds. (cf. Prop. 9.4) Besides, we see that torus
embeddings provides us with a good testing ground for important con-
jectures on birational geometry in higher dimension.

There are many basic results we left out : For the cohomology of
equi variant coherent sheaves on torus embeddings as well asthe de-
scription of the automorphism groups of torus embeddings, we refer the
reader to Demazure [8].

Mumford et al. [63] generalizes the notion of torus embedding to
that of toroidal embeddingsand proves very importantsemi-stable re-
duction theorem. Torus embeddings have also been used effectively
in the compactification problem of the moduli spaces by Satake [57],
Hirzebruch [19], Mumford et al.[61], Namikawa [46], Nakamura [44],
Rapoport [54], Oda-Seshadri [49] and Ishida [26].

Here we deal with more elementary but illustrative applications in
Chapter 2.

When the ground fieldk is the fieldC of complex numbers or one
with anon-archimedeanrank one valuation, thenU(σ) = Homunit.semigr.

(σ̌ ∩ M, k), henceTN emb(△), has the topology induced from that ofk
by the valuation. LetCTN be the maximal compact torus ofTN in this
topology. Then we can usually draw the picture of the quotient of a
torus embeddingTN emb(△) by CTN and get better geometric insight.
The quotient was introduced by Mumford et al. [61]. We call itthe
manifold with cornersafter Borel-Serre [4] and denote it by

Mc(N,△) = TN emb(△)/CTN.

Using this we will be able to visualize the construction and degen-
erations of complex tori, Hopf surfaces and other classVII0 surfaces
introduced by Inoue. (cf.§. 11,§. 13,§. 14 and§. 15). Using Suwa’s
classification of hyper elliptic surfaces om [60], Tsuchihashi [62] were
able to describe their degenerations and the compactification of the mod-
uli space in terms of torus embeddings.

There are many recent results on the actions of algebraic andan-
alytic groups other than algebraic tori on algebraic varieties and com-
plex manifolds. See, for instance, Akao [1], Popov [52], [53], Orlik-
Wagreich [50] and Ishida [25].
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Complete non-singular 2-dimensional torus embeddings over C give
rise to rational compactifications ofC2 and (C∗)2. Compactifications of
C2 were shown to be always rational by Kodaira [31] and were classified
by Morrow [37]. There are, however, many non-rational, evennon-
algebraic, compactifications of (C∗)2. They were recently classified by
simha [58] and Ueda [64].

These notes are based on a joint work withK. Miyake of Nagoya
University and grew out of the lectures which the author gaveat Tata In-
stitute of Fundamental Research, University of Paris-Sud,Orsay,
Nagoya University, Tohoku University, Instituto Jorge Juan, Harvard
University and various other places. He would like to thank the mathe-
maticians at these institutions for the hospitality and thepatience shown
to him. The notes taken by K.Makio at Tohoku University was very
helpful.1

Recall that for a connected locally noetherian schemeX, its du-
alizing complex RX is determined uniquely up to quasi-isomorphism,
dimension shift and the tensor product of invertible 0X-modules. (cf.
Hartshorne, Residue and duality, Lecture Notes in Math. 20,Springer-
Verlag, 1966).

Let T = TN be an algebraic torus and consider the normal torus em-
bedding Temb(△) corresponding to an r.p.p.decomposition (N,△). Let
us fix an orientation for each coneσ ∈ △ and define, in case dimτ −
dimσ = 1, the incidence number [σ : τ] = 0, 1 or−1 in an appropriate
manner so that we have a complex

C(△,Z) = (. . .→ 0→ C0 d→ C1→ . . .→ Crank N → 0→ . . .)

whereC j is the freeZ-module generated by the set ofj-dimensional
cones in△ and where

d(σ) =
∑

dim τ−dimσ=1

[σ : τ](τ).

1After these notes were written, M.Ishida of Tohoku University obtained the fol-
lowing seemingly definitive result on the Cohen-Macaulay and Gorenstein properties in
relation to torus embeddings.
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Let X be a T-invariant closed connected reduced subschemeof
Temb(△) and consider the complexRX of 0X-modules defined by

Rj
X = ⊕ 0Y

where the direct sum is taken over all the T-invariant closedirreducible
subvarieties ofX which is of codimensionj in Temb(△) and whereδ :
Rj

X → Rj+1
X is defined as follows :X =

⋃
σ∈∑

orb(σ) for a star closed

subset
∑
= {σ ∈ △; orb(σ) ⊂ X}. WhenY = orb(σ), then for fσ ∈ 0Y,

δ( fσ) =
∑

[σ : τ](the restriction offσ to orb(τ))

with the sum taken overτ ∈ △ with dimτ − dimσ = 1.

Theorem 0.1((Ishida)). If X is a T-invariant closed connected reduced
subscheme of a normal torus embedding Temb(△), then RX defined above
is the dualizing complex for X.

For ρ ∈ E, let
∑
ρ = {σ ∈

∑
;σ < ρ} and consider the complex of

k-modulesC(
∑
ρ, k) with the coboundary map induced byd.

Corollary 1 ((Ishida)). Let X be as above. Then X is Cohen-Macaulay
if and only if there existsℓ such that for anyρ ∈

∑
, we have

H j(
∑

ρ

, k) = 0 for j , ℓ

We immediately see that Tamb(δ) itself is Chohen-Maculay (cf. Re-
mark after our Prop. 6.6 and Hochster [20]). On the other hand, if
Temb(△) = Ar is the affine space, we get the results in Reisner (Cohen-
Macaulay quotients of polynomial rings, Advances in Math. 21(1976),
30-43) and Hochster (Cohen-Macaulay rings, combinatoricsand sim-
plicial complexes, inRing Theory II, Lecture Notes in Pure and App.
Math. 26(1977). Dekker, pp. 171-223).

In a special case, the complexRX. already appears in [44].

Tadao Oda
Mathematical Institute

Tohoku University
Sendai, 980 Japan
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Chapter 1

Torus embeddings

For simplicity, we work over an algebraically closed fieldk of arbi- 1

trary characteristic. Allk-algebras are commutative with unity and all
k-algebra homomorphisms preserve unity. Although rather unconven-
tional, we mean by an algebraic variety a reduced, irreducible and sepa-
rated scheme overk which is onlylocally of finite type, i.e. possibly an
infinite union of open subsets which are usual affine varieties of finite
type.

1 Algebraic tori

In this section, we recall basic facts about algebraic tori which we use
later.

We denote byk∗ the multiplicative group of non-zero elements ofk
considered as analgebraic groupover k. It is usually denoted byGm

and is the affine algebraic group Spec(k[t, t−1]) endowed with the co-
multiplication t 7−→ t ⊗ t on the coordinate ring. It is more convenient
to consider it as a group functor which assigns to ak-algebraB its mul-
tiplicative groupB∗ of units.

An algebraic torusover k is an algebraic groupT isomorphic to a
finite direct productk∗ × · · · × k∗.

Mutually dual freeZ-modulesM andN with the pairing〈, 〉 : M ×

1



2 1. Torus embeddings

N → Z give rise to an algebraic torus

T = Homgr(M, k
∗) = N ⊗Z k∗.

Conversely, an algebraic torusT gives rise to the character group2

M = Homalg.gr(T, k
∗)

and the group of 1-parameter subgroups

N = Homalg.gr(k
∗,T),

both written additively, together with the duality pairing

〈 , 〉 : M × N → Homalg.gr(k
∗, k∗) = Z.

For m in M, we denote bye(m) : T → k∗ the corresponding charac-
ter. The coordinate ringp(0T ) is the group algebra ofM over k with
{e(m); m ∈ M} forming ak-basis and withe(m+ m′) = e(m)e(m′). For
n in N, the corresponding 1-parameter subgroup sendst in k∗ to the
elementt〈?,n〉 of T = Homgr(M, k∗) which mapsm in M to t〈m,n〉 in k∗.

A homomorphismf : T → T′ of algebraic tori correspond in one-
to-one fashion with a homomorphismf∗ : N → N′ and a homomor-
phism f ∗ : M′ → M, whereN′ andM′ are, respectively, the group of
1-parameter subgroups and character group ofT′. The following fact
is quite relevant to us later:f is surjective if and only iff∗ has finite
cokernel (resp.f ∗ is injective).

The main reason why things work out so well later is that algebraic
tori are the only algebraic groups which, besides being connected and
commutative, satisfy the following basic complete reducibility property:

Theorem.Every algebraic representation of an algebraic torus is com-3

pletely reducible, and is in fact a direct sum of one dimensional repre-
sentations, i.e. characters.

For the proof of this theorem as well as other basic facts about alge-
braic groups, we refer the reader to Borel [3].
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2 Torus embeddings and Summaries theorem

An algebraic action of an algebraic torusT on an algebraic varietyX
is a morphismT × X → X satisfying the usual axioms (tt′)x = t(t′x)
and ex = x for t, t′ ∈ T, x ∈ X and e = (the identity ofT). When
algebraic toriT andT′ act on algebraic varietiesX andX′, respectively,
anequivariant morphismconsists of a homomorphismf : T → T′ and
a morphismf̄ : X→ X′ such thatf̄ (tx) = f (t) f̄ (x) for t ∈ T andx ∈ X.

Here is one of the basic results about torus actions:

Theorem (Sumihiro). If an algebraic torus T acts algebraically on a
normalalgebraic variety over klocally of finite type, then X is covered
by T-stableaffineopen subsets of finite type.

We do not repeat the proof here and refer the reader to [59] or [63,
I.2, Thm.5]. Note that since Pic(G) is finite by [55, Cor. VII 1.6], the ar-
gument in [63] can be modified to cover the general case in [59]. Ishida
pointed out that if an algebraic groupG acts onX locally of finite type,
thenX is covered byG-stable open sets of finite type to which [59] ap-4
plies.

Remark. As was pointed out by H.Matsumura, the assertion of the the-
orem is not true unlessX is normal. Indeed,T = k∗ acts on the rational
curveX with a node obtained by identifying the zero and the point at
infinity of the projective lineP1. The node does not have anyT-stable
affine open neighborhood. Whenk = C,C∗ actsanalyticallyon an ellip-
tic curveE, which is the quotient ofC∗ by an infinite cyclic subgroup.
Obviously, there is noC∗-stable open neighborhood. (cf.§. 11).

When an algebraic torusT acts onX, not much is lost, even if we
assume the action to be (even scheme-theoretically)effective. Indeed,
sinceT is commutative, we can replaceT by its quotient torus by the
kernel of the canonical homomorphism fromT to the automorphism
group functorAut(X). In these notes, we are interested in almost ho-
mogeneous (or sometimes called pre-homogeneous) algebraic torus ac-
tions on irreducible algebraic varieties, i.e. those whichhave a dense
orbit. The dense orbit is necessarily Zariski open, and is isomorphic to
T when the action is effective. Thus we are led to the following:
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Definition. A torus embedding T⊂ X consists of an algebraic varietyX
containingT as a Zariski open dense subset and an algebraic action of
T on X which extends the group law ofT, i.e. we have a commutative
diagram

T × X //

⋃
X
⋃

T × T // T.

An equivariant dominant morphism from a torus embeddingT ⊂ X5

to anotherT′ ⊂ X′ is a dominant morphism (i.e. with dense image)
f : X → X′ whose restriction toT induces asurjectivehomomorphism
f |T : T → T′ and which is equivariant with respect to the actions, i.e.
the following diagram is commutative:

T × X //

( f |T)× f
��

X

f
��

T′ × X′ // X′

Thus we have the category of torus embeddings.
Although dominant morphisms look too restrictive, those are the

only equivariant morphisms which can be described in terms of r.p.p.
decompositions.

We will give typical examples of torus embeddings in§. 7.

3 Rational partial polyhedral decompositions

We denote byZ,Q andR the set of integers, rational numbers and real
numbers, respectively.Z0,Q0 andR0 are the sets ofnon-negativeele-
ments in them, respectively.

For a freeZ-moduleN � Zr of rank r, let M = HomZ(N,Z) be its
dualZ-module with the canonical pairing〈 , 〉 : M ×N→ Z. We denote
their scalar extensions toR by NR = R⊗ZN, MR and〈 , 〉 : MR×NR → R.

Definition. A subsetσ ⊂ NR is called a strongly convex rational poly-
hedral cone with apex 0 (or simply aconelater) if σ ∩ (−σ) = {0} and
there existn1, . . . , ns in N such that
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σ = R◦n1 + · · · + R◦n1 = { a1n1 + · · · + asns; a1, . . . , as ∈ R◦}.

n1, . . . , ns, under the condition that they are irrredundant with eachn1 a 6

primitive element ofN), are uniquely determined byσ and are called the
fundamental generatorsof σ. dimσ is the dimension of theR-vector
subspaceσ + (−σ) in NR generated byσ.

When rankN = 3, the following are example of cones.

0 0 0 0

Definition. Let σ be a cone inNR. A subsetσ′ of σ is a faceof σ, and
denotedσ′ < σ, if there existsm in M such that〈m, y〉 ≥ 0 for all y ∈ σ
and

σ′ = {y ∈ σ; 〈m, y〉 = 0} = σ ∩m⊥.

Here are examples when rankN = 2.

0

Definition. A rational partial polyhedral decomposition(r.p.p. decom- 7

position, for short) is a pair (N,∆) consisting of a freeZmoduleN of fi-
nite rank and a collection∆ of cones inNR such that (i) if ∆ ∋ σ,σ > τ,
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thenτ ∈ ∆ and (ii ) if σ andτ belong to∆, then the intersectionσ ∩ τ
is a face ofσ as well as ofτ.(N,∆) is called afinite rational partial
polyhedral decomposition(f. r. p. p. decomposition for short ) if∆ is
finite.

The relative interiors ofσ ∈ ∆ are disjoint and fill a part ofNR.
When rankN = 2,∆ looks like this:

0

Definition. A maph : (N,∆) → (N′,∆′) between r.p.p. decompositions
is aZ- homomorphismh : N → N′ with finite cokernel such that for
eachσ ∈ ∆, there existsσ′ ∈ ∆′ with the scalar extensionh : NR → NR′
satisfyingh(σ) ⊂ σ′. Thus we have the category of r.p.p. decomposi-
tions.

Definition. A coneσ in NR is called simplicial if its fundamental gen-
eratorsn1, . . . , ns areR- linearly independent.σ is called non- singular
if its fundamental generators form a part of aZ-basis ifN.

Given a strongly convex rational polyhedral coneσ in NR, we denote8

by σ̌ its dual inMR

σ̌ =
{

x ∈ MR; 〈x, y〉 ≥ for ally ∈ σ
}
,

whereM = N∗ is the dual ofN. σ̌ can be written as the set ofR◦-linear
combinations of a finite number of elements ofM and is a convex ratio-
nal polyhedral cone, although it no longer satisfies the strong convexity
σ̌+ (−σ̌) =

{
0
}
. Instead, it satisfies ˇσ+ (−σ̌)MR. For the general theory
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convex polyhedral cones, we refer the reader for instance toGrünbaum
[13] and Rockafellar [56].

For a subsetτ of σ, we denote

τ⊥ =
{

x ∈ MR; 〈x, y〉 = 0 for all y ∈ τ
}
.

Theny ∈ σ is in relative interior ofσ if and only if σ̌ ∩ y⊥ = σ⊥, i.e for
all x ∈ σ̌ not inσ⊥, we have〈x, y〉 > 0

The following propositions will be useful later.

Proposition 3.1. Letσ be a cone in NR andσ̌ be its dual in MR. Then
the map

τ 7−→ σ̌ ∩ τ⊥

is na order reversing bijection
{

faces ofσ
} ∼−→

{
faces ofσ̌

}
.

Proof. By definition, a face of ˇσ is of the formσ̌ ∩ y⊥ for y ∈ σ. y
belongs to the relative interior of a faceτ of σ if and only if τ̌∩ y⊥ = τ⊥

, i.e. σ̌ ∩ τ⊥. �

Proposition 3.2. Letσ be a come in NR andτ a face ofσ. Then there 9

exists x∈ σ̌ ∩ τ⊥ such that

τ̌ = σ̌ + τ⊥ = τ̌ + R◦(−x).

Proof. Sinceτ is a face ofσ, there existsx ∈ σ̌ such thatτ = σ ∩ x⊥.
We have inclusions ˇτ ⊃ σ̌+τ⊥ ⊃ σ̌+R◦(−x) of convex polyhedral cones
in MR. The dualτ of the first and the dualσ ∩R◦(−x)∨ = σ ∩ x⊥ of the
third coincide, and we are done. �

Proposition 3.3. The correspondence

σ 7−→ σ̌ ∩ M

establishes a bijection between the set of strongly convex rational poly-
hedral cones in NR and the set of subsemigroups S of M which satisfy
the following properties:
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(1) S ∈ 0 and is finitely generated as a semigroup.

(2) S generates M as a group.

(3) S is saturated, i.e. S contains m∈ M if there exists a positive
integer a such that am∈ S .

Proof. σ̌ ∩ M obviously contains 0 and is a saturated subsemigroup.
Sinceσ ∩ (−σ) = {0} by definition, we have ˇσ + ˇ(−σ) = MR, hence
(ii ). The finite generation of ˇσ ∩ M as a semigroup is what is known as
Gordan’s lemma and can be proved as follows : We may assume that σ̌
is of the formR◦m1 + · · · + R◦ms for R-linearly independent elements
m1, . . . ,mS ∈ M, since general ˇσ is a finite union of convex cones of
this form by Carathoeodry’s theorem (see for instance Grünbaum [13]).
Let M′ = M ∩ (Qm1 + · · · + QmS). Thenσ̌ ∩ M = σ̌ ∩ M′ andM′′ =10

Zm1 + · · · + Zms, is a submodule of finite index inM′. Sinceσ̌ ∩ M′ =
Z◦m1 + · · · + Z◦ms, we are done. Conversely, letS satisfy (i), (ii) and
(iii). By (i), there exist elementsm1, . . . ,ms ∈ M such thatZ◦m1 + · · · +
Z◦mS. Thenσ̌ = R◦m1 + · · · + R◦ms is a convex rational polyhedral
cone inMR satisfyingσ̌ + (−σ̌) = MR. Henceσ̌ = ˇ̌σ is a strongly
convex rational polyhedral cone. It remains to show thatS = σ̌ ∩ M.
Again by Caratheodory’s theorem, and element in ˇσ ∩ M is aQ◦ linear
combinations ofm1, . . . ,ms. Thus a positive integral multiple of it is
contained isS. Hence we are done by (iii). �

4 First main theorems

For later convenience, we state the first main theorems relating torus
embeddings and r.p.p. decompositions in this section, and leave their
proofs of§. 5.

The following theorem is slightly more general than those inDe-
mazure [8,§. 4], Mumford et al.[63, I.2, Thm.6] and Miyake-Oda [40].
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Theorem 4.1. Given k, there exists an equivalence of categories

{
r.p.p.decompositions

} −→



normal and separated torus

embeddings over k

locally of finite type



(N,∆) 7−→ TN ⊂ TN emb(∆)

where TN = N ⊗Z k∗ = Homgr(N∗, k∗) and TNemb(∆) is obtained as the 11

canonical patching of its affince open subsets

Homunit.semigr(σ̌ ∩ N∗, k).

Here k is considered as a unitary semigroup under the multiplication
and TN acts on it by(tx)(m) = t(m)x(m) for t ∈ TN, m ∈ N∗ and x ∈
Homunit.semigr(σ̌ ∩ N∗, k).

TN emb(∆) is of finite type over k if and only if∆ is finite.

Remark . This down-to-earth description of the functor as well as the
simplified proof in§. 5 was pointed out by Ramanan.

Theorem 4.2. Let (N,∆) be an r.p.p decomposition.

(i) The map
σ 7−→ orb(σ) = Homgr(σ

⊥ ∩ N∗, k∗)

is a bijection

orb :∆
∼−→

{
TN − orbits in TN emb(∆)

}
,

such thatorb({0}) = TN anddimσ + dim orb(σ) = dimTN. More-
over,τ < σ if and only if the closure oforb(τ) contains orb(σ).

(ii) The map

σ 7−→ U(σ) =
∐

τ<σ

orb(τ) = Homunit.semigr(σ̌ ∩ N∗, k)

establishes an order and intersection preserving bijection ∆
∼−→ 12

{TN-stable affine open sets in TN emb(∆)}. In particular, Tn emb(∆)
is affine if and only if∆ consists of the faces of a fixed cone in NR.
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(iii) For σ ∈ ∆, let N̄ be the quotient of N by the subgroup generated
byσ ∩ N. Then T̄N = Homgr(σ⊥ ∩ N∗, k∗). The closureorb(σ) of
orb(σ) in TN emb(∆) is normal and

orb(σ) =
∐

σ<τ∈∆
orb(τ).

It coincides with TN emb(∆), where∆̄ is the r.p.p.decomposition of
NR consisting of the imagesτ ofσ < τ ∈ ∆ under NR → NR.

Theorem 4.3. Let (N,∆) be an r.p.p.decomposition. Then the corre-
sponding TN emb(∆) is non-singular if and only if eachσ ∈ ∆ is non-
singular, i.e. its fundamental generators of each form a part of aZ-basis
of N. In this case, the closure of each TN-orbit orb (σ) is again non-
singular.

Remark . When TN emb(∆) is non-singular, the collection of the sets
fundamental generators ofσ with running through∆ is a “fan” of De-
mazure [8,§. 4, n◦.2].

Theorem 4.4. Let h : (N,∆) −→ (N′,∆′) be a map of r.p.p. decom-
positions, and let f: TN emb(∆) → TN′ emb(∆′) be the corresponding
equivariant dominant morphism. Then f is proper if and only if for
eachσ′ ∈ ∆′ the set

{
σ ∈ ∆; h(σ) ⊂ σ′

}
is finite and h−1(σ′) is the of its

members.

Corollary 4.5. Let (N,∆) be an r.p.p.decomposition. Then TN emb(∆)13

is complete (i.e. proper over Spec k), if and only if∆ is finite and

NR =
⋃

σ∈∆
σ.

5 The proof of theorems in§.4

In this section, we prove theorems stated in§. 4 in a way slightly differ-
ent from Mumford et al.[63]. We informally deal withk-valued points
only, although, to be rigorous, we should deal with points with values in
arbitraryk-algebras.

Here is thekey observationsrelating cones and normal affine torus
embeddings. We were inspired by Hochster [20].
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5.1 LetN andM be mutually dual freeZ-modules of finite rank with
the pairing<, >. Let T = TN = N ⊗Z k∗. Then the correspondence

σ 7−→ U(σ) = Homunit.semigr(σ̌ ∩ M, k∗)

is a bijection from the set of (strongly convex rational polyhedral) cones
σ ⊂ NR to the set ofnormal affine TN-embeddings (of finite type) over
k.

Proof. By Proposition 3.3, ˇσ ∩ M is a finitely generated saturated sub-
semigroup ofM which generatesM as a group. Thus its semi group
algebraA = A(σ) =

⊕
m∈σ̌∩M

ke(m) is a subalgebra of finite type of the14

coordinate ringk[T] =
⊕
m∈M

ke(m) of T. It is T-stable under algebraic

representation ofT on k[T] defined by f (t) 7−→ f (t′t) for f (t) ∈ k[T]
andt′ ∈ T. Sinceσ̌ ∩ M generatesM as a group, the quotient field of
A coincides with the quotient fieldk(T) of k[T]. Sinceσ̌ ∩ M is satu-
rated,A is integrally closed ink(T). Indeed, the integral closureA′ is of
finite type overk, hence the representation ofT on A′ as above is also
algebraic. Thus by the complete reducibility theorem,A′ has ak-basis
consisting of elements of the forme(m′) with m′ ∈ M. e(m′) satisfies an
equation

e(m′)c + a1e(m′)c−1 + · · · + ac = 0

with ai in A, which we may assume to be ak-multiple of an element
e(mi),mi ∈ σ̌ ∩ M. Obviously there exists a non-vanishingai . Then we
havecm′ = mi + (c− i)m′, i.e. im′ = mi ∈ σ̌ ∩M, hencem′ ∈ σ̌ ∩ M. A
(k-valued) point ofU(σ) = SpecA is a k=algebraic homomorphismu :
A→ K, which is determined uniquely byu(e(m)) ∈ k for m ∈ M, such
thatu(e(0)) = 1 andu(e(m+m′)) = u(e(m))u(e(m′)), i.e.,u◦e : M → K
is a homomorphism of unitary semigroups.T obviously acts onU(σ) as
in the statement of Theorem 4.1. Letm1, . . .ms be generators of ˇσ ∩ M
as a semigroup. ThenM is generates bym1, . . . ,ms and−(m1+ · · ·+ms).
Thusk[T] is the localization ofA by e(m1+·+ms). HenceU(σ) contains
T as an open set. �

Conversely, letT ⊂ SpecA be a normal affineT-embedding of finite 15
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type. HenceA is ak-subalgebra of finite type ofk[T], is normal with the
quotient fieldk(T) and isT-stable under the algebraic representations
of T on k[T] and isT-stable under the algebraic representations ofT.
Thus by the complete reducibility, it has ak-basis consisting ofT-semi
invariants, i.e.A =

⊕
m∈S

ke(m) for a finitely generated subsemigroupS ∋

0 of M. S generatesM as a group. Indeed, form′ ∈ M, the denominator
ideal of e(m′) is a non-zeroT-stable ideal ofA, hence contains some
e(m)with m ∈ S, ande(m)e(m′) ∈ A. S is obviously saturated, since
A is integrally closed ink(T). Hence by proposition 3.3, there exists a
unique coneσ ⊂ NR such thatS = σ̌ ∩ M.

Remark. Non-normal affinceTN-embedding can also be written as

S pec(
⊕

m∈S
ke(m))

for a subsemigroupS ∋ 0 which generatesM as a group. The simplest
non-trivial example is the curve Spec (k[t2, t3]) with an ordinary cusp. In
this case,M = Z, andS is generates by 2 and 3. In general, it is difficult
to describe such non-saturatedS. For the special case of dimension one,
we refer the reader to Delorme [7], Herzog [17] and Herzog-Kunz [21].

5.2 Leth : N → N′ be a homomorphism with finite cokernel and let
f : TN → T′N be the corresponding surjective homomorphism of alge-
braic tori. LetTN ⊂ U(σ) andTN′ ⊂ U(σ′) be the normal affine torus
embeddings corresponding to conesσ ⊂ NR andσ′ ⊂ N′

R
as in (5.1).16

Then f can be extended to a unique equivariant dominant morphism
f̄ : U(σ) → U(σ′), if and only if of the scalar extensionh : NR → N′

R

satisfiesh(σ) ⊂ σ′.

Proof. Let M and M′ be the duals ofN and N′, respectively. Then
h induces an injectionh∗ : M′ → M, which gives rise tof : TN =

Homgr(M, k∗) → TN′ = Homgr(M′, k∗). Obviously,h(σ ≤) ⊂ σ′ if and
only if h∗(σ̌′ ∩ M′) ⊂ σ̌ ∩ M, and in this case it induces a morphism
f̄ : U(σ) = Homunit.semigr(σ̌ ∩ M, k) −→ U(σ′) = Homunit.semigr(σ̌′ ∩
M′, k). �
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5.3 Letσ be a cone inNR and letM be the dual ofN. Then the corre-
sponding normal affineTN-embeddingU(σ) = Homunit.semigr(σ̌ ∩ M, k)
is the disjoint union ofTN-orbits

orb(τ) = Homgr(τ
⊥ ∩ M, k∗)

with τ running through the faces ofσ. The closure of orbτ in U(σ) is

orb(τ) = Homunit.semigr(σ̌ ∩ τ⊥ ∩ M, k)

and it is the disjoint union of orbτ′ with τ′ running through the faces of
σ with τ < τ′.

Proof. The following argument, which considerably simplifies our orig-
inal proof, is due to Ramanan. For simplicity, we denoteS = σ̌ ∩ M.
Let g : S→ k be a unitary semigroup homomorphism, i.e.g(0) = 1 and
g(m+m′) for m,m′ ∈ S. ThenS is the disjoint union ofI = g−1(0) and
S′ = g−1(k∗). S′ is a subsemigroup containing 0 ofS andS+ I ⊂ I . We 17

first show that a decompositionS = S′
∐

I is obtained exactly by taking
a faceF of σ̌ and lettingS′ = F ∩ M. Indeed, ifF is a face ofσ̌, there
existsy ∈ σ such thatF = σ̌ ⊂ y⊥. Certainly,F ∩ M is a subsemigroup
containing 0 ofS, and forzandw in S with w not in F ∩M, z+w is not
in F ∩ M. �

Conversely, letS′ be a subsemigroup containing 0 ofS such that
its complementI satisfiesS + I ⊂ I . Hencem ∈ S is in S′ of (S +
m) ∩ S′ , φ. Replacing ˇσ by its smallest face containingS′, we may
assume that there existsm′ ∈ S′ in the relative interior of ˇσ. We claim
(S + m) ∩ Z◦m′ , φ for m ∈ S, hencem ∈ S′ by assumption and
Z◦m′ ⊂ S′. Indeed, sincem′ is in the relative interior of ˇσ, we see
that 〈m′, ni〉 > 0 for the fundamental generatorsn1, . . . , ns of σ. Thus
S + m = {m′′ ∈ M;< m′′ni >≥< m, ni > for 1 ≤ i ≤ s}. Choose a
positive integer a such thata < m′, ni >≥< m, ni >for 1 ≤ i ≤ s. Then
am′ is in S +m.

By proposition 3.1, we know thatF = σ̌ ∩ τ⊥ for a unique faceτ
of σ. Thus we see that Homunit.semigr(σ̌∩M, k) =

∐
τ<σ

Homunit.semigr(σ̌ ∩

τ⊥ ∩ M) generatesτ⊥ ∩ M as a group, hence Homunit. semigr(σ̌ ∩ τ⊥ ∩
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M, k∗) = Homgr(τ⊥ ∩ M, k∗) = TN · ε(τ), whereε(τ) is the trivial group
homomorphismτ⊥ ∩ M → k∗ sending every element to 1. LetA =18 ⊕

m∈σ̌∩M ke(m) and

P(τ) =
⊕

m∈σ̌∩M
m<σ̌∩τ⊥∩M

ke(m).

ThenP(τ) is a prime ideal ofA with the subring ⊕
m∈σ̌∩τ⊥M

ke(m) isomor-

phic to A/P(τ). Homunit. simigr(σ̌ ∩ τ⊥ ∩ M, k) is obviously the disjoint
union of orb (τ′) with τ′ running through the faces ofσ with τ < τ′ and
is precisely (the set ofk-valued points of) the closed set Spec (A/P(τ)).

Remark. Let A andP(τ) be as above. Then the correspondence

τ 7−→ P(τ)

establishes an order preserving bijection

{ faces ofσ} ∼−→
{
TN − stable prime ideals of A

}
.

P(σ) is the largestTN-stable proper ideal ofA. Let n1, . . . , ns be
the fundamental generators ofσ, henceRon1, . . . ,Rons are the one-
dimensional faces ofσ. ThenP(Ron1), . . . , P(Rons) are theTN-stable
height one prime ideals ofA. The localizationAP(Roni ) is a discrete valu-
ation ring, hence we have a surjective homomorphism ordi : k(T)∗ → Z,
valuation ring ontoZ◦. Composed withe : M → k(T)∗, it gives rise to a
surjective homomorphism ordi ◦e : M → Z, which is exactly the primi-
tive elementni ∈ N.

5.4 Letσ ⊂ NR be a cone and letU(σ) = Homunit.semigr(σ̌ ∩ M, k) be19

the corresponding normal affineTN-embedding. Then the map

τ 7−→ U(τ) = Homunit.semigr(τ̌ ∩ M, k)

is a bijection

{faces ofσ} ∼−→ {TN − stable affine open subsets ofU(σ)}.

Moreover, we haveU(τ) =
∏
τ′<τ

orb(τ′).
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Proof. Let A =
⊕

m∈σ̌∩M
ke(m) so thatU(σ) = Spec(A). If τ is a face ofσ,

there exists, by proposition 3.2, an elementm0 ∈ σ̌ ∩ τ⊥ ∩ M such that
τ̌ ∩ M = (σ̌ ∩ M) + Z◦(−m0). Hence

⊕
m∈τ̌∩M

ke(m) = A[e(m0)1], whose

spectrumU(τ) is obviously aTN-stable affine open set. �

Conversely, let specB be aTN-stable affine open set ofU(σ). Then
by (5.1), There exists a coneτ ⊂ σ in NR such that{e(m); m ∈ τ̌ ∩ M}
form ak-basis ofB. It remains to show thatτ is a face ofσ. The fol-
lowing argument is again due to Ramanan. Replacingσ by its smallest
face containingτ, we may assume that there existsn ∈ τ ∩ N in the
relative interior ofσ. Thenτ̌ ∩ n⊥ is face ofσ̌ and its intersection with
σ̌ is exactlyσ̌∩ n⊥ = σ⊥. Thus the idealP(σ)B generated by the prime
idealP(σ) of A is a proper ideal ofB. Thus orb(σ) = spec(A/P(σ)) is
contained in theTN-stable affine open set specB. Since the closure of
any TN-orbit in U(σ) contains orb(σ) by (5.3), anyTN-orbit in U(σ)
is contained in specB and we are done.U(τ) is the disjoint union of
orb(τ′), τ′ < τ, by (5.3).

Combining (5.3) and (5.4), we have the following: 20

5.5 Letσ ⊂ NR be a cone and letU(σ) = Homunit.semigr(σ̌ ∩ M, k) be
the corresponding normal affineTN-embedding. Then

τ 7−→ orb(τ) = Homgr(τ
⊥ ∩ M, k∗)

is a bijection

orb : {faces ofσ} ∼−→ {TN − orbits inU(σ)}.

Moreover,
τ 7−→ U(τ) = Homunit.semigr(τ̌ ∩ M, k)

is a bijection

{faces ofσ} ∼−→ {TN − stable affine open subsets ofU(σ)}.

For eachτ < σ, they satisfy the following properties :
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(i) dim τ + dim orb(τ) = dimTN, orb({0}) = TN and orb(σ) is the
unique closed orbit ofU(σ).

(ii) U(τ) =
∐
τ′<τ

orb(τ)

(iii) The closure of orb(τ) in U(σ) is

orb(τ) =
∐

τ<τ′<σ

orb(τ′) = Homunit.semigr(σ̌ ∩ τ⊥ ∩ M, k).

It is the normal affine embedding of orb(τ) = Homgr(t⊥ ∩ M, k∗)
corresponding to the image ofσ under the map fromNR to its
quotient by the subspaceσ + (−σ) generated byσ.

(iv) The morphismρτ : U(σ) → orb(τ) induced by the inclusion ˇσ ∩
τ⊥ ∩ M ֒→ σ̌ ∩ M is a retraction such thatU(τ) = ρ−1

τ (orb(τ)).

Remark. The map orb can also be described as in Mumford et al. [63]
as follows : Fort ∈ k∗ andn ∈ N, consider the elementτ〈?,n〉 of TN =

Homgs(M, k∗). Let U(τ) = Homunit. semigr(σ̌∩M, k) be the normal affine21

TN-embedding. The limit oft〈?,n〉 ast tends to zero exists inU(σ) if and
only if 〈m, n〉 ≥ 0 for all m ∈ σ̌ ∩ M, i.e. n ∈ σ ∩ N. In that case, the
limit is the semigroup homomorphism form ˇσ ∩ M to k sending those
m with 〈m, n〉 = 0 to 1 ∈ k and those with〈m, n〉 > 0 to 0 ∈ k, i.e. the
identity elementε(τ) of orb(τ) = Homgr(τ⊥∩M, k∗), whereτ is the face
of σ containingn in its relative interior, by Proposition 3.1.

5.6 Let σ ⊂ NR correspond to the normal affine TN-embedding
U(σ) = specA. Let P(σ) be the largestTN-stable proper ideal ofA
as in the remark after (5.3). Then the following are equivalent:

(i) U(σ) is non-singular.

(ii) The local ringAP(σ) is regular.

(iii) σ is non-singular, i.e. the fundamental generators ofσ form a part
of aZ-basis ofN.
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Proof. (i) obviously implies (ii ). Let us assume (ii ) and show (iii ). Ob-
viously, there existm1, . . . ,ms, s = height (P(σ)), such that{e(m1), . . . ,
e(ms)} is a minimal set of generators of the maximal ideal of the lo-
cal ring. It is easy to see thate(m), m ∈ M is contained in the local
ring if and only if m ∈ σ̌ ∩ M. But suchm can be written uniquely as
m = m0 + a1m1 + · · · + asms with ai ∈ Zo andm0 ∈ σ⊥ ∩ M. Hence 22

a Z-basis ofσ⊥ ∩ M together withm1, . . . ,ms form a Z-basis ofM.
Among the dual basis ofN, we can choosen1, . . . , ns ∈ σ such that
〈mi , n j〉 = δi j . Thenσ = Ron1 + · · · + Ron1. It remains to show that
(iii ) implies (i). Let the fundamental generatorsn1, . . . , ns of σ be ex-
tended to aZ-basisn1, . . . , nr of N. Let m1, . . . ,mr be the dual basis
of M. Then σ̌ ∩ M = (Zom1 + · · · + Zoms) + (Zms+1 + · · · + Zmr),
henceA = k[u1, . . . , ur , u−1

1 , . . . u−1
s ] with ui = e(mi), and specA is non-

singular. �

5.7 Proof of Theorem 4.1Let (N,∆) be an r.p.p.decomposition. Let
M = N∗ be the dual ofN. Forσ ∈ ∆, let U(σ) = Homunit.semigr(σ̌ ∩
M, k) be the corresponding normal affine openTNembedding of finite
type. Forσ, τ ∈ ∆, σ ∩ τ is a face ofσ andτ. Thus by (5.4),U(σ ∩
τ) is canonically aTN-stable affine open set ofU(σ) andU(τ). Thus
we can pasteU(σ)’s together alongU(σ ∩ τ) to obtain an irreducible
normal schemeTN emb(∆) locally of finite type. Obviously,TN acts
algebraically on it with the dense orbitU({0}) = TN. It is separated,
sinceU(σ) ∩ U(τ) = U(σ ∩ τ) is an affine open set and the coordinate
ring of U(σ ∩ τ) is generated by those ofU(σ) andU(τ). Indeed, they
k-bases consisting of elements of the forme(m) and (σ̌∩M)+ (τ̌∩M) =
(σ ∩ τ)v ∩ M.

A map h : (N,∆) → (N′,∆′) of r.p.p. decompositions obviously
gives rise to an equivariant dormant morphismf : TN emb(∆) → TN′

emb(∆′). On the other hand, supposef is given. It inducesh : N → N′. 23

Then forσ ∈ ∆, the unique closedTN-orbit orb (σ) of U(σ) is mapped
by f to aT′N-orbit f (orb(σ)) = orb(σ′) with someσ′ ∈ ∆′. Hence by
(5.5) we havef (U(σ)) ⊂ U(σ′), i.e. h(σ) ⊂ σ′ by (5.2).

Let T ⊂ X be a normal and separated torus embedding overk. Thus
there existsN such thatT = TN. Consider the collection ofT-stable
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affine open subsets ofX. Since each of them is a normal affine T-
embedding of finite type, there exists, by (5.1), a collection∆ of cones in
NR such that{U(σ);σ ∈ ∆} is the set ofT-stable affine open subsets of
X. By Sumihiro’s theorem in§. 2,U(σ)′sconvexX. We now show that
(N,∆) is an r.p.p.decomposition. Ifσ is in∆ andτ is a face ofσ , thenτ
is in∆ by (5.4). Forσ andτ in ∆,U(σ) ∩U(τ) is aT-stable affine open
set, hence equalsU(ρ) for aρ ∈ ∆, sinceX is separated. The coordinate
ring of U(ρ) is generated by those ofU(σ) andU(τ). Hence looking at
T-semiinvariants in them, we see that ( ˇσ∩M)+ (τ̌∩M) = ρ̌∩M. Thus
σ ∩ τ = ρ. SinceU(ρ) is an affine open subset ofU(σ) and ofU(τ), we
haveρ < σ andρ < τ, again by (5.4).
X is of finite type overk if and only if ∆ is finite, since eachU(σ) has
only a finite number ofT-stable affine open subsets by (5.4)

5.8 Proof of Theorem 4.2: We first show (ii ). By the construction of24

TN emb (∆), it is covered byTN-stable affine open sets{U(σ);σ ∈ ∆},
andU(σ) ∩ U(τ) = U(σ ∩ τ). Hence the mapσ 7−→ U(σ) is injective.
Let U be aTN-stable affine open set ofTN emb (∆). ThenU is a normal
affineTN-embedding, hence by (5.1) there exists a unique coneσ ⊂ NR
such thatU = U(ρ).

Letσ be in∆. Then sinceU(σ)∩U(ρ) is affine, it is equal as in (5.7)
to U(σ∩ρ) which is aTN-stable affine open set ofU(σ) andU(ρ). Thus
by (5.5), we see thatU(ρ) is covered byU(τ) with τ running through the
elements of∆ with τ < ρ.
Thus the unique closed orbit orb (ρ) of U(ρ) belongs to someU(τ) with
∆ ∋ τ < ρ. On the other hand,ρ is then a face ofτ by (5.5), and we are
done.

We next show (i). Forσ ∈ ∆, orb(σ) is the unique closed orbit of
U(σ) by (5.5) (i). On the other hand, eachTN-orbit of TN emb (∆) is
contained in aTN-stable affine open set, hence by (5.5) is the unique
closedTN-orbit of a uniqueσ ∈ ∆.

It remains to show (iii ). The closureorb(σ) of orb(σ)in TNemb (∆)
is the union of its closures inU(τ) with τ running through the elements
of ∆ with σ < τ. In particular,orb(σ) is the disjoint union of orb(τ)
with σ < τ ∈ ∆ by (5.5) (iii). orb(σ) is the union of normal affine
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embeddings ofTN = Homgr(σ⊥ ∩ M, k∗) corresponding to the image ¯τ

of τ underNR → N̄R, again by (5.5) (iii). The collection̄∆ of those ¯τ′s
is obviously an r.p.p.decomposition of̄N.

5.9 Proof of Theorem 4.3:This follows easily from (5.6) and theorem25

4.2 (iii). Note that ifτ is non-singular andσ < τ, then its image ¯τ under
the map fromNR to its quotientN̄R by the subspace generated byσ is
again non-singular.

5.10 Proof of Theorem 4.4: For simplicity, letX = TNemb(∆) and
X′ = TNemb(∆′). By the valuate criterion of properness (see for instance
[10] and Mumford [39]), f : X → X′ is proper if and only if it is of
finite type and, moreover, each discrete valuation ringR ⊃ k which is
contained in the function fieldk(X) of X and which dominates a local
ring of X′ necessarily dominates a local ring ofX.

Let ord :k(X)∗ → Z be the valuation corresponding toR. Let us
denote byn = ord◦e its composite withe : M → k(X)∗.
Hencen is an element ofN. Each non-zero elementn ∈ N is obtained
in this way. R dominates a local ring ofX if and only if it contains the
coordinate ring of one of one of theTN stable affine open sets, i.e. there
existsσ ∈ ∆ such that〈m, n〉 ≥ 0 for all m ∈ σ̌∩M, i.e. n ∈ σ. Similarly,
sinceM′ ֒→ M,R, dominates a local ring ofX′ if and only if there exists
σ′ ∈ ∆′ such thatn ∈ σ′.

f is of finite type if and only if for eachσ′ ∈ ∆′, there exist only
a finite number ofU(σ)’s with f (U(σ)) ⊂ U(σ′), i.e. {σ ∈ ∆; h(σ) ⊂
(σ)′} is finite, by (5.2). The rest of the proof is obvious.

6 Projective torus embeddings

For simplicity, we restrict ourselves to complete normal torus embed- 26

dings and try to generalize Demazure’s results in [8] on the ampleness
of invertible sheaves to this case. Mumford et al. [63] deal more gen-
erally with T-stable fractional ideals on not necessarily completeT-
embeddings.
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In this section, we fix an f.r.p.p.decompositioon (N,∆) with NR =⋃
σ∈∆

σ. Note that∆ consists of the faces of the maximal dimensional

conesσ ∈ ∆, i.e. dimσ = rankN. For simplicity, we denoteT = TN and
X = TNemb(∆), which is complete and normal. As before, we denote by
M theZ-module dual toN with the canonical pairing〈, 〉 : M × N→ Z.

As usual, a Weil divisorD on X is a finiteZ-linear combination of
reduced and irreducible closed subvarieties of codimension one.D gives
rise to a fractional idealOX(D). A Cartier divisorD is a locally principal
Weil divisor, which gives rise to an invertible fractional idealOX(D). We
denote by Pic (X) the group of isomorphism classes of invertible sheaves
on X, i.e. the group of linear equivalence classes of Cartier divisors on
X.

Let the 1-skeletonS k1(∆) = {σ1, . . . , σd} be the set of 1-dimensional
cones in∆. Let ni be the fundamental generator ofσi. By Theorem 4.2,27

{D1, . . . ,Dd}, whereDi = orb(σi), is the set ofT-stable irreducible Weil
divisors onX and forms aZ-basis of the group

⊕

1≤i≤d

ZDi

of T-stable Weil divisors onX.

Proposition 6.1((Demazure)). For a complete normal T-embedding X,
we have exact sequences

0 // M
div

//

⊕
1≤i≤d

ZDi

⋃

//

{ linear equivalence
classes of Weil
divisors on X

}
// 0

0 // M
div

//
{

T-stable Cartier
divisors on X

}
// Pic(X)

⋃

// 0

where the first arrows send m∈ M to

div(m) =
∑

1≤i≤d

〈m, ni〉Di

which is the divisor of the character e(m) as a rational function on X
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Proof. Form ∈ M, the divisor of the rational functione(m) onX is equal
to

∑
1≤i≤d
〈m, ni〉Di by the remark after (5.3). This vanishes if and only if

m = 0, sinceX is complete. For a non-zero rational functionf on X,
its divisor onX is T-stable if and only iff is aT-semiinvariant. Since
X− ⋃

1≤i≤d
Di = T is factorial, any Weil divisor onX is linearly equivalent

to a linear combination ofD′i s �

Lemma 6.2. Let D =
∑

1≤i≤d
aiDi be a T-stable Weil divisor. Then the28

following are equivalent.

(i) D is a Cartier divisor.

(ii) D is principal on each T-stable affine open set U(σ) of X with
σ ∈ ∆.

(iii) For all σ ∈ ∆, there exists m(σ) ∈ M such that

〈m(σ), ni〉 = −ai

for all ni contained inσ.

Proof. D defines aT-stable fractional ideal 0X(D) on X. The space of
its sections over the affine open setU(σ) has ak-basis consisting ofe(m)
with m in

u(σ,D) = {m ∈ M; 〈m, ni〉 ≥ −ai for all ni ∈ σ}

by the complete reducibility. Thus (ii ) and (iii ) are obviously equivalent
and imply (i). It remains to show (i) =⇒ (ii ). Let A(σ) be the coordinate
ring of U(σ) and letL(σ) be theA(σ)- module of sections ofOX(D)
overU(σ). Then, as is well-known (see Cartier [5],OX(D) is a Cartier
divisor onU(σ) if and only if L(σ).(A(σ) : L(σ)) = A(σ). In terms of
T-semi invariants in them, it amounts to

u(σ,D) + {m′ ∈ M; m′ + µ(σ,D) ∈ σ̌ ∩m} = σ̌ ∩ M.

Since the right hand side contains 0, there existsm(σ) ∈ µ(σ,D)such
that−m(σ)+u(σ,D) ⊂ σ̌∩M. We thus conclude thatµ(σ,D) = m(σ)+
σ̌ ∩ M. HenceL(σ) = A(σ) · e(m(σ)). �
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Lemma 6.3. Let D =
∑

1≤i≤d
aiDi be a T-stable Weil divisor. The frac-

tional ideal OX(D) is generated by its global sections if and only if for29

all σ ∈ ∆, there exists m(σ) ∈ M such that

〈m(σ), ni〉 ≥ −ai for 1 ≤ i ≤ d

with the equality holding if ni ∈ σ.

Proof. The space of global sections ofOX(D) has a k-basis consisting
of e(m) with m in

λ(D) = {m ∈ M; 〈m, ni〉 ≥ −ai for 1 ≤ i ≤ d}.

�

The sufficiency is obvious, sincem(σ) is in λ(D) and µ(σ,D) =
m(σ) + σ̌ ∩ M. Let us assume thatOX(D) is generated by its global
sections. Hence, first of all,D is a Cartier divisor. Thus by lemma 6.2,
there existsm′(σ) ∈ µ(σ,D) with 〈m′(σ), ni〉 = −ai for ni ∈ σ such
that µ(σ,D) = m′(σ) + σ̌ ∩ M for eachσ ∈ ∆. On the other hand
µ(σ,D) = λ(D)+ σ̌∩M by assumption. Hence there existsm(σ) ∈ λ(D)
such thatm′(σ,D) =∈ m(σ) + σ̌ ∩ M and we are done.

Theorem 6.4. Let X= Temb(∆) be a complete normal T-embedding,
and let D =

∑
1≤i≤d

aiDi be a T-stable Weil divisor. Then OX(D) is an

ample invertible sheaf if and only if there exists a positiveinteger b and,
for all maximal dimensionalσ ∈ ∆, (a unique m(σ) ∈ M, such that

〈m(σ), ni〉 ≥ −bai for 1 ≤ i ≤ d

with the equality holding if and only if ni is inσ.

Proof. Let OX(D) be ample. Then there exists a positive integerb such
thatOX(bD) is very ample, hence there exists a projective embedding

f : X→ P( ⊕
m∈λ

ke(m))

whereλ(bD) is as in the proof of Lemma 6.3 and is finite, sinceX is30
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complete. OX(bD) is generated by its global sections, hence for each
σ ∈ ∆ there existsm(σ) ∈ M such that〈m(σ), ni〉 ≥ −bai for 1 ≤ i ≤ d
with the equality holding ifni is in σ. If dim σ is maximal, i.e. σ
generatesNR, then suchm(σ) is unique. We now show that〈m(σ), ni〉 −
bai if ni is not in a maximal dimensionalσ. The restriction off to the.
T-stable affine open setU(σ) induces an open immersion ofU(σ) into
the spectrum of the k-subalgebrak[e(m− m(σ)); m ∈ λ(bD)] ⊂ k[T],
hence into its normalization, which corresponds by (5.1) tothe cone
σ′ = {y ∈ NR; 〈m− m(σ), y〉 ≥ 0 for all m ∈ λ(bD)}. Thus by (5.4),
σ is a face ofσ′. Sinceσ is maximal dimensional, we conclude that
σ = σ′ . Hence ifni is not in σ, there existsm ∈ λ(bD) such that
0 > 〈m−m(σ), ni〉 and we are done. �

Let us now prove the sufficiency. Suppose there exists a positive
integerb and, for each maximal dimensionalσ ∈ ∆,m(σ) ∈ M such that
〈m(σ), ni〉 ≥ −bai for 1 ≤ i ≤ d with the equality holding if and only if
ni is inσ. In particular,m(σ) is in λ(bD). Thus by Lemma 6.3,OX(bD)
is generated by its global sections, and there exists a morphism

f : X −→ P(
⊕

m∈λ(bD)

ke(m)).

For each maximal dimensionalσ ∈ ∆, let V(σ) be the affine subspace of31

the projective space whose homogeneous coordinate corresponding to
m(σ) does not vanish. To show thatf is a closed immersion by possibly
replacingb by its multiple, it is enough to show that

(i) f −1(V(σ)) = U(σ) for all maximal dimensionalσ ∈ △, and

(ii) for a multiple of b, the restrictionf |U(σ) : U(σ) → V(σ) is a
closed immersion.

For (i), it is enough to show that

f −1(V(σ)) ∩ U(σ′) = U(σ) ∩U(σ′)

for all maximal dimensionalσ′ ∈ ∧, sinceX is covered by thoseU(σ′)’s.
The right hand side is contained in the left hand side and equals U(σ ∩
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σ′) by Theorem 4.2 (ii). The left hand side is theT-sable affine open
set ofU(σ′) defined by the non-vanishing ofe(m(σ) − m(σ′)), thus it
corresponds to the faceσ′′ = σ′ ∩ (m(σ) − m(σ′))⊥ of σ′. Hence we
are reduced to showingσ′′ = σ ∩ σ′. Both of those are faces ofσ′, and
σ ∩ σ′ ⊂ σ′′. Let ni be inσ′ but not inσ. Then〈m(σ) −m(σ′), ni〉 > 0
by assumption, thusni is not inσ′′.

It remains to show (ii ). It is enough to show that as a semigroup
σ̌ ∩ M is generated by{m − m(σ); m ∈ λ(bD)} by possibly taking a
multiple of b. Let m1, . . . ,ms be generators of ˇσ ∩ M as a semigroup.
Let b′ be a positive integer. Thus forni ∈ σ and 1≤ j ≤ s, we have
〈mj , ni〉 ≥ 0, hence〈mj + b′m(σ), ni〉 ≥ −b′bai . On the other hand, for32

ni < σ and 1≤ j ≤ s, we have〈mj + b′m(σ), ni〉 ≥ −b′bai if b′ is large
enough. Thusmj ∈ λ(b′bD) for 1 ≤ j ≤ sand we are done.

Remark. The inequalities in Theorem 6.4 can be interpreted as follows:
The convex hull inMR of {m(σ);σ ∈ △ maximal dimensional} has
exactlyd facets (i.e. codimension one faces)F1, . . . , Fd perpendicular
to n1, . . . , nd, respectively. Moreover,m(σ)’s are exactly the vertices,
and the intersection ofFis is the vertexm(σ) if and only if ni1, . . . , nis
are the fundamental generators ofσ.

Remark . We refer the reader to Mumford et al. [63] for the interpre-
tation of these inequalities in terms of the “concavity” andthe “strict
concavity” of certain functions. In our language, they showin Theorem
13, p.48 that even ifX is not complete,D =

∑
1≤i≤d

aiDi is ample if and

only if there exists a positive integerb and, for eachσ ∈ △,m(σ) ∈ M
such that〈m(σ), ni〉 ≥ −bai with the equality holding if and only if
ni ∈ σ.

Corollary 6.5 (Demazure). Let X= temb(∆) be a complete nonsingular
T-embedding, and let D=

∑
1≤i≤d

aiDi . Then the following are equivalent

:

(i) D is very ample

(ii) D is ample.
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(iii) For each maximal dimensionalσ ∈ ∆, the unique element m(σ) ∈33

M defined by

〈m(σ), ni〉 = −ai for ni ∈ σ
satisfies

〈m(σ), ni〉 > −ai for ni < σ

Proof. (ii )⇒ (ii ) is obvious.
(ii ) ⇒ (iii ). By Theorem 6.4, there exists a positive integerb and, for
each maximal dimensionalσ ∈ △,m′(σ) ∈ M such that〈m′(σ), ni〉 ≥
−bai for 1 ≤ i ≤ d with the equality holding if and only ifni ∈ σ. Since
X is non-singular, the fundamental generators ofσ form aZ-basis ofN.
Hencem′(σ) = bm(σ), wherem(σ) is as in (iii ). �

It remains to show (iii ) ⇒ (i). From what we saw in the proof of
Theorem 6.4, it is enough to show that for each maximal dimensional
σ ∈ ∆, σ̌ ∩ M is generated as a semigroup by{m− m(σ); m ∈ λ(D)}.
We may assume thatn1, . . . , nr are the fundamental generators ofσ,
hence form aZ-basis ofN. SinceX is complete and non-singular, there
exists, for each 1≤ i ≤ r, a maximal dimensional coneσi ∈ ∆ such
that the fundamental generators ofσi ∩ σ are{n1, . . . , i, . . . , nr }. Let the
remaining fundamental generator ofσi be ni , with r < i′ < d. Then
〈m(σi), n j〉 ≥ −a j with the equality holding if and only ifj = i′ or
1 ≤ j ≤ r. Let {m1, . . . ,mr} be the basis ofM dual to{n1, . . . , nr } . They
generate ˇσ ∩ M. We see thatm(σ) =

∑
1≤i≤d

a jmj andm(σi) − m(σ) = 34

ami, wherea = 〈m(σi) − m(σ), ni〉 is positive by assumption. Since
〈m(σ), n j〉 ≥ −a j for 1 ≤ j ≤ d, we see easily that〈mi +m(σ), n j〉 ≥ −a j

for 1 ≤ j ≤ d, i.e. mi +m(σ) ∈ λ(D).

Remark . We show in§. 8 that any 2-dimensional normal torus em-
bedding of finite type is quasi-projective, using Theorem 6.4. On the
other hand, there are many are non-projective 3-dimensional complete
non-singular torus embeddings, as we see in§. 9.

Proposition 6.6 (Demazure). Let X = temb(∆) be a non-singular T-
embedding. Then the canonical invertible sheafdet(Ω1

X) equals

ωX = 0X(−
∑

1≤i≤d

Di),
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where Di = orb(σi) and S k1(△) = {σ1, . . . , σd}.

Proof. For eachσ ∈ ∆, there exists aZ-basis{n1, . . . , nr } of N such that
n1, . . . , ns are the fundamental generators ofσ. Let {m1, . . . ,mr} be the
dual basis ofM, and letui = e(mi). Then the coordinate ring ofU(σ)
equalsk[u1, . . . , ur , 1/us+1, . . . , 1/ur ]. Consider the rational section

ξ = (du1/u1) ∧ . . . ∧ (dur/ur )

of det(Ω1
X). Its divisor onU(σ) equals− ∑

1≤i≤s
orb(Roni). We are done,

since for a differentZ− basis ofN, the rational section of det(Ω1
X) de-

fined in this fashion for another affine open set differs fromξ only by
sign. �

Remark. Mumford et al. [63, Thm.9, p.29 and Thm.14, p.52] show that35

any normalT-embeddingX = temb(∆) is Cohen-Macaulay. Moreover,
its dualizing sheafωX coincides with the double dual of det(Ω1

X) and
equals the fractional ideal associated with the Weil divisor −

∑
1≤i≤d

Di ,

whereDi = orb(σi) andS k1(∆) = {σ, . . . , σd}. (See the end our Intro-
duction for a recent generalization of this result by Ishida.)

Proposition 6.7. Let temb(△) be a complete non-singular torus embed-
ding. For a 1-codimensional coneτ ∈ △, there exist exactly two max-
imal dimensional conesσ,σ′ ∈ △ such thatτ < σ and τ < σ′. Let
n1, . . . , nr−1 be the fundamental generators ofτ. Let the additional fun-
damental generator ofσ(resp. .σ′) be n(resp. .n′). Then there exist
ai ∈ Z, 1 ≤ i ≤ r − 1 such that

n+ n′ +
∑

1≤i≤r−1

aini = 0.

Moreover, we have

ai = D1 · · ·D2
i · · ·Dr−1 1 ≤ i ≤ r − 1

where Di = orb(Roni).
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Proof. SinceX is complete,NR is the union of cones in∆. The first
assertion, for which the non-singularity is not necessary,is a well-known
fact ibn convex geometry. Since.X is on-singular,{n, n1, . . . , nr−1} and
{n′, n1, . . . , nr−1} areZ-bases ofN. Thusn′ is aZ-linear combination of
n, n1, . . . , nr−1 with the coefficient of n equals−1, sinceσ andσ′ are 36

on the opposite side ofτ. As for the assertion, it is enough to restrict
ourselves toi = 1. The divisorsDi = orb(Roni) 1 ≤ i ≤ r − 1 intersect
transversally with the intersection orb(τ) � P1. Let {m,m1, . . . ,mr−1}
be the basis ofM dual to{n, n1, . . . , nr−1}. Then div(m1) is the sum of
D1+〈m1, n′〉D′ and a divisor disjoint fromorb(τ), whereD′ = orb(Ron′).
Since〈m1, n′〉 = −ai andD′ intersects transversally withorb(τ), we are
done. �

7 Example of torus embeddings and morphisms

In this section, we give typical examples of torus embeddings and equiv-
ariant dominant morphisms. We need some of them later.

7.1 Affine spaces Ther-dimensional affine spaceAr = kr is obviously
a (k∗)r -embedding. It corresponds to (N,△), whereN � Zr with a
Z−basis{n1, . . . , nr } and

∆ = {the faces ofRon1 + · · · + Ronr }.

7.2 More generally for 0≤ s ≤ r, ks × (k∗)r−s corresponds to (N,∆)
with

∆ = {the faces ofR◦n1 + · · · + R◦ns}.

7.3 kr−{0} is again a (k∗)r - embedding. It corresponds to (N,∆), where
∆ consists of the proper (i.e. not equal to itself) faces ofR◦n1+· · ·+R◦nr .
Whenr = 2, it looks like this:
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0

37

7.4 Projective spaces:Ther-dimensional projective spacePr is again
obviously a (k∗)r -embedding. The corresponding (N,∆) is defined as
follows : N � Zr with aZ- basis{n1, . . . , nr }. Let n0 = −(n1 + · · · + nr ).
Then△ consists of the faces ofσ0, . . . , σr , where

σi = R◦n0 + · · · +
i
∨ + · · · + R◦nr .

0

0

0

The canonical morphism kr+1 − {0} → Pr is equivariant and corre-
sponds to the homomorphism̃N � Z̃r+1 → N sending elements of the
basis{ño, . . . , ñr } of Ñ to {n0, . . . , nr }.

In this connection, we have the following characterizationof the
projective space due to Mabuchi [32].

Theorem 7.1 (Mabuchi). Let X be an r-dimensional complete non-
singular T-embedding. Then the following are equivalent.
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(1) X � Pr equivariantly.38

(2) The tangent bundleθX of X is ample.

(3) The normal bundle of each T-stable irreducible divisor (which is
non-singular by Theorem 4.3) is an ample invertible sheaf.

(4) The number of T-fixed points of X (which equals the Euler number
of X by Iversen [27]) is exactly r+ 1.

(5) The number of T-stable irreducible divisors is exactly r+ 1.

(6) Pic (X) = Z.

Let X = TN emb(△). Then (5) means thatS k1(∆) hasr + 1 cones.
(4) means that∆ hasr + 1 maximal dimensional cones.
(1)⇔ (4)⇔ (5) is easy to show in view of Proposition 6.7.
(6)⇒ (5) follows easily from the exact sequence in Proposition 6.1.
(5) ⇒ (6) follows from the exact sequence and the fact that Pix(X) is
torsion free. (See Demazure [8, p.566]).
(1)⇒ (2)⇒ (3) is well-known.
(3) ⇒ (4) is due to Mabuchi, who showed (1)⇔ (2) ⇔ (3) as a
special case of Hartshorne’s conjecture [16] (H − r) to the effect that
an r-dimensional non-singular complete variety with the ampletangent
bundle is necessarilyPr .

(H−2) is known to be true. (H−3) was proved recently by Mabuchi
[32] and Mori-Sumihiro [41].
(6)⇒ (1) can also be proved directly by means of results in Mori [35],
as Sumihiro and Ishida pointed out.

7.5 Products We leave the proof of the following to the reader. 39

Proposition 7.2. Let (N′,∆′) and (N′′,∆′′) be r.p.p. decompositions.
Then we have

TN′ emb(∆′) × TN′′ emb(∆′′) = TN′xN′′ emb(∆′ × ∆′′)

where∆′ ×∆′′ is the r.p.p.decomposition of N′ ×N′′ consisting of cones

σ = σ′ × σ′′
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withσ′ andσ′′ running through∆′ and∆′′, respectively.

7.6 Equivariant fiber bundles More generally, we have the following
description of equivariant fiber bundles.

Proposition 7.3. Let h : (N,∆) → (N′,∆′) be a map of r.p.p. decompo-
sitions, and let f: X = TN emb(∆) → X′ = TN emb(∆′) be the corre-
sponding equivariant dominant morphism. Consider N′′ = ker[h : N →
N′] and an r.p.p. decomposition(N′′,∆′′) with X′′ = TN′′ emb(∆′′).
Then f : X→ X′ is an equivariant fiber bundle with the typical fiber X′′

if and only if the following conditions are satisfied:

(i) h : N → N′ is surjective.

(ii) There exists a lifting∆̃′ ⊂ ∆ of ∆′, i.e. (N, △̃′) is an r.p.p. decom-
position and for eachσ′ ∈ △′, there exists a uniquẽσ′ ∈ △̃′ such
that h induces a bijection

h : σ̃′
∼−→ σ′.

(iii) △ consists of the cones40

σ = σ̃′ + σ′′ = {ỹ′ + y′′; ỹ′ ∈ σ̃′, y′′ ∈ σ′′}

with σ̃′ andσ′′ running through△̃′ and△′′.

Again we leave the proof to the reader. Note that the lifting△̃′ itself
defines an open set ofX which is an equivariantTN′′-bundle overX′ · X
is associated to it via theTN′′-action onX′′.

(7.6′) EquivariantPr-bundles: As a special case of (7.6), letD′0, . . . ,D
′
r

beT′-stable Cartier divisors onX′ and letL′i = 0X′(D′i ). Then the totally
decomposablePr- bundle

f : X = P(L′0 ⊕ · · · ⊕ L′r )→ X′

has a lifting ofTN′-action determined byD′i ’s Moreover,X has a fiber-
wise action of (k∗)r and is aTN′ × (k∗)r -embedding. A change of Cartier
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divisors in the linear equivalence classes gives rise to isomorphic torus
embeddings.

In terms of r.p.p.decompositions, it can be described as follows: Let
N′′ = Zr with a Z- basis{ℓ1, . . . , ℓr }, and letN = N′ × N′′. For each
0 ≤ i ≤ r andσ′ ∈ △′, there existsm′i (σ

′) ∈ M′ = (N′)∗ such that the
A(σ′)-moduleL′i (U(σ′)) is generated bye(m′i (σ

′)), by Lemma 6.2. Let
ℓ0 = −(ℓ1 + · · ·+ ℓr ), and letσ̃′ be the image ofσ′ under the linear map
N′
R
֒→ NR sendingy′ to (y′,−

∑
0≤i≤r
〈m′i (σ

′), y′〉ℓi).

The collection△̃′ = {σ̃′;σ′ ∈ ∆′} forms a lifting of∆′ to NR. Then 41

X = TN emb(△), where△ consists of

σ = σ̃′ + σ′′

with σ̃′ running through△̃′ andσ′′ running through△′′ = {the faces of

σ′′0 , . . . , σ
′′
r }, with σ′′i = Roℓ0 + · · · +

i
∨ + · · · + Roℓr .

Example.Let X′ = P1 andr = 1. Fora ∈ Zo, consider the rational ruled
surface

X = P(0P1 ⊕ 0P1(a))

which is usually denoted byFa or Σa and called a Hirzebruch mani-
fold. The corresponding r.p.p.decomposition ofN = Z2 with aZ- basis
{n1, n2} looks like this:

0 0

0

Remark. WhenE′ is aT′-linearized vector bundle on aT′-embedding
X′, the bundleP(E′) has a lifting ofT′-action. But it is not a torus em-
bedding unlessE′ is totally decomposable as above. Nevertheless, it
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provides us with a typical example of varieties with torus action which
need not be a torus embedding. Thus it is of some interest to classify
equivariant vector bundles on torus embeddings. This was partly car-
ried out by Kaneyama [28], who, in particular, showed the existence of
equivariant but not homogeneous vector bundles onP2.

7.7 Quotient singularities: The quotient singularities explained by
Mumford et all. [63, p.16-19] fit in nicely with our formulation.

Let N � Zr be a freeZ-module of rankr with theZ basis{n1, . . . , nr }.
Let n′1, . . . , n

′
r ∈ N be primitive elements which areR-linearly indepen-

dent inNR, and letN′ ⊂ N be theZ-submodule of finite index generated
by n′1, . . . , n

′
r . Consider the simplicial cone

σ = Ron′1 + · · · + Ron′r ⊂ NR = N′R.

We thus have a map of r.p.p.decompositionsh : (N′,∆) → (N,∆),
where∆ consists of the faces ofσ. Hence we have an equivariant sur-
jective morphism

f : TN′ emb(∆) = kr −→ X = TN emb(∆),

which is the quotient map under the canonical action of the (scheme-
theoretic) kernel ker[f : TN′ → TN]. When the characteristic of the
ground fieldk does not divide the order ofN/N′, then the kernel is (non-
canonically) isomorphic toN/N′. Indeed, letM (resp. M′) be theZ-
module dual toN (resp. N′). ThenM is canonically a submodule of
finite index ofM′, with a pairing

〈, 〉 : M′ × N −→ Q

which extends the canonical pairingsM×N → Z andM′ ×N → Z, and
which, moreover, induces a non-degenerate pairing

〈, 〉 : (M′/M) × (N/N′) −→ Q/Z

Then ker[f : TN′ → TN] = Homgr(M′/M, k∗), which is (non-
canonically) isomorphic toN/N′ via the above pairing.42
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For instance, letr = 2. We may choose aZ-basis{n1, n2} of N so
that

n′1 = n1

n′2 = an1 + bn2

where a,b ∈ Z with (a, b) = 1 and 0≤ a < b. Then the action of
ker[ f : TN′ → TN] on k2 coincides with the action ofZ/bZ on k2 with
the generator acting via

k2 ∋ (z,w) 7−→ (ζ−az, ζw) ∈ k2,

whereζ is a primitiveb-th root of 1 andz = e(m′1), w = e(m′2) with
{m′1,m

′
2} the basis ofM′ dual to{n′1, n

′
2}.

0

7.8 Equivariant blowing up: The maps of the formh : (N,∆′ → (N,∆)
give rise to equivariant birational morphismsf of the corresponding
torus embeddings. Obviously,f is an open immersion if and only if
∆′ ⊂ ∆.

The most interesting case is when∆′ is a subdivision of ∆. It was
shown by Mumford et all. [63, Thm.10, p.31] that is this case,f is the
normalization of the blowing up along aT-stable fractional ideal. 43

They show [ibid., Thm.11, p.32] that given∆, there always exists a
subdivision∆′ which is non-singular, i.e. any torus embedding has an
equivariant resolution of singularities.
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The minimal resolutionof singularities of a 2-dimensional normal
torus embedding can be described very simply as in [ibid., p.35-40].
Note that the singularities in this case are isolated, and the blowing up
an isolated singular point is automatically normal, although its descrip-
tion in terms ofr.p.p. decompositions is rather complicated and closely
related to continued fractions. In this connection, we refer the reader
also to Gonzalez-Sprinberg [12], who dealt withNash transformsof
2-dimensional normal torus embeddings

We need later the following description of a blowing up in thenon-
singular case.

Proposition 7.4. Let T ⊂ X be a non-singular torus embedding cor-
responding to an r.p.p.decompositon(N,∆). For σ ∈ ∆, the blowing
up of X along the T-stable non-singular closed subvarietyorb(σ) is a
non-singular T-embedding corresponding to the subdivision (N,∆∗) ob-
tained from∆ by “starring at its barycenter” as follows: Let n1, . . . , ns

be the fundamental generators ofσ, and let n0 = n1 + · · · + ns be the
“barycenter”. For ∆ ∋ τ > σ and1 ≤ i ≤ s. Letτi ⊂ NR be the cone
obtained fromτ by replacing one of its fundamental generators ni by n044

and leaving the other generators as they are.

Then

∆∗ = (∆ − {τ ∈ ∆; τ > σ}) ∪ (
⋃

σ<τ∈∆
{ the faces ofτi ; 1 ≤ i ≤ s}).

Proof. orb(σ) is non-singular by Theorem 4.3. Obviously it is enough
to describe the blowing up on the affine open setU(τ) with U(τ) ∩
orb(σ) , Q, i.e. σ < τ ∈ ∆ by Theorem 4.2. Letn1, . . . , ns, with s≤ s′

be the fundamental generators ofτ. Sinceτ is non-singular, they can be
extended to aZ-basis{n1, . . . , nr } of N. Let {m1, . . . ,mr} be the dual ba-
sis ofM = N∗, and letui = e(mi). Then the coordinate ringA of U(τ) is
the localizationA = k[u1, . . . , ur ]us′+1···ur and the ideal oforb(σ) ∩ U(τ)
is generated byu1, . . . , us. For 1≤ i ≤ s, let Ai = A[u1/ui , . . . , ur/ui ].
Then the inverse image ofU(σ) in the blowing up is covered by Spec
Ai with 1 ≤ i ≤ s. Obviously, SpecAi is a normal affineT-embedding
corresponding to the coneτi = Ron0 +

∑
1≤ j≤s′

j,i

Ron j . �
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Corollary 7.5. Let T ⊂ X be a2-dimensional non-singular torus em-
bedding corresponding to an r.p.p.decompostion(N,∆). For a 2 dimen-
sional coneσ = Ron1 + Ron2, the blowing up of X along the T-fixed
point ord(σ) is a non-singular T-embedding corresponding to(N,∆∗),
where∆∗ is obtained from∆ by removingσ and adding the faces of
σ1 = Ro(n1 + n2) + Ron2 andσ2 = Ron1 + Ro(n1 + n2).

0
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Corollary 7.6. Let T ⊂ X be a 3-dimensional non-singular torus em-
bedding corresponding to an r.p.p.decomposition(N,∆).

(i) For a 3-dimensional coneσ = Ron1 + Ron2 + Ron3, the blowing
up of X along the T-fixed pointorb(σ) is a nonsingular T-embedding
corresponding to(N,∆∗), where∆∗ is obtained from∆ by removingσ
and adding the faces ofσ1, σ2 andσ3 as in the picture below.

(ii ) For a 2-dimensional coneσ = Ron1 + Ron2, let τ = Ron1 + Ron2 +

Ron3 and τ′ = Ron1 + Ron2 + Ron4 be the3-dimensional cones in∆
havingσ as a face (cf. Prop.6.7). Then the blowing up of X along the
T-stable curveorb(σ) is a non singular T-embedding corresponding to
(N,∆∗), where∆∗ is obtained from∆ by removingσ, τ, τ′ and adding the
faces ofτ1, τ2, τ

′
1, τ
′
2 as in the picture below.
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0

0

0
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7.9 Algebraic varieties of monomial type: As Mumford et al. [63]47

pointed out in the it introduction the theorey of torus embeddings is
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a unified and globalized treatment of the “exponents of monomials”. It
can be said that when we have algebraic varieties or morphisms defined
in terms of monomials only, then there is a possibility of formulating
them more transparently in terms of torus embeddings. We encounter
many examples in Chapter 2. Here is a motivating example:

Let X̄ ⊂ Ar = kr be a closed algebraic set defined polynomials
f1(t), . . . , fν(t) ∈ k[t1, . . . , tr ], each of which is of the form

f (t) = ta1
1 tar

2 · · · t
ar
r − tb1

1 tbr
2 · · · t

br
r

with non-singular integersa1, . . . , ar , b1, . . . , br . ThenX̄ is invariant the
coordinatewise multiplication of elements of the group

T̄ = X̄ ∩ (k∗)r ,

This T̄ is an algebraic subgroup of (k∗)r but may not be an algebraic
torus. It may neither be connected nor reduced. But whenT̄ is an alge-
braic torus, then̄X is a T̄-embedding, although it may not be normal in
general. Consider, for instance the rational curve with a cusp

X̄ = {(t1, t2) ∈ A2; t22 = t31}.

We have analogues inPr or its generalization in Mori [34]
Here is a more general formulation in the affine case LetM � Zr and 48

let 0 ∈ S be a finitely generated sub semigroup ofM which generatesM
as a group. Hence

X = Homu.s.g(S, k)

is aT-embedding with

T = Homgr(M, k
∗).

Let m1, . . . ,mν,m′1, . . . ,m
′
ν ∈ S. Then consider the quotient

M̄ = M/ (the subgroupgend by m1−m′1, . . . ,mν−m′ν) and the image
S̄ of S under the canonical projectionM → M̄. ThenS̄ is the quotient
of S with respect to the equivalent relation

s∼ s′ ⇔ ∃s′′ ∈ S, a1, . . . , aν, b1, . . . , bν ∈ Zo such that
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s= s′′ + Σaimi + Σbim
′
i

s′ = s′′ + Σbimi + Σaim
′
i

Let

T̄ = Homgr(M̄, k∗) ⊂ T algebraic subgroup

X̄ = Homu.s.g(S̄, k) ⊂ X closed algebraic set.

ThenX̄ containsT̄ as a dense open subset and is invariant underT̄.
If m1 − m′1, . . . ,mν − m′ν generates a pure subgroup ofM, thenT̄ is an
algebraic torus and̄X is a T̄-embedding. If, moreover,S = σ̌ ∩ M for
a coneσ ⊂ NR as in (5.1), then thenormalization of X̄ corresponds to
the coneσ ∩ N̄R, whereN̄ = N ∩ {m1 −m′1, . . . ,mν −m′ν}⊥.

8 Torus embeddings of dimension≤ 2

It is easy to see that 1-dimensional normal torus embeddingsare k∗,A1 =49

k andP1, up to isomorphism.

From now in this section, LetN � Z2 andT = TN. A 2-dimensional
normalT-embedding of finite type looks like this:

0

In particular, a complete normal 2 dimensionalT-embedding is de-
termine by a finite cycle of primitive elementsn1, . . . , nd in N going
counterclockwise once around 0 in the given order such that det (ni ,

ni+1) > 0 for 1 ≤ i ≤ d (nd+1 = n1), i.e. ni+1 lies strictly before−ni

(which may not belong to the cycle).
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0

Proposition 8.1. Any 2-dimensional normal torus embedding T⊂ X 50

of finite is quasi-projective, i.e. can be equivariantly embedded into a
projective space.

Proof. Let X = Temb (∆). By filling in the complementNR −
⋃
σ∈∆

σ

by appropriate cones if necessary, we can embedX equivariantly into a
complete normalT-embedding. (For the existence of equivariant com-
pletions in general, we refer the reader to Sumihiro [59].) We may thus
assume thatX itself is complete. Letn1, . . . nd be the fundamental gener-
ators of the 1-dimensional cones in∆ arranged, as above, in such a way
that they go around 0 counterclockwise once in this order. ByTheorem
6.4,X is projective if and only if there exista1, . . . , ad ∈ Z such that for
each 2-dimensional coneσ ∈ ∆, there exists a uniquem(σ) ∈ M with
〈(σ), ni〉 ≥ −ai 1 ≤ i ≤ d and with the equality holding if and any if
ni ∈ σ. As we remarked after the proof of Theorem 6.4, this means that
the convex hull of

{M(σ) : ∆ ∋ σ 2-dimensional}

in MR has exactlyd edgesF1, . . . , Fd going around 0 in this order with
Fi perpendicular toni . �

It is thus enough to show, by induction ond, the existence of a con-
vex polygonP in MR with the vertices inMQ such that it has exactlyd
edgesF1, . . . , Fd going around 0 in this order withFi perpendicular to
ni

Obviously d ≥ 3 and the cased = 3 is trivial. If d ≥ 4, there 51

certainly existsnd, say, such that the cyclen1, . . . , nd−1 still defines
an f .r.p.p. decomposition. LetP′ be a polygon withd − 1 edges
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F′1, . . . , F
′
d−1 satisfying the required property. At the vertex ofP′ which

is the intersection of edgesF′1 andF′d−1, we can cut the corner by a line
perpendicular tond and obtain a requiredP with d edges.

0

A complete non-singular 2-dimensionalT-embedding is determined
by a cycle of elementsn1, . . . , nd ∈ N as above with

det(ni , ni+1) = 1 1≤ i ≤ d.

This condition is rigid enough to allow a complete classification.

Theorem 8.2. Up to isomorphism, a complete non-singular2 - dimen-
sional T-embedding is obtained from

P2 or Fa = P(0P1 ⊕ 0P1(a)) 1 , a ≥ 0

by a finite succession of blowing ups along T-fixed points. It can be
transformed toP2 by a finite succession of blowing ups and blowing52

downs along T-fixed points. Given non-singular T-embeddings X and
X′, there exists X′′ obtained both from X and from X′ by a finite succes-
sion of blowing ups along T-fixed points.

Proof. Let X =Temb (∆) with ∆ determined by a cyclen1, . . . , nd ∈ N
going around 0 once counterclockwise. Certainlyd ≥ 3. If d = 3, then
n1 + n2 + n3 = 0 andX = P2 (cf. Theorem 7.1). We may thus assume
d ≥ 4. �

Lemma 8.3. If d ≥ 4, there exist i and j with ni + n j = 0.
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Sublemma 8.4.Let {n, n′} and {ℓ, ℓ′} beZ-bases of N. Ifℓ lies in the
interior of the sectorRon+Ron′ and ifℓ′ is in the sectorRon′ +Ro(−n),
thenℓ′ = n′ or ℓ′ = −n.

Proof of the sublemma: By assumption, there exist positive integers
a, a′ such thatℓ = an+ a′n′ and non-negative integersb, b′ such that
ℓ′ = −bn + b′n′. We are done, since 1= det(ℓ, ℓ′) = ab′ + a′b by
assumption.

Proof of the lemma: Suppose the assertion of the lemma is false. By
re-numbering the primitive elements if necessary, we may assume that
starting counterclockwise fromn1, we have more than half of the prim-53

itive elements before−n1, which does not coincide with any of then′i s
by assumption. Letn j( j > 2) be th last primitive element before−n1.
Sincen j+1 does not coincide with−n1 and−n2, we see by sublemma
8.4 and the convexity thatn j+1 is is strictly between−n2 and−n j . Thus
we conclude thatn2, n3, . . . , n j and−n j+1, −n j+2, . . . ,−nd,−n1 are all
different and lie betweenn2 and−n1.

0
0

This is obviously a contradiction in view of Sublemma 8.4.
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Proof of Theorem 8.2 continued:By Lemma 8.3, we may assume that
nd + ni = 0 for somei. Let n′ = −nd = ni andn = n1. Thus{n, n′} is a
basis ofN.

If d = 4, we see thatn2 = n′ andn3 = −n+ an′ for some integer a.
This gives rise toX = Fa. By symmetry, we may assume thata ≥ 0. If
a = 1, n′ is the sum of the adjacent primitive elements, hence by blowing
down we can eliminaten′.

Thus we may assumed ≥ 5 and at least one primitive element lies
betweenn = n1 andn′ = ni . It remains to show that

0 0

54

there exists 1< j < i such thatn j = n j−1 + n j+1. For each 1≤ j ≤ i,
there exist non -negative integersb j , b′j with n j = b jn+b′jn. On the other
hand for eachj, there exists an integera j such thatn j−1+n j+1+a jn j = 0
by Proposition 6.7. Obviouslya j < 0. Consider the function

c( j) = b j + b′j > 0.

Thenc( j−1)+c( j+1)+a jc( j) = 0. Moreover, sincec(1) = c(i) = 1,
there existsj so thatc( j) > c( j + 1) andc( j) ≥ c( j − 1). For this j, we
have (2+ a j)c( j) > 0 and concludea j = −1. This means that ifd ≥ 5,
we can successively blowX down to someFa. (cf. the Farey series in
additive number theory.)

This fact can also be proved sing Nagata’s classification [42] of rel-
atively minimal models of rational surfaces. Note that an exceptional
curve of the first kind is automaticallyT-stable, hence the blowing down
is equivariant.
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As for the second assertion of Theorem 8.2, we may assumeX = Fa.
If we insert the sum of−n+ an′ and−n′ between them, then−n+ an′ is
the sum of−n+ (a− 1)n′ andn′.

0

0
0

This means that by blowing up a long aT-fixed point ofFa and then 55

blowing down aT-stable curve, we getFa−1. This process is usually
called anelementary transformationof a ruled surface. By a finite repe-
tition of this process, we transformFa to F1, which can be blown down
to P2.

The last assertion of Theorem 8.2 follows easily from the decom-
posability of birational morphisms of non-singular surfaces into blow-
ing ups along closed points. But it can also be proved in termsof
r.p.p.decompositions as follows: LetX = Temb (∆) and X′ = Temb
(∆′). Then the decomposition ofNR obtained by the intersectionsσ∩σ′
with σ ∈ ∆ andσ′ ∈ ∆ need not be non singular, but it has a non sin-
gular subdivision∆′′. Thus it is enough to show that a non singular
subdivision∆′′ of a non-singular∆ is obtained by finite succession of
operations in Corollary 7.5. This can be seen exactly as in the last part
of the proof of the first assertion.

Let us now derive certain consequences from Theorem 8.2 which 56

we need in the next section and which are also of independent interest.
Let a cyclen1, . . . , nd of primitive elements inN determine a com-

plete non-singular 2- dimensional torus embeddingX =Temb (∆). Let
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Di = orb(Roni ). Then by Proposition 6.7, we have

ni−1 + ni+1 + aini = 0 1≤ i ≤ d

and

ai = D2
i .

Thus we have a cycleD1, . . . ,Dd of non-singular rational curves, which
can be expressed, as usual, by a circular graph with weightsai . Note that
this weighted circular graph determines the 2-dimensionalT-embedding
X up to isomorphism.

0

weighted 

circular

graph
X

The cyclea1, . . . , ad of integers cannot be arbitrary. For instance,
we have the following necessary but not sufficient condition as a conse-
quence of Noether’s formulaK2 + c2 = 12 andc2 = d (cf. Iversen[I6]):57

a1 + · · · + ad = 3(4− d).

We have the following characterization as a consequence of Theorem
8.2.

Corollary 8.5. A weighted circular graph with d vertices corresponds
to a 2-dimensional complete non-singular torus embedding if and only
if it is obtained from those with d= 3 or d = 4 below by a successive
application of the following operation: insert one vertex with weight−1
and subtract 1 from the weights of the two adjacent vertices.For d ≤ 6,
we have the following possible cases.
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1

1

1 0 0

00

0

58

Remark. A 2-dimensional complete non-singular torus embedding can
be considered as a compactification ofk2, the affine plane, in many dif-
ferent ways. The graph obtained from the corresponding wighted circu-
lar graph by removing two adjacent vertices is the graph of the comple-
ment ofk2. cf. Morrow [37].

9 Complete non-singular torus embeddings in di-
mension 3

In this section, we give a partial classification of 3-dimensional com- 59

plete non-singular torus embeddings. As by-products we getmany non-
projective complete non singular threefolds and birational morphisms
which cannot be written as a succession of blowing ups along non-
singular centers. These are of some independent interest even if the
torus action is ignored.

Torus embeddings provides us with a good testing ground for the
birational geometry of non-singular varieties, since manyquestions are
reduced to the elementary geometry of r.p.p.decompositions. Consider,
for instance, the following basic question. By abuse of language, a blow-
ing upY→ X along a non-singular center ofX is also called ablowing
down of Y along a non-singular center.
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Question: Let X andX′ be birational non-singular algebraic varieties.

(strong version)Does there existX′′ which can be obtained both from
X and fromX′ by a finite succession of blowing ups along non-singular
centers?

(weak version) Can X′ be obtained fromX by a finite succession of
blowing ups and blowing along non-singular centers?

The answer is affirmative dimension 2, but is not known even in60

dimension 3. According to Hironaka [18], we have the following weaker
affirmative answer in characteristic 0: There existsX′′ obtained fromX
by a finite succession of blowing ups along non-singular centers such
that there exists amorphismfrom X′′ to X′.

In the case of torus embeddings, the question is completely reduced
to one on non-singular r.p.p.decompositions and looks mucheasier.
Nevertheless, we were unable to prove the following conjecture even
in dimension 3. We have already shown in Theorem 8.2 that the conjec-
ture is true in dimension 2.

Conjecture

(strong version) Let X and X′ be non-singularT-embeddings. Then
there exists aT-embeddingX′′ obtained both fromX and fromX′ by
a finite succession ofT-equivariant blowing ups alongT-stable non-
singular centers.

(weak version)Any complete non-singularr-dimensional torus embed-
ding is obtained fromPr by a finite succession of equivariant blowing
ups and blowing downs along non-singular centers.

From now on, we fixN � Z3 and the ground fieldk.
Let T = TN.

The classification of 3-dimensional complete non-singularT - em-
beddingsX is reduced to that of f.r.p.p.decompositions∆ of NR � R3

such thatNR =
⋃
σ∈∆

σ and that the fundamental generators of each 3-

dimensionalσ ∈ ∆ form aZ-basis ofN.
It is slightly more complicated to describe such∆ in a computable61

way than in the 2-dimensional case.
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Definition . Let S = S2 be a sphere inNR centered at 0. Consider a
triangulation ofS by spherical triangles.

(i) By anN−weightingof the triangulation. we mean a primitive element
of N attached to each spherical vertex.
(ii ) By a doubleZ−weightingof the triangulation, we mean a pair of
integers attached to each spherical edge with one integer onthe side
of one vertex and with the other on the side of the other vertex. Let
v1, . . . , vs be the vertices adjacent to a vertexv of the triangulation, and
let ai be theZ-weight on the edgevvi which is on the side ofvi . The
weighted linkof v is the spherical polygonv1v2 · · · vsv1 together with
weightsai atvi .

weighted circular 

graph

Let X = Temb (∆) be a 3-dimensional complete non-singular torus62

embedding. If we intersect∆ with a sphereS ⊂ NR centered at 0, we
get a triangulation ofS

S =
⋃

σ∈∆
(σ ∩ S).

We have a canonicalN-weighting for this triangulation. Indeed, each
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spherical vertex is of the form

(R◦n) ∩ S

for a primitive n ∈ N, which we attach to the vertex. Obviously,∆ is
determined completely by thisN-weighted triangulation ofS.

Definition. An N-weighted triangulation ofS2 is admissibleif it is ob-
tained from a complete non-singularX = Temb (∆) in this way.

The admissibility means the following : For each spherical triangle,
the N-weights{n, n′, n′′} at the three vertices from aZ-basis ofN and
the coneR◦n+ R◦n′ + R◦n′′ cuts out the original triangle onS.

On the other hand, an admissibleN-weighting for a triangulation of
S gives rise to a doubleZ-weighting. Indeed, each spherical edge is of
the form

τ ∩ S

for a 2-dimensional coneτ ∈ ∆. Let {n1, n2} be the fundamental gen-
erators ofτ. By Proposition 6.7,τ is the common fact of exactly two63

3-dimensional conesσ andσ′. Let {n, n1, n2} and{n′, n1, n2} be the fun-
damental generators ofσ andσ′, respectively. There exista, b ∈ Z such
that

(∗)n+ n′ + an1 + bn2 = 0.

We attach a pair (a, b) to the edgeτ∩S, with a on the side of (Ron1)∩S
andb on the side of (Ron2) ∩ S.

0

0
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In this case, consider a vertexv with N-weight n and its link with
the verticesv1, . . . , vs with N-weightsn1, . . . , ns going aroundv in this
order. LetD = orb(Ron) and Di = orb(Roni) 1 ≤ i ≤ s be the cor-
respondingT-stable irreducible divisors onX = Temb (∆). Again by
Proposition 6.7, we have

(∗∗)ni−1 + ni+1 + aini + bin = 0 1≤ i ≤ s,

wheren0 = ns, ns+1 = n1, and

ai = D2
i · D.

SinceD is a 2-dimensional complete non-singular torus embedding (cf. 64

Theorem 4.3) with stable curvesDi ∩ D 1 ≤ i ≤ s, we see that the
weighted link atv is exactly the weighted circular graph ofD described
immediately before Coro 8.5.

Definition . A doubly Z-weighted triangulation ofS2 is calledadmis-
sible if, around each vertex, the equations (∗∗)1 ≤ i ≤ s in unknowns
n, n1, . . . , ns are compatible and if, moreover, the weighted link ofeach
vertex is a weighted circular graph obtained as in Corollary8.5.

Definition. An isomorphism from an admissibleN-weighted triangula-
tion to another is an automorphism ofN which induces an isomorphism
from the corresponding f.r.p.p.decomposition to another.A combinato-
rial isomorphismfrom an admissible doublyZ- weighted triangulation
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of S2 to another is an incidence andZ-weight preserving bijection from
the set of spherical simplices of one triangulation to that of the other.

Proposition 9.1. We have canonical bijections65



isom. classes of
3 − dim1 com-
plete n.s. torus
embeddings/k



∼−→



isom. classes
of admissible
N-weighted
triangnsof s



∼−→



combinatorial
isom. Classes of
admissible doubly
Z-wei-ted triangns
of S



Proof. From what we have seen so far, it is enough to prove the sur-
jectivity of the second map. Let{n, n′, n′′} be aZ -basis ofN. Pick an
arbitrary triangle of an admissible doublyZ-weighted triangulation of
S, and giveN-weightsn, n′, n′′ to its three vertices in any way. Then
using the equality (∗), we can successively determine theN-weights of
the other vertices of the triangulation. ThisN-weighting is admissible.
Indeed, for each vertexv with N-weight n, the verticesv1, . . . , vs with
N-weightsn1, . . . , ns of its link satisfy the equalities (∗∗). Since the dou-
bleZ-weighting is admissible,n1, . . . , ns go aroundn oncein this order,
by Proposition 6.7 applied toN/Zn and the images in it ofn1, . . . , ns.
Thus the spherical triangles onS cut out by

R◦n+ R◦ni + R◦ni+1 1 ≤ i ≤ s

together fill up a neighborhood of (R◦n) ∩ S combinatorially isomor-
phic to the star ofv in the original triangulation which is the spherical
polygon with verticesv1, . . . , vs. SinceS is simply connected, we are
done. �

Remark. The advantage of using admissible doubleZ-weighting is the66

following: Once a combinatorial type of a triangulation ofS2 is given,
possible admissible doubleZ-weighting on it are computable in princi-
ple, although it is more convenient sometimes to use information’s on
the N-weights. To state the final result, however, it is less cumbersome
to choose a convenientZ-basis ofN and describe one possible admissi-
ble N-weighting corresponding to it in terms of theZ-basis.
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Convention Given an admissible N-weighted triangulation ofS and a
vertex with the N-weightn, we call that vertexthe vertex n, for simplic-
ity, althoughn itself need not be onS.

By Corollary 7.6, the blowing up ofX = Temb(∆) along orb(σ)
corresponds to the following subdivision of theN-weighted triangula-
tion

⋃
τ∈△

(τ ∩ S).

(i) (ii)

The following result, whose proof is immediate, will turn out to be 67

useful in our classification below.

Corollary 9.2. Given an admissible N-weighted triangulation of S=
S2, let n be a vertex and let n1, . . . , n2 be the vertices of its link going
around n in this order.

(i) If s ≥ 4, there existi, j such that the verticesni , n, n j are collinear
onS, i.e are on a great circle.

(ii) If the vertexn is 3-valent, i.e. s= 3, there exists an integerb such
that n1 + n2 + n3 + bn = 0. The vertexn can be eliminated by a
blowing down along a non-singular center if and only ifb = −1.
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The doubleZ-weights around the vertexn are as in the picture
below.

(iii) If the vertex n is 4-valent, i.e s= 4, there exist integera, b, c such
that after re-numberingni ’s, we haven2+n4+bn= 0 (in particular,
the verticesn2, n, n4 are collinear) andn1+ n3+ an2 + cn= 0. The
vertexn can be eliminated by a blowing down along a non-singular
center if and only ifb = −1. The doubleZ-weights around the
vertexn are as in the picture below.

(iv) If the vertexn is 5-valent, i.e. s= 5, there exist integera, b1, b2, b3,

b4, b5 with b1 = b3 + b4 and (−1)b2 + (a− 1)b3 = (−a)b4 + (−1)b5

such that, after re-numberingni ’s we haven1+n3+(a−1)n2+b2n =
0;n2 + n4 − n3 + b3n = 0, n3 + n5 − n4 + b4n = 0, n4 + n1 − an5 +

b5n = 0 andn2 + n5 + b1n = 0 (in particular, the verticesn2, n, n568

are collinear) The doubleZ-weights around the vertexn are as in
picture below.

1

11

00 0

1

1

3-valent 4-valent 5-valent

To show that a given complete non-singularX = Temb(∆) is projec-
tive, i.e. there exist integersai satisfying the condition (iii ) of Corollary
6.5, we have to check many inequalities. The following sufficient con-
dition for non projectively is very convenient in concrete applications.
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Proposition 9.3. Let S =
⋃
σǫ∆

(σ ∩ S) be an admissible N-weighted

triangulation of S= S2. Then the corresponding complete non-singular
Temb(∆) is non-projective if there exists a spherical polygon n1n2 . . .

ngn1 in the triangulation satisfying the following: For1 ≤ i ≤ g, let
σi ∩ S be one of two triangles having nini+1 as edge(ng+1 = n1). Letℓi

be the remaining vertex ofσi ∩ S , i.e.{ℓi , ni , ni+1} are the fundamental
generators ofσi. There exists n∈ S not on the polygon n1n2 . . .ngn1

and real numbersαi , βi , γi with αi ≥ 0 andγi > 0 such that 69

ℓi + αi+1ni+1 = βini + γi 1 ≤ i ≤ g,

i.e. the edgeℓini+1 intersects the great circle passing through ni and n
strictly inside the arc nin(−ni ).

Proof. If Temb(∆) were projective, then Corollary 6.5, there existsai ,

bi ∈ Z andmi = m(σi) ∈ M for 1 ≤ i ≤ g such that.

〈mi , ℓi〉 = −ai , 〈mi , ni〉 = −bi , 〈mi , ni+1〉 = −bi+1

and
〈mi−1, ℓi〉 > −ai , 〈mi−1, ni+1〉 > −bi+1,

for 1 ≤ i ≤ g, wherem0 = mg. We see immediately that 0< 〈mi−1,
ℓi〉 + ai = −αi+1{〈mi−1, ni+1〉 + bi+1} + γi{〈mi−1, n〉 − 〈mi , n〉}, hence

〈mi−1, n〉 > 〈mi , n〉 1 ≤ i ≤ g,

a contradiction. �
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Let {n, n′, n′′} be aZ-basis ofN, and letℓ = −(n + n′ + n′′). Let P 70

be the surface of the tetrahedron inNR with verticesn, n′, n′′, ℓ, which
has 0 as the bary center. For 0, y ∈ NR, let us call (R◦y)∩P the pointy
on P. Ford ≥ 7, consider the following subdivisionPd of P, where the
bottom trianglenn′n′′ is left as it is.

n1 = n, n2 = n′, n3 = n′′

n4 = ℓ

n5 = n3 + n4

n6 = n1 + n4

n j = n6 + ( j − 6)n4 (6 ≤ j ≤ d − 1)

nd = n2 + n4



Proposition 9.4. For d ≥ 7, let ∆d be the f.r.p.p.decomposition of NR

obtained by joining0 with the simplices of the above subdivision pd.
Then we have the following:

(i) Xd = Temb(∆d) is a non-projective complete non-singular 3 - di-
mensional tours embedding.

(ii) There exists a T-equivariant surjective morphism fromXd to P3.

(iii) Xd cannot be (not necessarily equivariantly) blown down along
any non-singular center.
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(iv) The tours embedding obtained by blowing up Xd along the curve
orb(Ron3 + Rond) is projective, and is obtained fromP3 by a suc- 71

cession of blowing ups along T-stable curves.

Proof. It is immediate to see thatXd is complete and non-singular.Xd

is non-projective by proposition 9.3 applied to the polygonnn′n′′n of⋃
σǫ∆d

(σ ∩ S), with (Roℓ) ∩ S to be taken asn in Proposition 9.3 (ii ) is

obvious, sincePd is a subdivision ofP. (iii ) If Xd were obtained by
blowing up a non-singular variety along a non-singular center, then the
exceptional divisors is automaticallyT-stable. But it is easy to check
that Xd cannot be equivariantly blown along a non-singular center.(iv)
is immediate. �

Remark. The cased = 7 is the simplest non-projective complete non-
singular 3-dimensional torus embedding, which was alreadydescribed
in in Miyake-Oda [40]. See the next page for the picture ofT-orbits
under the process described in (iv) Demazure [8, Appendice] previously
gave an example of non projective complete non-singular 3-dimensional
torus embeddings which has 32T-stable irreducible divisors instead of
7 in our case. We latter get many other non-projective examples as the
by-products of our partial classification below.
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72
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By analogy, consider instead the 3-dimensional cone 73

σ = Ron+ R′n + Ron′′

and letℓ′ = n+ n′ + n′′. Ford ≥ 7, let∆′d be the subdivision ofσ which
looks like this:

0

0

Then the following example gives as answer to a question raised by
Fujiki.

Corollary 9.5. The equivariant proper morphism

f : Yd = Temb(∆′d)→ U(σ) = k3

is non-projective and cannot be written as a succession of blowing ups
along non-singular centers. But the blowing up Y′d of Yd along

orb(Ron′′ + Ro(n′ + ℓ′))

is obtained first by blowing up U(σ) along the T-fixed point and then by
successively blowing up along T-stable curves.

Proof. All except the non-projectivity off are immediate. Consider
the tetrahedron with verticesn, n′, n′′ andℓ = −(n + n′ + n′′), and its
subdivision which∆′d induces on the facenn′n′′. By Proposition 9.3,
we have a surjective morphism from a non-projective complete non-
singular torus embedding toP3. Since f is obviously its restriction to 74

U(σ) ⊂ P3, we are done. �
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It is possible to describe projective equivariant birational morphism
directly in terms of the corresponding subdivision. We refer the reader
to Mumford et al. [63, Chap. III, p. 152-154 in particular]. See also
Namikawa [47].

Remark. On the other hand, we can show in a similar fashion that the
following subdivision∆

′′

d of σ = Ron + Ron′ + Ron′′ gives rise to a
projectivemorphismTemb(∆

′′

d) → U(σ) � k3 which cannot be written
as a finite succession of blowing ups along non-singular centers, but can
be if Temb(∆

′′

d) is blown up once alongorb(Ron′ + Ro(3n+ n′ + 2n′′)).

0

Let d be the number of spherical vertices of a triangulation ofS2.75

Then obviously we have

3d − 6 = the number of spherical edges

2d − 4 = the number of spherical triangles. (*)

If the triangulation is of formS = ∪
σǫ∆

(σ ∩ S) with X = Temb(∆) com-

plete non-singular, thend = the cardinality ofS k1(∆), 3d−6 = the num-
ber of 2-dimensional cones in∆, 2d − 4 = the number of 3-dimensional
cones in∆. By Proposition 6.1, we have

d − 3 = the Picard number ofX.
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Furthermore forv ≥ 3, let pv be the number ofv-valent spherical
vertices of a triangulation ofS2. Then we see that

∑

v≥3

(6− v)pv = 12. (**)

By Proposition 9.1, the classification of complete non-singular 3-
dimensional torus embedding is reduced to

(i) the classification of combinatorially different triangulations ofS2

and

(ii) the different admissibleN-weightings (or admissible doubleZ −
weightings) on them.

According to Grünbaum [13, Chap.13] [14], we have the follow-
ing relevant facts: By Steinitz’s theorem (which is known tobe false
in higher dimension) the combinatorial equivalence classes of the trian-
gulation ofS2 are in one to one correspondence with the combinatorial
types of convex simplicial polyhedral inR3. Givend, there seems, how-
ever, to be no formula for the number of the latter. It is empirically 76

known for smaller values ofd as follows:

d 4 5 6 7 8 9 10 11 12
1 1 2 5 14 50 233 1249 7595

In this connection, Eberhard’s theorem [13, 13.3] looks intriguingly rel-
evant to us, in view of our description of blowing ups along non-singular
centers immediately before Corollary 9.2.

Anyway ford ≤ 8, we have the list in the next page of the combina-
torially different triangulation ofS2, where we stereographically project
them onto the plane from one of the spherical vertices, and weexpress
circular arcs on the plane simply be liner arcs.

Among 7595 different triangulation ford = 12, we have the one
induced by an icosahedron.

For the classification of complete non-singular 3-dimensional torus
embeddings, it remains to find possible admissibleN-weightings on
them. Obviously, it is enough to find thosewithout any vertices which
can be eliminated by blowing downs along non-singular centers.
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Combinatorial types of the triangulation ofS2 for d ≤ 8 77
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Icosahedron.

Theorem 9.6. Let X be a 3-dimensional complete non-singular torus78

embedding which cannot be blown down along any no-singular center.
Then X is isomorphic to one among the projective spaceP3

P2 − bundles overP1 P(0P1 ⊕ 0P1(a) ⊕ 0P1(b)) a, b ∈ Z

P1-bundlesP(0Y ⊕ L) over complete non-singular 2-dimensional torus
embeddings Y and L∈ Pic(Y) and, if the Picard number d− 3 ≤ 5,
Temb(△) corresponding to the following 13 different sequences with in-
tegral parameters of admissible N-weighted triangulations of S2, where
{n, n′, n′′} is aZ-basis of N= Z3.
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79
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Remark. This theorem was already announced in Miyake-Oda [40] ex-80

cept that [8-12] was not counted there. This fact, as well as the con-
siderable simplification of the proof below, was pointed outby Nagaya
[43].

Remark . Some of the torus embeddings listed in Theorem 9.6 can be
blown down along a non-singular center if the integral parameters take
special values.P3, P2-bundles,P1-bundles, [7-2], [8-2] and [8-10] are
all projective. On the other hand, [7-5] and [8− 5′′] are X7 andX8 of
Proposition 9.4, respectively, hence are non-projective.We can show
that [8− 5′](a , 0), [8-8], [8-12], [8− 14′] and [8− 14′′] are non-
projective, using Proposition 9.3. [8− 13′] and [8− 13′′] are not pro-
jective, except when they can be blown down for special values of the
integral parameters. For these torus embeddings we can easily check the
weak version of the conjecture at the beginning of this section.

For simplicity, we adopt the following definition.

Definition . An admissibleN-weighted triangulation ofS2 is called
weakly minimalif the corresponding complete non-singular center, i.e.
the N-weighted triangulation has no 3-valent or 4-valent vertexwhich
can be eliminated by blowing down along any non-singular center.
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Proof of Theorem 9.6.If d = 4, thenX � P3 as a special case of81

Theorem 7.1. in the remainder of the proof, we repeatedly useCorollary
9.2, without explicit reference, to determine admissibleN-weightings or
the corresponding doubleZ-weightings for a given triangulation ofS2

with d ≥ 5. The argument depends very much on the distribution of the
valency of the vertices.

Lemma 9.7. For d ≥ 5, let [d − 1] be the triangulation of S2 which
looks like the picture. A weakly minimal admissible N-weighting on it
is necessarily of the following form up to isomorphism and corresponds
to a projective torus embedding:

(1) d= 5, and{n3, n4, n5} are collinear. In this case, the corresponding
torus embedding is aP2-bundle overP1.

(2) d≥ 5, n1 + n2 = 0 and {n1, ni , n2} are collinear for all3 ≤ i ≤ d. In
this case, the corresponding torus embedding is aP1-bundle over a
2-dimensional complete non-singular torus embedding determined
by the images of ni , 3 ≤ i ≤ d, in N/Zn1.

Proof. If d = 5, look at the 4-valent verticesn3, n4, n5. Then by
Corollary 9.2, either{n3, n4, n5} are collinear hence on a great circle,
or {n1, ni , n2} are collinear for all 36 i ≤ 5. Thus we easily get (1) or
(2) d = 5 by 7.6′. �

If d = 6, the triangulation is symmetric with respect to the pairs82
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{n1, n2}, {n3, n5}, and{n4, n6}. Again by Corollary 9.2 applied to the 4-
valent vertices, we may assume thatn1 andn2 are antipodal, i.e.n1+n2 =

0. Hence we get (2)d = 6, by 7.6′

Whend ≥ 7, look at the 4-valent verticesn3, . . . , nd. If {n1, ni , n2} were
collinear for at most one 3≤ i ≤ d, then{n3, n4, . . . , nd} would be on a
great circle by Corollary 9.2. Since the valency ofn2 is d − 2 ≥ 5, the
weighted link ofn2 would have weight−1 at somen j , 3 6 j 6 d, which
could be eliminated by blowing down. If{n1, ni , n2} were collinear for
exactly two i′s, i = 3 and j say, then{n1, n3, n2, n j} would be on a
great circle, and{n3, n4, . . . , n j} and{n j , n j+1, . . . , nd}would be collinear.
Sincen3 andn j would then be antipodal, and since{n3, n2, n j} would
be collinear, the weighted link ofn2 would have weight−1 at some
ni , i , 3, j, which could again be eliminated. Thus we conclude that
{n1, ni , n2} are collinear for more than two, hence for all 3≤ i ≤ d, since
n1 andn2 are necessarily antipodal. In view of 7.6′ again, we are done.

Lemma 9.8. For d ≥ 6, let [d − 2] be the triangulation of S2 which
looks like the picture below. A weakly minimal admissible N-weighting
on it satisfies the following conditions:{n3, n4, . . . , nd} are collinear, 83

n1, n2 = n3 + nd. There exists4 ≤ j ≤ d − 3, such that{n j , n1, n j+2} and
{n j , n2, n j+2} are collinear.

The corresponding torus embeddings are always projective.
In particular, we have d≥ 7, and the only possible weakly minimal
admissible N-weightings for d= 7, 8 are [7-2] and [8-2] in Theorem
9.6 up to isomorphism.
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Proof. If d = 6, look at the weighted link of the 5-valent vertexn2. Its
weight atn3 andn6 cannot be−1, since otherwisen3 or n6 can be elimi-
nated. Thus{n3, n2, n6}, {n1, n4, n2} and{n1, n5, n2} are collinear again by
Corollary 9.2. This means thatn1 andn2 are antipodal, a contradiction
to the strong convexity of cones.

Let d ≥ 7. Sincen1 and n2 cannot be antipodal, there can be at
most one 4≤ i ≤ d − 1 such that{n1, ni , n2} are collinear, hence on
a great circle. If there were one suchi, the weighted link ofn2 would
have weight−1 at somen j , 3 ≤ j ≤ d, j , i, but {n3, n4, . . . , ni} and
{ni , ni+1, . . . , nd} would be collinear, a contradiction. Thus we conclude
that {n3, n4, . . . , nd} are collinear. Now look at the weighted link of
n1 (resp.n2). Then weight−1 is possible only atn2 (resp.n1). Thus84

n1 + n2 = n3 + nd, and together withn3, . . . , nd it lies on a great cir-
cle. Moreover,{n j , n1, n j+2} and {n j , n2, n j+2} are collinear for some
4 ≤ j ≤ d−1. If d = 7 or 8, there is only one possible such weighted link.
The projectivity of the corresponding torus embeddings follows easily
from Corollary 9.5 in view of the projectivity of 2-dimensional torus em-
beddings (Proposition 8.1) and the fact thatn1 + n2 = n3 + nd, n3 . . . , nd

are on a great circle. �

Lemma 9.9 (Nagaya). For d ≥ 7, the triangulation[d − 3] below has
no weakly minimal admissible N-weightings.

Proof. Suppose there were a weakly minimal admissibleN-weighting.
Sincen1 andn2 cannot be antipodal, there is at most one 5≤ j ≤ d − 1
such that{n1, n j , n2} are collinear, hence on a great circle.



9. Complete non-singular torus embeddings in dimension 3 67

If there were one suchj, look at the 4-valent vertexn4. {n1, n4, n5}
could not be collinear, since otherwise they would be on a great cir-
cle disjoint from the great circle above. Hence{n2, n4, n3} would be
collinear. Then look at the weighted link ofn5. The weight−1 could
not be atn3 nor n4. If {n1, n5, n4} were collinear, then they would be on
a great circle disjoint from another great circle, a contradiction. Thus 85

{n2, n5, n3} would be collinear, hencen2, n3 are antipodal, a contradic-
tion again. We thus conclude that{n1, ni , n2} are not collinear for all
5 ≤ i ≤ d − 1, hence{n5, n6, . . . , nd} are collinear. Look at the vertex
n4 again. If{n1, n4, n5} were collinear, theZ- weight of the edgen2n4 at
n4 would coincide with that ofn3n4 at n4, which is 1. Then look at the
weighted link ofn2. There would exist 6≤ j ≤ d such that{n4, n2, n j}
are collinear. Thus it has weight−1 at somenk, 6 ≤ k ≤ d, k , j, 4, 1,
5, a contradiction.

Thus{n2, n4, n3} are collinear. Look at the weighted link ofn5. Since
it cannot have weight−1 atn3 andn4, either (i){n1, n5, n4} are collinear,
i.e. on a great circle, hence{n4, n1, n5} are collinear, or (ii){n2, n5, n3}
are collinear, hencen2, n3 are antipodal, and{n2, n1, n3} are collinear.
In both cases, the weighted link ofn1 would have weight−1 at some
nk, 6 ≤ k ≤ d, a contradiction, since{n5, n6, . . . , nd} are collinear. �

Lemma 9.10(Nagaya). For d ≥ 7, the triangulation[d − 4] below has
no weakly minimal admissible N-weighting.

Proof. Suppose the contrary. Since the weighted link ofn5 cannot have
weight−1 atn3 andn4, {n3, n5, n4} are collinear. Look at the weighted86

link of n6. Since its weight atn3 cannot be−1, we have three possibili-
ties:
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(i) {n1, n6, n5} are collinear, hence on a great circle. Since{n1, n5, n6}
are then collinear, the weighted link ofn5 has weight−1 at n4, a
contradiction.

(ii) {n3, n6, n7} are collinear. In this case, the weighted link ofn5

and theZ-weights aroundn5 can be determined completely by
means of the compatibility in Corollary 9.2. We see easily that
the weighted link ofn1 has positive weights atn4 andn5, a contra-
diction.

(iii) {n2, n6, n3} are collinear. Again using the compatibility of theZ-
weights aroundn5, we easily see that{n4, n2, n6} are collinear,
hencen3 andn4 are antipodal. Thus{n3, n1, n4} are also collinear.
Sincen2, n2 cannot be antipodal,{n1, ni , n2} can be collinear for
at most one 56 i 6 d − 1. Suppose{nl , n j , n2} were collinear,
hence on a great circle. Ifj = 5, thenn3 could be eliminated.
If 6 6 j, then a pairn3, n4 of antipodal points would lie strictly
on one side of the great circle, a contradiction. Thus{n1, ni , n2}
are not collinear for any 5≤ i ≤ d − 1, hence{n6, n7, . . . , nd} are
collinear. Look at the weighted link ofn2. Since{n4, n2, n6} are87

assumed to be collinear, there exists 7≤ k ≤ d such that its weight
at nk is −1, a contradiction.

�

Lemma 9.11(Nagaya). For d ≥ 8, the triangulation[d − 6] below has
no weakly minimal admissible N-weighting.

Proof. Suppose the contrary. Sincen1, n2 cannot be antipodal,{n1, ni ,

n2} can be collinear for at most one 6≤ i ≤ d − 1.
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(1) Suppose for one 6≤ j ≤ d − 1, {n1, n j , n2} were collinear, hence on
a great circle. Then{n j , n j+1, . . . , nd} are collinear. Since{n1, n2, n j}
are collinear, the consideration of the weighted link ofn2 shows
that j = d − 1. Look at the weighted link ofn4. Since{n1, n4, n5}
cannot be on a great circle, we see that{n3, n4, n6} are collinear.
Look then at the weighted link ofn5. From what we have seen
so far, we can conclude that{n3, n5, n6} are collinear, hencen3, n6

are antipodal and are strictly on one side of the great circlepassing
throughn1, n2, nd−1, a contradiction.

(2) We thus conclude that{n1, ni , n2} are not collinear for all 6≤ i ≤
d − 1, hence{n6, n7, . . . , nd} are collinear.

Look at the weighted link ofn4. � 88

(2-i) If {n1, n4, n5} are not collinear, then{n3, n4, n6} are collinear. The
weighted link ofn5 forces{n3, n5, n6} to be collinear, hencen3, n6 are
antipodal and{n3, n1, n6} are collinear. Look at the weighted link of
n1 and n2 simultaneously. Their weights atni , 7 ≤ i ≤ d, coincide.
(2 − i − a) Suppose{n j , n2, nk}, 6 ≤ j < k ≤ d, were collinear. Since
n3, n4 are antipodal,n2n jn j+1 . . .nkn2 cannot be a great circle, hence
n j , nk are antipodal. The sequence of weights of the weighted link of
n2 at n j+1, . . . , nk−1 is a part of that of the weighted link ofn1 at n7,
n8, . . . , nd, n1, n5. We easily see that this is a contradiction. (2− i − b)
If {n1, n2, n j}, 6 ≤ j ≤ d, are collinear, thenn1n jn2n1 is a great cir-
cle, which determines a hemisphere containing a pairn3, n6 of antipo-
dal points, a contradiction. (2-i-c) Suppose{n5, n2, n j}, 6 ≤ j ≤ d, are
collinear. Then the consideration of the weights atn j+1, . . . , nd, n1 of
the weighted link ofn2 show that j = d. Look then at the weighs at
n6, n7, . . . , nd−1 of the weighted link ofn2. There would be−1 some-
where, a contradiction.
(2 − ii ) Suppose{n1, n4, n5} are collinear, hence on a great circle and
{n4, n1, n5} are collinear. Look at the weighted link ofn1 andn2. As in
(2− i), we arrive at a contradiction.

Lemma 9.12 (Nagaya). For d ≥ 8, the triangulation[d − 7] has no 89

weakly minimal admissible N-weighting.
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Proof. Suppose the contrary. Again{n1, ni , n2} can be collinear for at
most one 6≤ i ≤ d − 1.

(1) Suppose{n1, n j , n2}, 6 ≤ j ≤ d − 1, are collinear, hence on a great
circle. Hence{n1, n2, n j}, {n6, n7, . . . , n j} and {n j , n j+1, . . . , nd} are
collinear. Looking at the weighted link ofn2, we again see that
j = d − 1, {n6, . . . , nd−1} are collinear andn1n2nd−1n1 is a great
circle. Look then at the weighted link ofn4. Obviously,{n5, n4, n6}
are not collinear, hence{n1, n4, n3} are collinear and{n4, n5, n6} are
not. At 5-valentn5, {n1, n5, n3} are necessarily collinear, but we have
a contradiction, since thenn1, n3 are antipodal andn1n2nd−1n1 is a
great circle.

(2) We conclude that{n1, ni , n2} are not collinear for all 6≤ i ≤ d − 1,
hence{n6, n7, · · · , nd} are collinear. Look at the weighted link ofn4.

(2 − i) If {n5, n4, n6} are collinear, hence on a great circle, the compati-
bility of the Z-weights around 5-valentn5 shows that the weighted link
of n2 has a positive weight atn5.
(2−ii ) If {n5, n4, n6} are not collinear, then{n1, n4, n3} are collinear. At 5-90

valentn5, we see that{n1, n5, n3} are collinear, hencen1, n3 are antipodal
and{n1, n6, n3} are collinear, Again by the compatibility of theZweights
aroundn5, we see that the weighted link ofn2 has a positive weight at
n5.

In both cases (2− i) and (2− ii ), look at the weighted link ofn2.
Since it has a positive weight arn5, {n5, n2, nk} are collinear for some
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7 ≤ k ≤ d, hence has weight−1 at somen1, 6 ≤ i ≤ d, i , k, a
contradiction. �

Lemma 9.13. A weakly minimal admissible N-weighting for the trian-
gulation [7-5] is necessarily of the form in Theorem 9.6 up toisomor-
phism.

Proof. By symmetry, we may assume that{n3, n1, n6} are collinear.
Look at the weighted link ofn2.

Since the weights atn1 andn7 cannot be−1, {n1, n2, n7} are necessar-
ily collinear. Since its weight atn3 is then−1, {n2, n3, n5} are collinear.
Thus{n3, n4, n7} and{n1, n5, n4} are collinear for the same reason. Look-
ing then at the weighted link ofn6 , we see that{n5, n6, n7} are collinear.
From what we have seen so far, an admissible doubleZ weighting is
uniquely determined as in the picture, by Cor.9.2.
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91
n = n5, n′ = n1, n′′ = n3 form a Z-basis ofN. The doubleZ

weighting successively determines the otherN-weights as follows:n2 =

−nn′′, n4 = −n− n′, n6 = −n′ − n′′ andn7 = −n− n′′. �

Lemma 9.14. A weakly minimal admissible N-weighting on the trian-
gulation [8-5] is either [8 − 5′] or [ 8 − 5′′] of Theorem 9.6 up to iso-
morphism.

Proof. Neither{n1, n4, n2} nor {n1, n8, n2} are collinear, since otherwise
theZ weights aroundn3 would be−1.

In particular,n1, n2 are not antipodal. Thus{n1, ni , n2} are collinear
for at most one 5≤ i ≤ 7. If there were no such i, thenn4n5n6n7n8n4

would necessarily be a great circle and the weighted link ofn4 would
have weight−1 atn3, a contradiction. By symmetry, it thus suffices to
consider the following two cases:

1. {n1, n5, n2} are collinear, hence{n5, n6, n7, n8} are collinear. Look
at the weighted link ofn4. We easily see that{n3, n4, n5} are
collinear. Look then at the weighted link ofn2. If {n5, n2, n7} were92

collinear, thenn5n2n7n1n5 would be a great circle, thus{n2, n7, n1}
would be collinear, a contradiction. Thus we conclude that{n6, n2,

n8} are collinear. In particular,n6, n8 are antipodal, hence{n6, n1,

n8} are also collinear. Then the weighted link ofn1 has necessar-
ily weights−2,−1,−2 at n3, n4, n5, respectively. Looking at the
Z weights aroundn4 determined so far, we see that the weighted
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link of n8 has weight 0 atn4, hence{n2, n8, n3} are collinear. The
collinearity for each vertex thus determined gives rise to aunique
admissible doubleZweighting with one integral parameter, which
determines the admissibleN-weighting [8− 5′] in Theorem 9.6,
if we let n = n2, n′ = n5, n′′ = n6.

2. {n1, n6, n2}, hence{n4, n5, n6} and {n6, n7, n8} are collinear. Look
at the weighted link ofn2. We see that{n5, n2, n7} are collinear.
Look then at the weighted link ofn4 andn8. By symmetry and
because of the fact that their weights atn3 cannot be−1, we have
four possibilities:

�

(i) {n1, n4, n8} are collinear, hence are on a great circle. Look at the
weighted link ofn1. Its weights atn5, n6, n7 are necessarily.−2,
−1,−2. By the compatibility of theZ weights around the 4-valent
vertexn5, we have a contradiction.

(ii) {n2, n4, n3} and{n2, n8, n3} are collinear, hencen2, n3 are antipodal.
We see then that{n3, n1, n6} are collinear. Then the weighted link93

of n1 leads us to a contradiction.

(iii) {n3, n4, n5} and{n3, n8, n7} are collinear, hencen3, n6 are antipodal.
Again we see that{n3, n1, n6} are collinear, a contradiction.

(iv) {n3, n4, n5} and{n3, n8, n2} are collinear. Then by the compatibil-
ity of theZweights around the verticesn7 andn8, we see that the
weighted link ofn1 has weight−3,−1,−2,−1, 1, 0 atn3, n4, n5, n6,

n7, n8, respectively, hence in particular{n3, n1, n7} are collinear.
An admissible doubleZ -weighting is uniquely determined by
these considerations and gives rise to the admissible N-weighting
[8 − 5′′] of Thm 9.6.

Lemma 9.15.A weakly minimal N-weighting on the triangulation [8-8]
is of the form in Theorem 9.6 up to isomorphism.
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Proof. By symmetry, we may assume that{n4, n1, n5} are collinear.
Looking at the weighted link ofn2 and ofn3, we see that{n1, n2, n6}
and{n1, n3, n7} are collinear.

Look then at the weighted link ofn4 and ofn5. {n2, n4, n8} are not
collinear, since otherwise they would be on a great circle, hence a con-
tradiction for the weighted link ofn2 would result. Similarly, we see
that {n3, n5, n8} are not collinear. By symmetry, we thus have three pos-
sibilities:

1. {n1, n4, n6} and{n1, n5, n7} are collinear. Then{n1, n6} and{n1, n7}94

are pairwise antipodal, a contradiction.

2. {n3, n4, n6} and {n2, n5, n7} are collinear. Let the weighted link
of n2 have weightb at n6. The collinearity we have so far then
determines all theZ-weights aroundn2 in terms ofb. But the
compatibility for them leads tob = −1, a contradiction.

3. {n3, n4, n6} and{n1, n5, n7} are collinear. Let the weighted link of
n2 have weightb at n6. Then the compatibility of theZ weights
aroundn2 shows that{n5, n8, n6} are collinear. Hence the weighted
link of n8 necessarily has weights−2,−1 at n7, n3, n4, respec-
tively. In this way, an admissible doubleZ -weighting is uniquely
determined and gives rise to the admissible N-weighting [8-8] of
Thm 9.6.

�
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Lemma 9.16. The triangulation [8-9] has no weakly minimal admissi-
ble N-weighting.

Proof. Suppose the contrary. Look at the weighted link ofn1. By sym-
metry, it is enough to consider three cases.

1. {n2, n1, n3} are collinear, hence on a great circle. Looking at the95

weighted link ofn2, n3 andn4, we immediately get a contradic-
tion.

2. {n2, n1, n6} are collinear. In this case, the weighted link ofn1 has
weights−1 atn7 andn8, a contradiction.

3. {n6, n1, n7} are collinear. The same argument applies to the other
6 valent verticesn2, n3 andn4. But for the weighted link ofn2,
{n5, n2, n8} cannot be collinear, since otherwise we would easily
conclude that{n3, n2, n4} are also collinear hence on a great circle,
a contradiction by (1) applied ton5 instead ofn1. Taking into
account the similar conclusion forn3, we need, by symmetry, to
consider the following three cases:

�

(i) {n5, n2, n7} and{n5, n3, n6} are collinear. In this case, the consider-
ation of the weighted link ofn2 andn3 leads us to a contraction for
the weighted link ofn1
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(ii) {n5, n2, n7} and{n6, n3, n8} are collinear.

(iii) {n7, n2, n8} and{n6, n3, n8} are collinear.

In cases (ii ) and (iii ), theZ- weights aroundn6, n7, n8 are necessarily
0, 0,−2 a contradiction for the weighted link ofn1.

Lemma 9.17. A weakly minimal admissible N-weighting for the trian-
gulation [8-10] is necessarily of the form in Theorem 9.6 up to isomor-
phism.

Proof. Note first that the triangulation can be written in a more symmet-
ric form as on the right hand side.

=

96

Look at the weighted link ofn1. Then {n7, n1, n8}. are collinear.
Look then at the weighted link ofn2. Then{n3, n2, n4} are not collinear,
hence{n5, n2, n6} are collinear. Indeed, if otherwise,{n3, n2, n4} would
be a great circle. Then looking at the weighted link ofn3 andn4, we
would get a contradiction for the weighted link ofn1.

If {n5, n3, n6} or {n5, n4, n6} were collinear, thenn5, n6 would be an-
tipodal, and we would get a contradiction for the weighted link of n1.

If {n2, n3, n4} or {n2, n4, n3} were collinear, then they would be on a
great circle, a contradiction again.

Thus for the weighted link ofn3, either{n2, n3, n7} or {n1, n3, n6} are
collinear. We have a similar conclusion for the weighted link of n4. By
symmetry, we need to consider the following three cases:
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1. {n1, n3, n6} and {n1, n4, n6} are collinear. We get a contradiction97

for the weighted link ofn1.

2. {n2, n3, n7} and {n2, n4, n8} are collinear. In this case, we have a
contradiction for theZ-weights aroundn7, n8, andn2.

3. {n1, n3, n6} and{n2, n4, n8} are collinear. In this case, we can de-
termine all the doubleZ-weights uniquely from the collinearity
conditions so far. We get the unique admissible N-weightingde-
scribed in Theorem 9.6.

�

Lemma 9.18. A weakly minimal admissible N-weighting for the trian-
gulation [8-11] is of the form in Theorem 9.6 up to isomorphism.

Proof. Look at the weighted link ofn1 andn2. By symmetry, we need
to consider the following three cases:

=

1. {n4, n1, n2} and{n1, n2, n3} are collinear, hence{n1, n2, n3, n4} are
on a great circle. We easily get a contradiction for the weighted
link of n5.
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2. {n4, n1, n2} and {n5, n2, n6} are collinear. In this case,n1, n5, n7

andn1, n6, n8 are necessarily collinear. The consideration of the
weighted link ofn3 shows that{n5, n3, n6} are collinear, hence98

n5, n6 are antipodal.

3. {n5, n1, n6} and{n5, n2, n6} are collinear, hencen5, n6 are again an-
tipodal.

�

Thus in cases (2) and (3),n5 andn6 are antipodal, hence{n5, n3, n6}
and {n5, n4, n6} are collinear. Look at the weighted link ofn5. Since
{n3, n5, n4} cannot be on a great circle, and since the situation is sym-
metric with respect ton3 and n4, we may assume that{n2, n5, n7} are
collinear. Looking at the weighted link ofn4 and theZ-weights around
n7, n8 andn1, we conclude that{n2, n6, n8} are collinear. From what we
have seen so far, we get a unique admissible doubleZ-weighting with
two integral parameters, which gives rise to the admissibleN-weighting
described in Theorem 9.6.

Lemma 9.19(Nagaya). A weakly minimal admissible N-weighting on
the triangulation [8-12] is of the form in Theorem 9.6 up to isomor-
phism.

Proof. The triangulation can again be written in a more symmetric form
as on the right hand side.

=



9. Complete non-singular torus embeddings in dimension 3 79

By symmetry, we may assume that{n3, n1, n7} are collinear. Look at99

the weighted link ofn2 and ofn3. We need to consider three cases:

1. If {n3, n2, n7} are collinear, thenn3, n7 are antipodal, hence{n3, n5,

n7} and{n3, n6, n7} are collinear. Looking at the weighted link of
n5, we see that{n5, n4, n8} are collinear, a contradiction for the
weighted link ofn6.

2. If {n1, n2, n5} and{n1, n3, n5} are collinear, thenn1, n5 are antipo-
dal, hence{n1, n6, n5}, {n1, n7, n5} and {n3, n5, n7} are collinear.
Looking at the weighted link ofn5, we see that{n5, n4, n8} are
collinear, again a contradiction for the weighted link ofn6.

3. Let {n1, n2, n5} and {n2, n3, n6} be collinear. If{n6, n4, n7} were
collinear hence on a great circle, the weighted link ofn7 would
have weight−2 at n2. Moreover, the weighted link ofn5 would
have weight 1 atn4, hence{n3, n5, n4} would be collinear and
the weight atn2 would be−1. Since the weighted link ofn1

has weight 0 atn2, we would violate the compatibility for the
Z-weights aroundn2.

�

Thus we conclude that{n3, n1, n7} , {n1, n2, n5}, {n2, n3, n6} and{n5,

n4, n8} are collinear. We then have three possibilities for the weighted
link of n5. If {n3, n5, n7}were collinear, thenn3, n7 would be antipodal, a
contradiction, since we are in case (1). If{n2, n5, n6}were collinear, then
{n1, n2, n5, n6} would be on a great circle, hencen2, n6 would be antipo- 100

dal. By symmetry, we are in case (1), a contradiction. Thus{n3, n5, n4}
are collinear.

We then four possibilities for the weighted link ofn6. If {n3, n6, n4}
were collinear, thenn3, n4 would be antipodal, hence{n1, n7, n4} would
be collinear, a contradiction for the weighted link ofn7. If {n5, n6, n8}
were collinear, thenn5, n8 would be antipodal, hence{n5, n7, n8} would
be collinear. Looking at the weighted link ofn6 andn7, we would get a
contradiction for theZ- weights aroundn1. If {n4, n6, n7} were collinear
hence on a great circle,{n4, n7, n6} would be collinear. Looking at the
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weighted link ofn6 andn7, we would again get a contradiction for the
Z-weights aroundn1.

Thus {n1, n6, n8} are collinear. These collinearity conditions deter-
mine a unique admissible doubleZ-weighting, which gives rise to the
N-weighting [8-12] in Theorem 9.6.

Lemma 9.20. A weakly minimal admissible N-weighting on the trian-
gulation [8-13] is either [8-13] or [8 − 13′′] of Theorem 9.6 up to iso-
morphism.

=

Proof. Look at the weighted link ofn1 andn2. By symmetry, it suffices101

to consider three cases:

1. {n2, n1, n6} and {n1, n2, n7} are collinear. Look at the weighted
link of n5. By symmetry, we may assume that{n2, n5, n6}, hence
{n4, n3, n5} are collinear. Thusn2, n6 are antipodal, and{n2, n8, n6}
are collinear. Looking at the weighted link ofn8, we see that
{n3, n4, n8} are collinear. We have two possibilities for the weigh-
ted link of n6, but by symmetry with respect to{n3, n4}, we may
assume that{n3, n6, n8} are collinear. Thusn3, n8 are antipodal,
hence{n3, n7, n8} are collinear. These collinearity conditions de-
termine a unique admissible doubleZ -weighting with two inte-
gral parameter which gives rise to the N-weighting [8− 13′] of
Theorem 9.6.
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2. {n5, n1, n8} and {n5, n2, n8} are collinear. In this casen5, n8 are
antipodal, hence{n5, n6, n8} and {n5, n7, n8} are collinear. Look-
ing at the weighted link ofn6 andn7, we see that{n6, n3, n7} and
{n6, n4, n7} are collinear, hencen6, n7 are antipodal and{n6, n5, n7}
and{n6, n8, n7} are collinear. These collinearity conditions deter-
mine a unique admissible doubleZ-weighting with four integral
parameters, which gives rise to theN-weighting [8−13′′] of The-
orem 9.6.

It remains to show that the following cannot happen:

3. {n5, n1, n8} and{n1, n2, n7} are collinear.

�

By symmetry with respect to{n3, n4} and our argument (1), (2) applied102

ton3, n4 instead ofn1, n2, we may assume that{n6, n3, n7} and{n3, n4, n8}
are collinear. Looking at the weighted link ofn5 andn6, we see then that
{n2, n5, n3} and{n1, n6, n4} are collinear. Let a (respb) be theZ-weight
of the edgen3n5 at n3 (resp.n1n6 at n1). Then theZ-weights around 4-
valent verticesn1, n2, n3, n4 are determined in terms ofa andb. We see
thata, b , 0,−1. Looking at the compatibility of theZ-weights around
n7 andn8, we see that{n4, n7, n5} and{n2, n8, n6} are collinear. Then we
havea(b+1) = b(a+1) = −1, a contradiction, sincea , −1 andb , −1.

Lemma 9.21. A weakly minimal admissible N-weighting on the trian-
gulation [8-14] is either [8 − 14′] or [ 8 − 14′′] of Theorem 9.6 up to
isomorphism.

Proof. The triangulation can be written in a more symmetric from again.

=
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First look at the 5-valentn3, n4, n5 aroundn1 (1). If {n3, n4, n5}103

are collinear, then they are on a great circle. Look at the weighted link
of n6. Because of the 3-valent vertexn2, {n5, n6, n8} and{n4, n6, n7} are
not collinear{n7, n6, n8} are not collinear, since otherwise they would
be on a great circle disjoint from the other great circlen3, n4, n5, n3.
Thus by symmetry we may assume that{n2, n6, n5} are collinear. Look
at the weighted link ofn7. If {n2, n7, n5} were collinear, thenn2, n5

would be antipodal, a contradiction, sincen2 is not on the great cir-
cle n3n4n5n3. For the same reason as above, we thus conclude that
{n2, n7, n3} and {n2, n8, n4} are collinear. These collinearity condition
determine a unique admissible doubleZ-weighting with two integral
parameters, which gives rise to theN-weighting [8− 14′′] of Theorem
9.6.

(2) By (1) and the symmetry aroundn1, we need to consider two
cases:

(i) {n1, n3, n8}, {n1, n4, n8} and{n1, n5, n6} are collinear. Letb be the
Z-weight aroundn1. Then the weighted link ofn3 is completely deter-
mined in terms ofb.

By the compatibility of theZ-weights aroundn3, the weighted link
of n8 has weight 0 atn3, hence{n4, n8, n7} are collinear, a contradiction.

(ii) {n1, n3, n7}, {n1, n4, n8} and{n1, n5, n6} are collinear. Again letb104

be theZ-weighted aroundn1. The collinearity condition so far deter-
mine some the the doubleZ − weights. By our argument (1) applied
to n2 instead ofn1, we conclude easily that{n2, n8, n4}, {n2, n6, n5} and
{n2, n7, n3} are collinear. We thus get a unique admissible doubleZ-
weighting with an integral parameter, which gives to theN-weighting
[8 − 14′] of Theorem 9.6. �

We thus conclude the proof of Theorem 9.6.

Remark . By repeated application of Corollary 9.2 we determined all
admissibleN-weightings on theicosahedraltriangulation ofS2. Ap-
parently, there are 32 different admissibleN-weightings, some of which
integral parameters, as in the table below, although some ofthem might
be redundant because of the symmetric nature of the triangulation.
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Some of them are projective and some others are not. The weak
version of our conjecture at the beginning of this section holds for all of
them.

Since all the vertices are 5-valent, these admissibleN-weightings
are automatically weakly minimal. In the table below let{n, n′n′′} be a
Z-basis ofN anda, b, c, dǫ,Z
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(1) (2) (3) (4) (5)

n1 −n+ bn′ + cn′′ −n′ + bn′′ n− n′ + an′′ −n+ (a+ 1)n′ + bn′′ n− an′ − n′′

n2 −n′ + an′′ −n+ an′ + cn′′ −n′ n′ n

n3 −n′′ n′′ n′′ −n′′ n′

n4 n′ − n′′ n n −n+ an′ + cn′′ n′ − n′′

n5 n′ n− n′′ n− n′′ −n+ an′ + (c+ 1)n′′ −n′′

n6 n′′ −n′′ −n′′ n′′ −n′

n7 n− n′ n+ n′ n+ n′ −n′ −n+ n′ + bn′′

n8 n n+ n− n′′ n′ −n′ + n′′ −n

n9 n− n′ + n′′ n′ − n′′ −n′ + bn′ + cn′′ n cn− n′ + n′′

n10 n− 2n′ + an′′ −n+ (a+ 1)n′ + cn′′ −n+ (b+ 1)n′(c+ 1)n′′ n− n− n′′ n′′

n11 n− n′ − n′′ n′n′′ n′ + n′′ −n′ − n′′ −n+ n′ + (b+ 1)n′′

n12 n− n′ n′ 2n′ + n′′ n− n′ −n+ n′′
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(6) (7) (8) (9)

n1 −n+ bn′ + cn′′ −n′ + bn′ + cn′′ −n+ bn+ an′′ n′ − n′′

n2 n′ n′′ n′ − n′′ −n+ bn′ + (c− 1)n′′

n3 n′′ −n′′ −n+ bn′ + (c+ 1)n′′ n′

n4 −n+ (b− 1)n′ + (a+ c)n′′ −n+ bn′ + (c− 1)n′′ −n′ + (a+ 1)n′′ n

n5 −n′ + (a− 1)n′′ n′ − n′′ −n′ + n′′ n− n′′

n6 −n′′ n′ −n′′ −n′′

n7 n′ + an′′ −n′′ n− n′ + an′′ n− n′ + an′′

n8 n− 2n′′ n− n′′ n− n′ −n′ + an′′

n9 n+ n′ − n′′ n −n′ + n′ + n′′ n+ (b− 1)n′ + (a+ c)n′′

n10 n n− n′ + (a+ 1)n′′ n′ −n+ bn′ + cn′′

n11 −n′ + (a+ 1)n′′ −n′ − n′′ n′′ n′′

n12 n− n′′ n− n′ + an′′ n −n+ (a+ 1)n′′

107
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em

beddings

(10) (11) (12) (13) (14)

n1 n− n′ + an′′ an− n′ − (b+ 1)n′′ an− n′ − n′′ −n+ an′ + bn′′ n− n′ + an′′

n2 −n′ + (a+ 1)n′′ −n− bn′′ n− n′ −n+ (b+ 1)n′′ n

n3 n n −n n′ n′′

n4 n− n′′ n− n′′ −n′′ n′ − n′′ −n′

n5 −n′′ −n′′ n− n′′ −n′′ −n′ − n′′

n6 −n′ + an′′ −n n −n′ −n′′

n7 n′ − n′′ n′ − n′′ n′ − n′′ n −n

n8 −n+ bn′ + cn′′ −n+ n′ + bn′′ n′ n− n′(b+ 1)n′′ −n− n′′

n9 −n+ bn′ + (c+ 1)n′′ −n+ n′(b+ 1)n′′ n′ + n′′ n− n′ − bn′′ −n+ n′ − n′′

n10 n′′ n′′ n′′ n′′ n′

n11 n′ n′ −n+ n′ + bn′′ n+ n′ −n+ bn′n′′

n12 −n+ (b+ 1)n′ + cn′′ −n+ 2n+ bn′′ −n+ 2n′ + bn′′ n+ n′′ −n+ n′
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(15) (16) (17) (18) (19)

n1 n− n′ + an′′ n+ n′an′′ n+ n′ + an′′ n+ n′ + an′′ n

n2 n n n′ n n− n′ − (a− 1)n′′

n3 −n′′ n′′ n′′ n′′ n′′

n4 −n′ − n′′ n′ + n′′ n+ n′′ n′ + n′′ n+ n′ − n′′

n5 −n′ n′ n n′ −n′ − 2n′′

n6 n′′ −n′′ −n′′ −n′′ −n′′

n7 −n− n′ − n′′ −n+ bn′ −n′ −n n′ − n′′

n8 −n −n− n′′ −n′ − n′′ −n− n′′ −n+ bn′ + (a− 1)n′′

n9 n+ n′ + n′′ n− n′ −n+ bn′ − n′′ n− n′ − n′′ −n′

n10 n′ −n′ + n′′ −n −n′ −n+ (a+ 1)n′′

n11 −n− n′′ −n+ bn′ + n′′ −n− n′ −n+ n′′ + b(n′ + n′′) n′

n12 −n+ n′ + b(n+ n′ + n′) −n′ −n+ (b− 1)n′ − n′′ −n′ − n′′ −n+ bn′ + an′′
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em

beddings

(20) (21) (22) (23) (24) (25)

n1 −n′ + an′′ n′′ n n n+ n′ + an′′ −n+ an′ + (b+ 1)n′′

n2 −n− 2n′ −n− n′ + (a+ 1)n′′ −n− n+ an′′ −n− n′ + (a+ 1)n′′ n+ n′′ −n+ an′ + bn′′ + c(n′ − n′′)

n3 n′′ −n′ −n′′ −n′′ −n′′ n′ − n′′

n4 n+ n′′ n− n′ − an′′ n+ n′ n+ n′ n+ 2n′ + an′′ n′

n5 n n n′ + n′′ n′ + n′′ n′ + n′′ n′′

n6 −n′′ n′ n′′ n′′ n′′ −n′ + n′′

n7 2n+ n′ + n′′ −n′′ n′ n′ n′ n

n8 n+ n′ n+ n′ − n′′ −n+ n′ + an′′ −n+ n′ + an′′ −n n− n′ + (d + 1)n′′

n9 n′ − n′′ 2n′ − n′′ −n+ an′′ −n+ an′′ −2n− n′ −n′

n10 −n− n′ −n+ an′′ n′ − n′′ n′ − 2n′′ −n− n′ −n′′

n11 n′ −n+ (a− 1)n′′ n+ 2n′ − n′′ n+ 2n′ − n′′ n′ − n′′ n− n′′

n12 −n+ n′ − n′′ n′ − n′′ 2n− n′′ n′ − n′′ −n+ n′ − n′′ n− n+ dn′′
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(26) (27) (28) (29) (30) (31) (32)

n1 −n+ an′ + bn′′ −n+ 2n′′ n′ − n′′ n′ + 2n′′ n− n′ + 2n′′ 3n′ − n′′ n− n′ − n′′

n2 −n′ + cn′′ −n− n′ + n′′ −n− n′′ −n+ 2n′′ 2n+ n′′ −n+ n′ + 2n′′ n− n′

n3 −n+ an′ + (b+ 1)n′′ −n′ n′ n′ + n′′ −n+ n′′ 2n′ − n′′ n

n4 n′ n− n′ − n′′ n− n′′ n n′′ n− n′ n− n′′

n5 n′ − n′′ n′′ n− 2n′′ n+ n′′ n+ 2n′′ n n− n′ − 2n′′

n6 −n′′ n′ −n′ n′′ n+ n′′ n′ −n′ − n′′

n7 n 2n− n′ −n′ + 2n′′ −n− n′n′′ n′ + 2n′′ −n− n′ + n′′ n+ n′ − n′′

n8 n− n′′ n −n′ + n′′ −n′ + n′′ n′ + n′′ n+ n′′ n′

n9 n− n′ + dn′′ 2n′ − n′′ −n −n− n′ + n′′ n′ n′′ −n− n′ − n′′

n10 −n′ + (c+ 1)n′′ −n n′ + n′′ −n+ n′′ n −n+ 2n′′ n+ n′′

n11 n′′ −n′′ n n′ −n− n′′ n′ − n′′ 2n+ n′ − n′′

n12 n− n′ + (d+ 1)n′′ −n+ n′ − n′′ −n+ n′′ −n− n′ −n− n′ − n′′ −n− n′ + 2n′′ n′′





Chapter 2

Applications

Mumford et al. [63, Chap. 2] generalized the notion of tours embedding 111

to that of toroidal embeddings. Using this they proved, among other
things, the important semi-stable reduction theorem is characteristic 0.
Here we are concerned with more elementary applications of tours em-
bedding.

In this chapter we restrict ourselves to tours embedding over the
fieldC of complex numbers, although some of the result have interesting
analogues over fields with non-archimedean rank one valuation.

10 Manifolds with corners associated to torus em-
beddings

Let U(1) = {zǫC; | z |= 1} be theI -dimensional unitary group, i.e.
I -dimensional real torus. Then ther-dimensional algebraic torusT =
(C∗)r has ther-dimensional real torusCT = (U(1))r as the maximal
compact subgroup such that

T/CT � (R>0)r
� Rr

whereR>0 is the multiplicative group of positive real numbers.
Here is a coordinates-free description, which will be useful for torus

embeddings. Recall thatR0 is the set of non-negative real numbers. We

91
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have the valuation

ord :C
| |

−−−−−−−−→ R0
− log
−−−−→
∼
R ∪ {∞}

which induces a homomorphism112

ord :C∗
| |

−−−−−−−−→ R>0

− log
−−−−→
∼
R.

Let N � Zr be a freeZ-module of rankr and letM be its dual. Then as
in §. 1

TN = N ⊗Z C∗ = Homgr(M,C
∗)

is anr-dimensional algebraic torus overC.

Definition. We denote byCTN the compact (real) torus

CTN = N ⊗Z U(1) = Homgr(M,U(1)).

The valuation ord applied to the second factor thus induces asurjec-
tion

ord : TN = Homgr(M,C∗)
| |

−−−−−−−−→ Homgr(M,R>0)
− log
−−−−→
∼

Homgr(M,R) = NR

whose kernel isCTN, thus we have

ord : TN/CTN −→∼ NR.

Let (N,△) be an r.p.p.decomposition. ThenCTN acts on the corre-
sponding tours embeddingTN emb(△) endowed with theclassical
(Hausdorff) topologyinstead of the Zariski topology. We then adopt the
following definition for the notion introduced by Mumford etal. [61,
Chap. 1,§. 1].

Definition. We denote by

ord : TN emb(△)→ Mc(N,△) = TN emb(△)/CTN

the quotient space with respect to the classical topology and call it the
manifold with cornersassociated toTN emb(△)
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It is indeed a manifold with corners in the usual sense (cf. Borel-113

Serre [4]) ifTN emb(△) is non-singular. By Theorem 4.2,TN emb(△) is
the union of affine open sets

U(σ) = Homunit.semigr(σ̌ ∩ M,C)

with σ running through△, henceMc(N,△) is the union of its open sets

ord : U(σ)/CTN
| |

−−−−−−−−→
∼

Homu.s.g(σ̌ ∩ M,Ro)

− log
−−−−→
∼

Homu.s.g(σ̌ ∩ M,R ∪ {∞}).

The second description shows thatU(σ)/CTN is isomorphic to (Ro)s ×
(R>o)

r−s for somes if σ is non-singular.

Proposition 10.1. For an r.p.p.decomposition(N,△) the associated
manifold with corners Mc(N,△) has an action of NR = R ⊗Z N and
is an equivariant partial compactification of NR with the orbit decom-
position.

Mc(N,△) =
∐

σǫ△
orb(σ)/CTN

such that

orb(σ)/CTN
ord−−→
∼

NR/(R − subspace generated byσ).

In particular

dimC orb(σ) = dimR orb(σ)/CTN = rankN − dimσ.

Proof. The first part is obvious, sinceMc(N,△) has an action of
TN/CTN = NR. Since orb(σ) = Homgr(σ⊥ ∩ M,C∗) by Theorem 4.2,
we see that

orb(σ)/CTN
orb−−→
∼

Homgr(σ
⊥ ∩ M,R) = NR/(R− subspacegend byσ).

A map h:(N,△)→ (N′,△′) of r.p.p. decompositions obviously gives114

rise to an equivariant continuous map

Mc(h) : Mc(N,△)→ Mc(N′,△′)

�
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Example (Mumford). Consider the projective lineP1(C), which is the
2-sphere in the classical topology. It corresponds to the r.p.p. decompo-
sition (N,△) = (Z · {R◦, {0},−R◦}).

CTN = U(1), and the orbits under it are the circles of the same
latitude. The quotientMc(N,△) is the closed interval, a compactification
of the open interval isomorphic toNR = R.

orb

(N,△) P1(C)
ord−−→ Mc(N,△)

Example.For a 2-dimensional (N,△),Mc(N,△) looks like this

0

We encounter many other examples later in§§. 11, 13, 14, 15. Since115
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the decomposition ofMc(N,△) into NR-orbits faithfully reflects the in-
cidence among theTN-orbits ofTN emb (△) the pictures we can draw of
Mc(N,△) in dimensions 2 and 3 will give us a good geometric insight.

Remark. Over a fieldk with a non-archimedean rank one valuation

ord : k→ R ∪ {∞},

we have an obvious analogue ofMc(N,△).

Although the following description of the fundamental group has
nothing to do with the manifolds with corners, we state it here, since it
will be very convenient later.

Proposition 10.2(Mumford). Let (N,△) be an r.p.p.decomposition and
let TN emb(△) be the corresponding torus embedding overC endowed
with the classical topology. Then we have the following canonical de-
scription of the fundamental group.

π1(TNemb(△)) = N/(the subgroup gend
⋃

σ∈△
(σ ∩ N)).

Proof. For simplicity, let T = TN and X = TN emb(△). We have a
well-known isomorphism

N
∼−→ Homgr(U(1),T) = π1(T)

which sendsn ∈ N to the loopU(1) ∋ u→ u<?, n> ∈ Homgr(M,C∗) = T,
where〈, 〉 : M×N→ Z is the dual pairing as before. By Theorem 4.2,X 116

is covered byU(σ) = Homu.s.g(σ̌∩M,C) ⊃ T withσ running through△.
By generalized van Kampen’s theorem in Olum [48], it is thus enough
to show that the canonical homomorphism

N = π1(T)→ π1(U(σ))

is surjective with the subgroupN’ generated byσ ∩ N as the kernel.
Note thatN′ is a direct summand ofN. �
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SinceU(σ) is non-canonically isomorphic to the product of the al-
gebraic torus (N/N′) ⊗Z C∗ and the lower dimensionalTN′-embedding
corresponding toσ considered as a cone inN′R, it is obviously enough
to show thatU(σ) is simply connected ifσ generatesNR. First of all,
N = π1(T) is mapped surjectively ontoπ1(U(σ)), sinceU(σ) − T is of
real codimension≥ 2 in U(σ), by the so-called general position argu-
ment. On the other hand, forn ∈ σ ∩ N and 0≤ ε ≤ 1, the map

U(1) ∋ u 7→ (εu)<?,n> ∈ Homu.s.g(σ̌ ∩ M,C) = Uσ

establishes a homotopy which killsn in π1(U(σ)) asε goes to 0, since
< m, n >≥ 0 for m ∈ σ̌ ∩ M. Sinceσ ∩ N generatesN as a group, we
are done.

For illustrative examples, we refer the reader to§§. 13, 14.

11 Complex tori

The following “multiplicative” formulation of complex tori and polar-117

izations was given by Tate in his lecture in July 1967. It was used effec-
tively by Mumford et al. [61]. In this way, we can also formulate their
analogues in the non-archimedean case, or even in the ideal-adic case.
(cf. Morikawa [36], McCabe [33], Mumford [38] and Gerritzen[11].)

Given ag-dimensional complex torusX, there exists a symmetric
g × g matrix τ = (τ jk) with the positive definite imaginary part im(τ)
such that

X = Cg/(Zg + Zτ1 + · · · + Zτg)

whereτ1, . . . , τg are the row vectors ofτ. We have a surjective homo-
morphism

Cg→ (C∗)g

sending (z1, . . . , zg) to (exp(2πiz1), . . . , exp(2πizg)).
Let Γ be the image of the lattice, which is a free abelian subgroup of
(C∗)g of rankg such that

X = (C∗)g/Γ.
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This description is very efficient, since it gets rid of the redundancyZg.
It also fits in nicely with torus embeddings and will give us good insight
into the construction of degenerating families. Here is thecoordinate-
freeapproach:

Let N � Zg be a free abelian group of rankg with the dualM. As 118

before, letT = TN = Homgr(M,C∗) be the algebraic torus.

Definition. A period for T = Homgr(M,C∗) is a homomorphism

q : Γ→ T, γ 7→ qγ

from a freeZ-moduleΓ of rankg, which is injective with compact cok-
ernelX = T/qΓ, a complex torus.

Composed with the valuation ord(?)= − log |?| : C∗ → R, q gives
rise to a homomorphism

ord◦q : Γ→ NR = Mc(N, {0}).

The injectivity and the compactness of the cokernel ofq are equiva-
lent to those of ord◦q.

For γ ∈ Γ andm ∈ M, let Q(γ,m) = qγ(m) ∈ C∗. Thus we have a
non-degenerate biadditive pairing

Q : Γ × M → C∗.

Definition. For a periodq : Γ→ T = Homgr(M,C∗), let

q̂ : M → T̂ = Homgr(Γ,C
∗)

be the period given by ˆqm(γ) = qγ(m). We call X̂ = T̂/q̂M the dual
complex torus.

Recall thatm ∈ M gives rise to the characterT ∋ t 7→ e(m)(t) ∈ C∗
(cf. §. 1). Consider theformal Laurent series

θ(t) =
∑

m∈M
ame(m)(t)

for t ∈ T andam ∈ C. The following is well-known:
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Proposition 11.1. The ring Ho1(T) of holomorphic functions consists119

of the Laurent series which are convergent everywhere on T. The units
in Ho1(T) are of the form

ae(m) for a ∈ C∗ and m∈ M.

It is also well-known that thepositive divisorson the complex torus
X = T/qΓ are in one to one correspondence with theΓ-invariant positive
divisors onT, which are of the form div(θ) for 0 , θ ∈ Ho1(T). From
what we saw above, theΓ-invariance means that there exist maps

c : Γ→ C∗ and Γ→ M

such that
θ(qγt)c(γ)tα(γ) = θ(t) for all γ ∈ Γ. (*)

Suchθ(t) is called atheta function. We see immediately the following:

Lemma 11.2. The pair (α, c) satisfies the following conditions and is
called a theta type for the period q.

(i) α : Γ→ M is a Q-symmetric homomorphism, i.e.

α(γ + γ′) = α(γ) · α(γ′) and Q(γ′, α(γ)) = Q(γ, α(γ′)).

(ii) c : Γ→ C∗ is a quadratic character with respect to Q(?, α(?)), i.e.

c(γ + γ′)/c(γ)c(γ′) = Q(γ, α(γ′)).

Given theta functionsθ(t) and θ′(t) with the theta types (α, c) and
(α′, c′), respectively, we see thatθ(t)θ′(t) is of the theta type (α+α′, cc′).120

Moreover, div(θ) and div (θ′) give rise to linearly equivalent divisors on
X if and only if there existsm∈ M such that

α′ = α and c′ = c · Q(?,m).

Thus we conclude:
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Proposition 11.3. We have an isomorphism

Pic(X) = {theta types(α, c)}/{(0,Q(?,m)); m ∈ M}

and an exact sequence

0→ X̂→ Pic (X)→ HomQ−symm(Γ,M)→ 0.

Given a theta type (α, c), let Γ(α, c) denote the corresponding line
bundle onX.

Proposition 11.4. Given a theta type(α, c) for q, we have a homomor-
phism

Λ(L(α, c)) : X→ X̂

induced by◦α : T = Homgr(M,C∗)→ T̂ = Homgr(Γ,C∗).

(1) α : Γ → M is injective if and only if ord◦Q(?, α(?)) : Γ × Γ → R
is non-degenerate. In this case,Λ(α, c)) is an isogeny whose degree is
equal to the order deg(α) of coker [α : Γ → M], and L(α, c) is called
non-degenerate.
(2) If, moreover, ord◦Q(?, α(?)) : Γ × Γ → R is positive definite, then
L(α′, c) is an ample line bundle, andα is called apolarization. In this
case, the theta functions of the theta type (α, c) form aC-vector space of
dimension deg(α). The polarization isprincipal if and only if 121

α : Γ
∼→ M, i.e. Λ(L(α, c)) : X

∼→ X̂.

When we have a principal polarizationα on X, we can identifyΓ
with M viaα. Thus a principally polarizedg-dimensional complex torus
X is determined by a symmetric biadditive map

Q : M × M → C∗

with P = ord◦Q : M × M → R positive definite so that

X = T/{Q(m, ?);m ∈ M}.

Let us fixM = Zg with theZ-basis{m1, . . . ,mg}. Let

PdS ym(M × M,C∗) =
{symmetric biadditiveQ : M × M → C∗
with ord◦Q positive definite

}
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We then have aversal familyoverPdS ym(M×M,C∗) of principally
polarizedg-dimensional complex tori, whose total space is the quotient
of T ×PdS ym(M ×M,C∗), with T = Homgr(M,C∗), by the action ofM
defined by

(t,Q) 7→ (Q(m, ?)t,Q) for m ∈ M.

Pdsym(M × M,C∗) is an open subset of
Sym (M×M,C∗ = {symmetric biadditiveQ : M×M → C∗}, which,

by component wise multiplication, is ag(g+1)/2-dimensional algebraic
torus overC with the character group

S2(M) = the symmetric product ofM of degree 2 and the group of122

one parameter subgroups

Sym(M × M,Z) = {symmetric bilinear mapsM × M → Z}.

As usual, letSg be the Siegel upper half plane of complex symmetric
gxgmatricesτ = (τ jk) with the positive definite imaginary partIm(τ) >
0. Then an element (

A B
C D

)

of the Siegel modular groupS pg(Z) acts onSg via τ 7→ (Aτ + B)(Cτ +
D)−1. The mapτ 7→ Q defined by

Q(mj ,mk) = exp(2πiτ jk)

establishes an embedding

Sg/{
(
1 B
0 1

)
∈ S pg(Z)} ∼−→ PdS ym(M × M,C∗) ⊂ S ym(M × M,C∗).

The first step in compactifying the moduli space of principally po-
larized complex tori in Mumford et al. [61] is to choose a niceS ym(M×
M,C∗)-embedding corresponding to anadmissibler.p.p.decomposition
(S ym(M × M,Z,△) which is invariant under the canonical action of
Aut(M) � GLg(Z) with △/Aut(M) finite and fills up the convex hull
in S ym(M × M,R) of the set of positive semi-definite integral forms.

The Delony-Voronoi decomposition is such a decomposition and
was used by Namikawa [46] for his Delony-Voroni compactification of
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the moduli space, over which he could even construct a familyof what123

he callsstable quasi-abelian varieties. Here is a brief coordinate-free
account of the part relevant to us:

Let P : M × M → R be a positive semi-definite bilinear form.P
defines a pseudo-norm||x||p = P(x, x)1/2 on MR. For x ∈ MR let

w(x,P) = {m∈ M; ||x−m||P = min
m′∈M

||x−m′||P}.

The convex hullD(x,P) in MR of w(x,P) is an (unbounded ifP is
not definite) polyhedron inMR and is called aDelong cell. The set
Del(MR,P) of Delony cells is theDelony decompositionand is invari-
ant under the translation action ofM.

On the other hand,

V(x,P) = {y ∈ NR; 〈m′, y〉 + P(m′,m′ + 2m) ≥
for all m′ ∈ M and allm ∈ w(x,P)}

is a polyhedron inNR and is called aVoronoi cell. Let P∗ : MR → NR
be the canonical linear map defined byx′ 7→ P(x′, ?). ThenV(x,P) is
the image under−2P∗ of {x′ ∈ MR; ||x′ − m||P = min

m′∈M
||x′ − m′||p for

all m ∈ w(x,P)}. The set Vor(NR,P) of Voronoi cells is the Voronoi
decompositionof the image ofP∗ : MR → NR and is invariant under the
translation action of 2P∗(M). This is the original definition by Voronoi
and is different from the usual one, for instance in Oda-Seshadri [49].

Definition . Positive semi-definite bilinear formsP, P′ : M × M → R 124

areequivalentif
Del(MR,P) = Del(MR,P

′).

An equivalence class
∑

of positive semi-definite forms is a poly-
hedral cone, aDelony-Voronoi cone, in S ym(M × M,R). Let Del-Vor
be the set of such equivalence classes. Then we have an admissible
r.p.p.decomposition

(Sym(M × M,Z, Del-Vor),

theDelony-Voronoi decomposition, which is Aut(M)-invariant with Del-
Vor/Aut(M) finite and which fills up the convex hull of the set of positive
semi-definite integral forms.
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On the other hand, for a Delony-Voronoi cone
∑

and a Delony cell
D of the Delony decomposition common to forms in

∑
,

σ(
∑

,D) = (y,P) ∈ NR ×
∑

;〈m′, y〉 + P(m′,m′ + 2m) ≥ 0

for all m′ ∈ M and allm ∈ M ∩ D
}

is a polyhedral cone inNR ⊕ S ym(M × M,R). The set Mixed of these
cones,mixed cones, gives rise to an r.p.p.decomposition

(N ⊕ Sym(M × M,Z), Mixed)

called themixed decomposition.
The second projection induces a map of r.p.p.decompositions

p2 : (N ⊕ Sym (M × M,Z),Mixed)→ (S ym(M × M,Z),Del− vor).

125

Thus we have an equivariant morphism of torus embeddings

ρ : TN⊕ Sym (M×M, Z
||

X

emb(Mixed)→ TSym (M×M,Z
||
B

emb(Del− Vor)

a “family of semi-universal coverings” of Namikawa [46,§. 8].
For various reasons (cf. ibid. (13.8)), it is more convenient to con-

sider thelevel2ν action (ν ≥ 1) of the latticeM onB. It is induced by
the action ofM on N ⊕ S ym(M × M,Z) by

(y,P) 7→ (y+ P(2νm, ?),P) for m∈ M

which preserves the mixed decomposition. OnT× PdSym (M×M,C) ⊂
B, it coincides with the action

(t,Q) 7→ (Q(2νm, ?)t,Q) for m ∈ M.

Let X ◦ ⊂ X be the interior of the closure of PdSym (M × M,C∗).
ThenB◦ = ρ−1(X ◦) is the inverse image under ord of the open set in
Mc(N⊕ Sym (M×M,Z), Mixed) consisting ofNR× PdSym (M×M,R)
and the boundary at infinity.
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The level 2ν action of M induced on the open set, hence also its
action onB◦, is properly discontinuous and fixed point free. Thus we
have a family

ω(ν) : a(ν) = B◦/(level 2ν action ofM)→X
◦

of “stable quasi-abelian varieties of dimensiong and of degreeν” of
Namikawa [46,§. 13].

We now look more specifically atone parameter degenerationsof 126

principally polarizedg-dimensional complex tori which was studied in
detail by Mumford [38], Nakamura [44], [45] and Namikawa [46, §. 17].
See also Namikawa [47] for toroidal degenerations.

Definition . We denote byU = {λ ∈ C; |λ| < 1} the open unit disk and
U∗ = U − {0} the punctured disk.

It will be more convenient later to think ofU∗ andU as open sets
in TZℓ emb({R0ℓ, {0}}) = C for a freeZ-moduleZℓ of rank one with the
baseℓ with

U = ord−l(R>0ℓ ∐ {∞})
U∗ = ord−l(R>0ℓ)

whereMc(Zℓ, {Roℓ, {0}}) = Rℓ ∐ {∞}.
As before, we fixM � Zg and its dualN and let T = TN =

Homgr(M,C∗). Given a familyπ∗ : Y∗ → U∗ of principally polarized
g-dimensional complex tori, we are interested in extending it to a nice
family π : Y→ U which is proper and flat.

The semi-stable reduction theorem allows us to replaceU by its
covering ramified at 0 and reduces the problem to the case ofunipotent
monodromy. (For details see Namikawa [46,§. 17]). We may thus
assume that there exists ahomomorphicmap U ∋ λ 7−→ Qλ ∈ (the
closure of PdSym(M × M,C∗ in Sym(M × M,C∗)) with ord0 Qλ positive
definite forλ , 0, and a positive semi-definiteB ∈ S ym(M × M,Z) such 127

that the restriction of ord0 Q0 to {x ∈ MR; B(x, x′) = 0 for all x′ ∈ MR}
is positive definite and thatY∗ is the quotient ofT × U∗ under the action
of M defined form ∈ M by

f̃m(t, λ) = (Qλ(m, ?)λB(m,?), t, λ).
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Let Ñ = N ⊕ Zℓ and consider the action ofM on Ñ defined for
m ∈ M by

h̃m(n) = n for n ∈ N

h̃m(ℓ) = ℓ + B(m, ?).

Then f̃m is the composite of the translation by (Qλ(m, ?), 1) ∈ TÑ =

T × C∗ and the automorphism ofTÑ as an algebraic group induced by
h̃m.

To make sure that there is a nice open setV below, let (Ñ, △̃) be an
r.p.p.decomposition invariant underh̃m for all m ∈ M such that the union
of cones in△̃ coincides with

{0} ∪ {B∗(MR) × R>0ℓ},

whereB∗ : MR → NR is the linear map defined byB∗(x) = B(x, ?).
Such△̃ can be most easily described as the join of 0 with a polyhedral
decomposition

△̃ ∩ (B∗(MR) + ℓ)

of the affine subspaceB∗(MR)+ℓ by bounded polyhedral invariant under
the translation by the lattice{B(m, ?);m ∈ M}. It is a special case of
torus embeddings over a discrete valuation ring in Mumford et al. [63,128

Chap.IV,§. 3].
Let V ⊂ TÑ emb(̃△) be the inverse image under ord of the union of

NR × R>0ℓ and the boundary at infinity ofMc(Ñ, △̃). Then there exists
a unique extension of the action ofM ontoV, denoted again bỹfm for
m ∈ M, which is properly discontinuous and fixed point free. Then

π : Y = V/{ f̃m; m ∈ M} → U

is the sought-for extension of the familyπ∗ : Y∗ → U∗.
An example of such̃△ was obtained by Namikawa [46] and Naka-

mura [44], which is of the following form:

△̃ = {σ̃(D); D ∈ Del(MR, B)},
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i.e. of theVoronoi type, where

σ̃(D) = {(y,wℓ ∈ ÑR = ÑR ⊕ Rℓ; 2〈m′, y〉 + wB(m′,m′ + 2m) ≥ 0
for all m′ ∈ M andm ∈ M ∩ D

}
.

For the relation of all these to the compactification of the general-
ized Jacobian varieties, we refer the reader to Namikawa [46, §.18] and
Nakamura [44] in theC case and to Oda-Seshadri [49] and Ishida [26]
in the general case.

Example 11.1.(1) Elliptic curves (g= 1) In this case the versal fam-
ily is already a one-parameter family. With the canonical principal
polarization, an elliptic curveX overC is of the following form: Let
N = M = T = Z. A period

q : Z→ C∗ = T

is determined by the imageλ = ql exp(2πiτ) ∈ C∗ with 0 < |λ | < 1, i.e. 129

im(τ) > 0. Hence
X = Xλ = C

∗/λZ

whereλZ = {λa; a ∈ Z}. Dividing everything out byCT = U(1), we get

ord◦q : Z→ R = NR.

As before, letU = {λC; |λ| < 1} andU∗ = U − {0}. Then we have a
versal family

π∗ : Y∗ = (C∗ × U∗)/ f̃ Z → U∗

of elliptic curvesXλ = (π∗)−1(λ), where f̃ is the automorphism ofC∗ ×
U∗ defined byf̃ (t, λ) = (λt, λ). This can be extended to a family

π : Y→ U

whose fiber overλ = 0 is the rational curve with a node obtained by
identifying 0 and∞ of P1. Indeed, letÑ = N ⊕ Zℓ with theZ-basis
{n, ℓ}. C∗ × U∗ is the inverse image under ord of the upper half plane
R × R>0ℓ of Mc(Ñ, {0}) = ÑR. Let X̃ = TÑemb(△̃), where△̃ consists of
the faces of

σ̃ν = Ro(n+ νℓ) + Ro(n+ (ν + 1)ℓ)
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with ν running throughZ. Let h̃ be the automorphism of̃N defined by
h̃(n) = n andh̃(ℓ) = ℓ + n. Obviouslyh̃ preserves̃△, hence defines an130

automorphismf̃ of X̃. Mc(Ñ,△) looks like the picture below andMc(h̃)
(i) acts as the translation bywn for points ofNR +wℓ and (ii) transforms
the boundary componentsorb(σ̃ν)/CTÑ and orb(Ro(n + νℓ))/CTÑ at
infinity to the next ones corresponding toν + 1.

Since the group generated byMc(h̃) thus acts properly discontinu-
ously without fixed point on the “upper half”, the group generated by
f̃ also acts properly discontinuously without fixed point on the open
setV ⊂ X̃ which is the inverse image under ord of the upper half of
Mc(Ñ, △̃). Then the horizontal projection induces

π : Y = V/ f̃ Z → U.

Note thatπ−1(0)/CT is the circle obtained by identifying the two
end points of a closed interval.

We refer the reader to Mumford et al. [61, Chap. 1.§. 4] for the
certification of universal elliptic curves.

0 0
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0

131

(2) Principally polarized 2-dimensional complex tori
Let M = Z2 with a Z− basis{m1,m2} and let N the dual ofM

with the dual basis{n1, n2}. Then the Delony-Voronoi decomposition
of Sym(M × M,R) consists of the Aut(M)-translates of

∑

3

= R◦ℓ1 + R◦ℓ2 + R◦ℓ3

and its faces
∑

2 = R◦ℓ1 + R◦ℓ2,
∑

1 = R◦ℓ2 and
∑

0 = 0, where
ℓ1, ell2, ℓ3 ∈ SymM × M,Z are defined as follows:

ℓ1(m1,m1) = 1, ℓ1(m2,m2) = 0, ℓ1(m1,m2) = 0,

ℓ2(m1,m1) = 0, ℓ1(m2,m2) = 0, ℓ2(m1,m2) = 0,

ℓ3(m1,m1) = 1, ℓ1(m2,m2) = 1, ℓ3(m1,m2)= −1,

(cf. Namikawa [, 2.7)]). InS2(M), {m2
1+m1m2,m2

2+m1m2,−m1m2} 132

form theZ-basis dual to{ℓ1, ℓ2, ℓ3}. Thus the parameter spaceX◦ of the
family of semi-universal coverings is covered by the Aut(M)-translates
of the open set isomorphic to the interior of the closure inA3 of {(λ1, λ2,
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λ3) ∈ A3; log |λ1| log |λ2| + log |λ2| log |λ3| + log |λ3| log |λ1| > 0, and
|λ1λ3| < 1}.

We now look at semi-stable one parameter degenerations of 2 -di-
mensional principally polarized complex tori. It is well-known that, up
to the Aut(M)-equivalence, positive semi-definiteB ∈ S ym(M × M,Z)
is of the following from:

(1) B = 0

(2) B(m1,m1) = 0, B(m2,m2) = b, B(m1,m2) = 0

(3) B(m1,m1) = a, B(m2,m2) = b, B(m1,m2) = 0

(4) B(m1,m1) = a+ c, B(m2,m2) = b+ c, B(m1,m2) = −c

for positive integersa, b, c. For simplicity, leth̃1 = h̃m1 andh̃2 = h̃m2.
They are the identity onNR.

In case (1), a decompositioñ△ satisfying our requirements is neces-
sarily of the form△̃ = {{0},Roℓ}.

HenceV = T × U andπ−1(0) is the complex torus

T/{Q0(m, ?);m ∈ M}.

In case (2). h̃1(ℓ) = ℓ and h̃2(ℓ) = ℓ + bn2. For any divisorb′

of b, the decomposition ofRn2 + ℓ into “intervals” of lengthb′ as in133

picture below gives rise tõ∆ satisfying our requirements. Consider the
P1-bundleW over the elliptic curveC∗/Q0(m1,m1)Z obtained by divid-
ing C∗ × P1 out by the group generated by the automorphism (t1, t2) 7→
(Q0(m1,m1)t1,Q0(m1,m2)t2). Then by Theorem 4.2 (iii), we see easily
that π−1(0) is a cycle ofb/b′ copies ofW obtained by identifying the
0-section of oneW with the∞-section of the next. IfY is required to
be non-singular, takeb′ = 1 and get the Voronoi type degeneration of
Namikawa and Nakamura.
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The boundary at

infinity of 

In case (3),̃h1(ℓ) = ℓ+an1 andh̃2(ℓ) = ℓ+bn2. Again for divisorsa′

andb′ of a andb, take the decomposition ofRn1+Rn2+ ℓ into “rectan-
gles” of sizea′ × b′ as in the picture below (or a suitable sub division of
it, if Y is required to be non-singular). Without any subdivision,π−1(0)
consists of (a/a′)(b/b′) copies ofP1 × P1 glued along 0× P1, ∞ × P1,
P1 × 0, P1 × ∞’s like a “toroidal net”, again by Theorem 4.2 (iii). If
a′ = b′ = 1, we again get the Voronoi type degeneration 134

The boundary at

infinity of 

In case (4),̃h1(ℓ) = ℓ+ (a+c)n1−cn2 andh̃2(ℓ) = ℓ−cn1+ (b+c)n2.
There are many different decompositions ofRn1 + Rn2 + ℓ which give
rise to allowablẽ∆’s. The “Namikawa decompositions” in Oda-Seshadri
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[49], among which is the Voronoi type decomposition, are examples.
For instance, leta = b = c = 1, and consider the two decomposi-

tions below.

The boundary at

infinity of 

It is the Voronoi type decomposition andπ−1(0) consists of two
copies ofP2 glued along the three coordinates axes, by Theorem 4.2
(iii) and (7.4).

The boundary at

infinity of 

135

In this case,π−1(0) is obtained by gluing together, as in the picture
above, two copies ofP2 and oneW obtained by blowingP2 up along
the three coordinates vertices, by Theorem 4.2 (iii) and Proposition 6.7.
Note thatY is non-singular in this case and each of the six rational curves
on W has the self-intersection number−1. This is Deligne’s example
described in Mumford [38].
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12 Compact complex surfaces of class VII

Kodaira [30] classified non-singular compact complex surfaces into 136

seven classes. Among then, the last classVII has been the least un-
derstood until recently.

Definition. (Kodaira [30, II, Thm 26]) A non-singular compact complex
surfaceX is said to be of classVII (resp. of classVII0) if the first Betti
numberb1(X) = 1 (resp. b1(X) = 1 andX is minimal, i.e. without
exceptional curves of the first kind).

As usual, let

bi(X) = dimC Hi(X,C)

hp,q(X) = dimC Hq(Ωp
X)

and letc1(x) andc2(X) be the Chern classes ofX.
Moreover, letb+ andb− be the number of positive and negative eigen-
values of the cup products onH2(X,R).

Then Kodaira [30, I, Thm 3] showed that a classVII surfaceX has
the following numerical characters:

h0,1 = 1, h1,0 = h2,0 = 0

b1 = 1, b+ = 0

− c2
1 = c2 = b2 = b−

Definition. An, r-dimensional compact complex manifoldsX is called a
Hopf manifoldif its universal covering manifold̃X is isomorphic toCr −
{0}. If, moreover,π1(X) � Z, thenX is called aprimary Hopf manifold.
(See e.g. [1] for a generalization, the Calabi-Eckmann manifold.)

Kodaira [30, III, Thm 41] gave a topological characterization of 2- 137

dimensional Hopf manifolds, i.e. Hopf surfaces :b2 = 0 andπ1(X)
contains an infinite cyclic subgroup of finite index.

Again according to Kodaira [30, II, Thm 30], a primary Hopf surface
X is of the following form :

X = (C2 − {0})/γZ,
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whereγZ is the group of automorphisms generated byγ of the form

γ(z, z′) = (λz+ µ(z′)b, λ′z′)

with a positive integerb andλ, λ′, µ ∈ C satisfying

0 < |λ| ≤ |λ′| < 1

(λ − (λ′)b)µ = 0.

We have the following characterizations of some of the classVII0

surfaces:

Theorem . (Kodaira [K3, II, §. 9 & §. 10]) X is a class VII0 surface
with b2 = 0 and containing at least one curve if and only if X is either

a Hopf surface, or

a certain elliptic surface overP1 with at most non-reduced non-
singular fibers, which is obtained from the product ofP1 and an
elliptic curve by a finite succession of “logarithmic transforma-
tions”.

Theorem (Inoue [22]).X is a class VII0 surface with b2 = 0 containing138

no curve, and with a line bundle L such that H0(Ω1
X ⊗ L) , 0 if and only

if X is isomorphic to one of the surfaces

SM ,S
+
N,p,q,r and S−p,q,r

constructed by Inoue.

All these classVII0 surface satisfyb2 = 0. Recently, Inoue [23],
[24] and Kato [29] constructed series of example withb2 , 0. As we
see in§. 14 and§. 15, these can most easily be described in terms of
torus embeddings.

In this connection, the following result of Kato [29] is of utmost
importance:
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Definition. A global spherical shellin an r-dimensional compact com-
plex manifoldX is an open submanifold isomorphic to

{z= (z1, . . . , zr)εC
r ; 1− ε < |z| < 1+ ε}

with 0 < ε < 1 and|z|2 = |z1|2 + · · · + |zr |2, such that the complement in
X is connected.

An elliptic curve, for instance, contains global sphericalshells.

Theorem. (Kato [29]) Let r ≥ 2. If an r-dimensional compact complex139

manifold X contains a global spherical shell, then X is a deformation of
(hence is diffeomorphic to) the blowing up of a primary Hopf manifold
along a finite number of points. In particular, X is non-Kähler and
π1(X) = Z.

As we see in§. 14 and§. 15, Kato could also show that all the
examples of Inoue withb2 , 0 dealt with in§. 14 and§. 15 contain
global spherical shells, construct a versal family of deformations for the
Inoue surfaces in§. 14 (cf. Theorem 14.2), and construct may new class
VII0 surfaces withb2 , 0 which

contain global spherical shells (cf. Remark after Thm. 14.1).

13 Hopf surfaces and their degeneration

In this section, we deal with those Hopf surfaces which can bedescribed
in terms of torus embeddings. Although we restrict ourselves to the
complex case, the non-archimedean analogue might be interesting to
formulate. (cf Gerritzen-Grauert [15]).

Let us first look at the primary Hopf surface

X=̇(C2 − {0})/γZ
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whereγ(z, z′) = (λz, λ′z′) for (z, z′) ∈ C2−{0} andλ, λ′εC with 0 < |λ| <
1, 0< |λ′| < 1.

Sinceγ is defined in terms of monomials,X can be described by
means of torus embeddings as follows: LetN � Z2 with aZ-basis{n, n′},140

and consider the r.p.p.decomposition

△ = {Ron,Ron′, {0}}.

Then obviouslyTN emb(△) � C2 − {0}, which is simply connected
for instance by Proposition 10.2.γ is the translation action by (λ, λ′) =
λ〈?,n〉λ′〈?,n

′〉 ∈ TN. Thus it induces the translation action ¯γ by (− log |λ|)
n+ (− log |λ′|)n′ ∈ NR on the manifold with cornersMc(N,△). As in the
picture below, the action of ¯γZ on Mc(N,△) is properly discontinuous
and fixed point free, and has a compact fundamental domain. Thus the
action ofγZ on TN emb(△) has the same properties, and we conclude
that

X = TN emb(△)/γZ

is a non-singular compact complex surface withπ1(X) = Z. Moreover,
X contains mutually disjoint elliptic curves

E = orb(Ron′)/γZ � C∗/λZ

E′ = orb(Ron′)/γZ � C∗/λ′Z.

By Proposition 6.6, the canonical bundle ofX is obviously

ωX = 0X(−E − E′).

SinceE · E′ = 0 and, furthermore,E2 = E′2 = 0, as we see below, we
haveb2 = −c2

1 = 0. Indeed, the vertical projectionN→ Zn induces

orb(Ron′) ⊂ TN emb(△) − orb(Ron) //

≀||
C∗

C∗ × C

on whichγ acts byγ(z, z′) = (λz, λ′z′). Dividing these out byλZ, we get141

E ⊂ X − E −→ C∗/λZ.
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X − E′ is obviously the total spaceV(L) of a line bundleL of degree 0
on the elliptic curveC∗/λZ andE is its 0-section. Thus

E2 = − degL = 0.

X is thus a rather curious compactification ofV(L).
X has a global spherical shell indicated in the picture.

fund. domain

For a positive integer a, let̄Fa be the non-projective algebraic sur-142

face with an ordinary double curve obtained by identifying the 0-section
and the∞-section of the rational ruled surface

Fa = P(0P1 ⊗ 0P1(a))
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by means of the map (z, 0) 7→ (φ(z),∞) for φ ∈ Aut (P1). Assuming
that the coefficients ofφ as a linear fractional transformation are small,
Kodaira [30, III, Thm 45] showed:

Theorem.There exists a complex analytic family over the unit disk

π(a) : Y(a) −→ U = {λ ∈ C; |λ| < 1}

such that
π(a)−1(0) = F̄a

andπ(a)−1
(λ) is a Hopf surface forλ , 0.

Using torus embeddings, we prove this theorem in the specialcase
whereφ is the identity. The proof can be modified so that it works for
φ(z) = cz±, c ∈ C∗.

For this purpose, let us first consider the following Hopf surface: As
before, letN � Z2 with a basis{n, n′}. For a positive integer a, let

△(a) = {Ron,Ro(−n+ an′), {0}}.

Then by Proposition 10.2, we see that

π1(TN emb(△(a)) � Z/aZ.

In fact the universal covering space isTN′ emb(△(a)) � C2 − {0}, where143

N′ ⊂ N is the subgroup generated byn and−n + an′. By (7.6′), we
also see thatTN emb(△(a)) is the complement of the 0-section and the
∞-section ofFa.

For λ in the punctured unit diskU∗, consider the translation action
γλ on TN emb(△(a)) of

λ<?,n′> ∈ TN.

Then the induced action ¯γλ on Mc(N,△(a)) is the translation by
(− log |λ|)n′, hence is properly discontinuous, fixed point free with a
compact fundamental domain.

Thus we see that

Xλ(a) = TN emb(△(a))/γZλ
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is a Hopf surface with

π1(Xλ(a)) � Z x Z/aZ.

0

We then consider̃N = N ⊕ Zℓ and its automorphism ˜γ defined by

h̃(n) = n, h̃(n′) = n′, h̃(ℓ) = ℓ + n′.

Let (Ñ, △̃(a)) be the r.p.p.decomposition consisting of the faces of144

σν, σ′ν with ν running throughZ, where

σν = Ron+ Ro(ℓ + νn′) + Ro(ℓ + (ν − 1)n′)

σ′ν = Ro(−n+ an′) + Ro(ℓ + νn′) + Ro(ℓ + (ν − 1)n′).

Thus△̃(a) ∩ NR = △(a) and△̃(a) induces on the affine subspaceNR + ℓ
the polyhedral decompositioñ△(a) ∩ (NR + ℓ) as in the picture below.
h̃ preserves̃△(a) and gives rise to an automorphism ¯γ of non-singular
TÑ emb(̃△(a)).
Note that the boundary at infinity ofMc(Ñ, △̃(a)) consists of two “walls”
orb(Ron)/CTÑ and orb(Ro(−n + an′))/CTÑ as well as the “roof” as in
the picture.

The horizontal projection induces

π̃(a) : TÑ emb(̃△(a)) → TZℓ({Roℓ, {0}}) = C.

Let V be the inverse image of the unit diskU by π̃(a).
Thus ord(V) is the upper half ofMc(Ñ, △̃(a)).
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The action of ¯γZ onV is properly discontinuous and fixed point free,
γ̃ coincides withγλ above on ˜π(a)−1(λ) = TN emb(△(a))x{λ}. Hence

π(a) : Y(a) = V/γ̃Z → U

is the sougth-for family with

π(a)−1(0) = F̄a and π(a)−1(λ) = Xλ(a) for λ , 0

by Theorem 4.2 (iii) and (7.6′).

0
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0 0

145

14 Inoue’s examples of classVII0 surfaces with
b2 = 1

Torus embeddings are very convenient to describe Inoue’s examples of
classVII0 surfaces withb2 , 0. In this section we describe the first
series of his examples in [23]. Besides, we will be able to describe their
degeneration easily in terms of torus embeddings. We also sketch Kato’s
generalization of Inoue’s construction which provides us with many new 146

examples.
As before, letN � Z2 with a basis{n, n′}. Consider the r.p.p. de-

composition (N,△), where

△ = {Ron′ and the faces ofσν for ν ∈ Z}
σν = Ro(n+ νn′) + Ro(n+ (ν − 1)n′).

By Proposition 10.2,TN emb(△) is simply connected. Leth be the auto-
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morphism ofN defined by

h(n) = n+ n′, h(n′) = n′.

h obviously preserves△ and gives rise to the automorphismh∗ of TN

emb(△).
Forλ ∈ U∗ = {λ ∈ C; 0 < |λ| < 1}, consider the automorphism

γλ = (the translation byλ〈?,n〉) ◦ h∗

of Tn emb(△). For (z, z′) ∈ TN, we see that

γλ(z, z
′) = (λz, zz′),

hence
γνλ(z, z

′) = (λνz, λν(ν−1)/2zνz′) for ν ∈ Z.

γλ induces an automorphism ¯γλ of Mc(N,△)

γ̄λ = (the translation by (− log |λ|)n) ◦ Mc(h).

As we see easily in the picture, the action of ¯γZ
λ
, hence that ofγZ

λ
, is

properly discontinuous, fixed point free and with a compact fundamental
domain. Thus

Xλ = TN emb(△)/γZλ

is a non-singular compact complex surface withπ1(Xλ) = Z, in particu-147

lar b1 = 1.

0
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Theorem 14.1(Inoue [23]). For λ ∈ U∗, the surface Xλ is of class VII0
with b2 = 1 · Xλ has exactly two irreducible curves, an elliptic curve E
and a rational curve C with a node, such that

E2 = −1, C2 = 0, E ·C = 0 and C homologous to zero
H2(Xλ,Q) is 1-dimensional and is generated by E.

Proof. orb(Ron′) = C∗ is certainlyγZ
λ
-invariant andE = orb(Ron′)/γZ

λ
�

C∗/λZ is an elliptic curve. On the other hand, the closure of orb(Ro(n+
νn′) is P1 for ν ∈ Z, and their unionC∗ is γZ

λ
-invariant. C = C∗/γZ

λ
is a

rational curve obtained fromP1 by identifying 0 and∞. SinceC∗ is the
fiber of the equivariant morphism

TN emb(△) −→ TZn emb({Ron, {0}})

induced by the vertical projection, we see thatC2 = 0. Certainly,C and
E are disjoint, henceC · E = 0. Let us now look at 148

orb(Ron′) ⊂ TN emb({Ron′, {0}}) //

||
TZn emb({0}) = C∗

C∗ × C

on whichγZ
λ

acts viaγν
λ
(z, z′) = (λνz, λν(ν−1)/2zνz′). Dividing these out,

we have
E ⊂ Xλ −C −→ C∗/λZ,

which makesXλ −C the total spaceV(L) of a line bundleL of degree 1
overC∗/λZ andE its 0-section. HenceE2 = − degL = −1.
By Proposition 6.6, we see that the canonical bundle is

ωXλ = 0Xλ(−E −C),

henceb2 = −c2
1 = −(−E − C)2 = 1. ThusH2(Xλ,Q) is necessarily

spanned byE andC is homologous to zero. �

Suppose there were an irreducible curveD , E,C.
SinceC · D = 0, D would be contained inXλ − C = V(L). ThusE · D,
which is non-negative by assumption, would be the degree of the pull-
back ofL−1 by D → V(L) → C∗/λZ, a contradiction.Xλ is minimal,
since it thus has no exceptional curve of the first kind.
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Remark . Kato [29] looks atXλ this way: it is obtained, from ord−1

of the shaded area inMc(N,△), by identifying viaγλ the two spherical 149

shells which is ord−1 of the two thick arcs in the picture.

In this way, we need to consider notTN emb(∆) but the simpler torus
embedding

Z = TN emb({R◦n,R◦(n+ n′),R◦n
′, {0}}

obt ained by blowing upC2 along 0. HenceZ = V1 ∪ V2 with V1 = C
2

andV2 = C
2 with coordinates (z, ζ) and (z′, ζ′), respectively, glued along

(C∗)2 via
z′ = zζ andζ′ = ζ−1.

Let φλ : C2→ V1 ⊂ Zbe defined by

φλ(z, z
′) = (λz, z′/λ).

Consider, forε > 0 small, the spherical shell
∑
= {(z, z′) ∈ C2; 1− ε < (|z|2 + |z′|2)1/2 < 1+ ε}

and its inverse image
∑′ by the blowing upz→ C2. Let

∑′′
λ = φλ(

∑
).

Then
∑′ and

∑′′
λ are spherical shells whose images under ord are the
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thick arcs in the picture. Thusφλ induces an isomorphismψλ :
∑′ ∼−→∑′′

λ .

0

0

ThenXλ is obtained from the inverse image inZ of the shaded area150

between the thick arcs ord(
∑′) and ord(

∑′′
λ ) by identifying

∑′ and
∑
λ′′

via ψλ. The common image of
∑′ and

∑′′
λ in Xλ is obviously a global

spherical shell.
This process was generalized by Kato [29] to produce new class

VII0 surfaces with global spherical shells. Instead ofZ, he takesZ′

obtained fromC2 by a finite succession of blowing ups each time along
a point over the previous center.

Kato’s formulation also enabled him to construct a versal family of
deformations of Inoue’s exampleXλ. As before, letU∗ be the punctured
unit disk and letB ⊂ C2 be a small open ball centered at 0 with the
coordinate (τ, τ′).

Theorem 14.2(Kato [29]). There exists a versal family of deformations

X = {Xλ,τ,τ′ ; (λ, τ, τ′) ∈ U∗ × B} −→ U∗ × B

and families of curves

C = {Cλ,τ,τ′} and E = {Eλ,τ,τ′ }
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in X such that

(i) Xλ,0,0 = Xλ is Inoue’s example with Cλ,0,0 = C and Eλ,0,0 = E of
Theorem 14.1.

(ii) For τ′ , 0, Eλ,0,τ′ is empty and Xλ,0,τ′ is a new class VII0 surface
with a unique irreducible curve Cλ,0,τ′ rational with a node of self-
intersection number 0.

For differentτ′ , 0′s,Xλ,0,τ′ are all isomorphic.151

(iii) For τ , 0, Xλ,τ,τ′ is blowing up of a primary Hopf surface along
a point.

Here is a sketch of the construction: LetZ = V1 ∪ V2 and
∑′ be as

in the Remark above. Consider

φλ,τ,τ′ : C2 −→ V1 ⊂ Z

defined byφλ,τ,τ′(z, z′) = (λ(zτ), (zζ + τ′)/λ).
It again induces an isomorphism

ψλ,τ,τ′ :
′∑

˜−→
′′∑

λ,τ,τ′
= φλ,τ,τ′(

′∑
).

Then take ord−1 of the shaded area in the picture ofZ/CTN. Let Xλ,τ,τ′
be the manifold obtained from it by identifying

∑′ and
∑
λ,τ,τ′ via ψλ,τ,τ′ .

We then letC andE be the images inX of

{(z′, ζ′, λ, τ, τ′) ∈ V2 × U∗ × B : z′ζ′ + λ′ + λτ/(λ − 1) = 0}

and

{(z, ζ′, λ, τ, τ′) ∈ V1 × U∗ × B; ζ = τ′ = 0},

respectively.
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the blowing up

of primary Hopf

surfaces
Inoue's

surface

new surface

0

0

0

152

We now look at the degeneration of Inoue’s surfaceXλ asλ tends to
0.

Theorem 14.3.There exists a proper flat family

Π : λ −→ U = {λ ∈ C; |λ| < 1}

with Y non-singular such that forλ , 0 Π−1(λ) is Inoue’s surface
Xλ, and thatΠ−1(0) is a non-normal surface obtained by identifying two
�
′
1s on the 2-dimensional complete non-singular torus embedding W as

in the picture.
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0

Proof. Let Ñ = N ⊗ �ℓ and consider the automorphism̃h of Ñ defined
by

h̃(n) = n+ n′, h̃(n′), h̃(ℓ) = ℓ + n.

Let (Ñ, ∆̃) be the r.p.p.decomposition, where∆̃ consists of the faces of153

�õhν(ℓ) +�õhν+1(ℓ) +�õhν−1(n)

�õhν+1(ℓ) +�õhν−1(n) +�õhν(n)

�õhν(ℓ) +�õhν+1(ℓ) +�on′

with ν running through�. Then∆̃ ∩ N� coincides with∆ of Theorem
14.1, and̃∆ inducers the polyhedral decompositioñ∆ ∩ (N� + ℓ) as in
the picture below. Note that

h̃ν(ℓ) = ℓ + νn+ (ν(ν − 1)/2)n′.

Obviously, h̃ preserves̃∆ and gives rise to an automorphism̃γ of TÑ

emb(̃∆). The horizontal projection induces̃Π : TÑ emb(̃∆) −→ T�ℓ
emb({�oℓ, {0}}) = C. Again letV be the inverse image of the unit disk
U underπ̃. Thus ord (V) is the “upper half” ofMc(Ñ, ∆̃). The action
of γ̃� on V is properly discontinuous and fixed point free. Again by
Theorem 4.2 (iii) and Proposition 6.7, we see that

π : Y = V/̃γ� −→ U

is the sought-for family
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0

0

0

�

154

15 Hilbert modular surfaces and classVII0 surfaces

Inoue [24] constructed another series of examples of classVII0 surfaces
with b2 , 0, using the minimal desingularization by Hirzebruch [19]
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of neighborhoods of cusps of the Hilbert modular surfaces. Again torus
embeddings are very convenient to describe them.

We first describe the relevant part of Hirzebruch’s theory interms of
torus embeddings. (See also Cohn [6].) For the complete description of
compactified Hilbert modular surfaces, we refer the reader to Mumford
et al. [61, Chap. 1,§. 5]. See also Rapoport [54] for the case of totally
real fields in general.

Let K = Q(
√

d) be a real quadratic field. Then we have two embed-155

dings ofK into�

K ∋ ξ 7→ ξ ∈ � and K ∋ ξ 7→ ξ′ ∈ �

so that we have a canonical isomorphism of�-algebras

� ⊗Q K ∋ a⊗ ξ 7→ (aξ, aξ′) ∈ �2

with which we identify them from now on.

Definition. For a�−latticeN in K, let

UN = {positive unitsu of k such thatuN = N}
U+N = {totally positive unitsu of k such thatuN = N}.

Then it is known (see, for instance Hirzebruch [19]) thatUN andU+N
areinfinite cyclic groupswith

[UN : U+N] = 1 or 2.

We have the canonical identification

N� = � ⊗Q K = �2

with N lying irrationally in�2 with respect to the coordinate system of
R2. Consider the convex hull

∑′
N of

N ∩ (�>0)2

and the infinite r.p.p.decomposition (N,∆′N), where∆′N is the decompo-
sition of the first quadrant (�>0)2 into sectors by rays joining 0 and the
points inN ∩ ∂∑′

N.
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ThusMc(N,∆′N) is the union ofN�and the infinite chain of intervals
at infinity.

The action ofU+N on N by multiplication certainly preserves∆′N,156

hence we have an action ofU+N on TN emb(∆′N). Let V′N be ord−1 of
the union of the first quadrant (R>0)2 and the boundary at infinity of
Mc(N,∆′N). Then the action ofU+N on ord(V′N), hence that onV′N itself,
is properly discontinuous and fixed point free. Thus the quotient

W′N = V′N/U
+
N

(or, more generally, the quotient by a subgroup ofU+N of finite index) is
non-singular, and contains a finite cycle ofP′1s. SuchW′N appears as a
neighborhood of the minimal resolution of a cusp of a Hilbertmodular
surface.

fund. 
domain

0 0

0

Inoue [24] obtains a new classVII0 surface by gluing two appropri-157

ate suchW′N’s together. In our formulation, this amounts to applying the
process above to the first and the fourth quadrant simultaneously:
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Theorem 15.1(Inoue). Let N be aZ-lattice in a real quadratic field K.
Let

∑′
N (resp.

∑′′
N) be the convex hull of N∩ (R>0)2 (resp. N∩ (R>0 ×

R<0)). Consider the infinite r.p.p.decomposition(N,∆N), where∆N is
the decomposition ofR>0 × R into sectors by rays joining 0 and

(N ∩ ∂
′∑

N

) ∪ (N ∩ ∂
′′∑

N

).

Let VN beord−1 of the union ofR>0 × R and the boundary at infinity of
Mc(N,△N). Then the following hold:

(i) XN = VN/U+N is a non-singular compact surface of class VII0

with exactly b2 , 0 irreducible curves, which form two disjoint
cycles of rational curves.

(ii) If [UN : U+N] = 2, then

X̂N = VN/UN

is also a non-singular compact complex surface of class VII0 with
exactly. b2 , 0 irreducible curves, which form a cycle of rational
curves.

Here is a sketch of the proof:
From the picture below, the action ofU+N (or UN in case (ii )) on VN158

is easily seen to be properly discontinuous, fixed point freeand with a
compact fundamental domain.

Note that in case (ii ), the multiplication by an element ofUN not in
U+N interchanges the first and the fourth quadrant, hence∆N is in a sense
“symmetric”.

ord−1 of the two infinite chains of the boundary gives rise to two
disjoint cycles

C = C0 +C1 + · · · +Cr−1

C = D0 + D1 + · · · + Dr−1

of rational curves inXN. In case (ii ), we haver = sand the images ofC
andD in X̂N coincide. We thus have a cycle of rational curves

Ĉ = Ĉ0 + Ĉ1 + · · · Ĉr−1
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fund. 
domain

0 0

0

in case (ii)

We refer reader to Inoue [24] for the proof of the facts: 159

H1(XN,Z) � Z

H2(XN,Z) � Z⊕(r+s)

C0, . . . ,Cr−1 andD0, . . . ,Ds−1 are the only irreducible curves inXN. In
particular,XN andX̂N are minimal. Note that from the picture, we easily
see that ord−1 of the positive half of the abscissa inMc(N,∆N) gives rise
to aCTN-bundle overS1 in XN, and thatXN −C − D is homeomorphic
to the product ofR and the bundle.

Remark. As Kato [29] has shown,XN contains a global spherical shell,
hence is deformation of the blowing up of a primary Hopf surface along
a finite number of points. Indeed, ord−1 of a tubular neighborhood of
the boundary of our fundamental domain in the picture gives rise to one

To studyW′N, XN and X̂N in more detail, the “modified” contin-
ued fraction expansion is very convenient as in Hirzebruch [19] and
Inoue[24].

Definition. Let ξ be a real number. Then the modified continued fraction
expansion

ξ = [[e0, e1, . . .]]
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is defined as follows: For non-negative integersν determineξν andeν
inductively by

ξ0 = ξ

eν is the integer witheν − 1 < ξν ≤ eν
ξν = eν − 1/ξν+1.

160

We callξ′νs the intermediate termsof the expansion ofξ.

Theneν ≥ 2 for ν > 0 with no infinite consecutive equalityeν =
2 allowed when the expansion is infinite. As in the theory of usual
continued fractions, we can show thatξ is airrational quadratic number
if and only if its expansion is eventually periodic, i.e. periodic from
certainν on. (cf. Perron [51]).

As before, we identify an elementω ∈ K with its canonical image
(ω,ω′) via K ֒→ NR = R2. Then the continued fraction expansion of
ω and the convex geometry inR2 have a very close relationship. To
be able to describe degenerations of Inoue’s surfacesXN, we need the
following slight amplification of the results pointed out byHirzebruch
[19] and Cohn [6].

Proposition 15.2. (1) Up to the multiplication of a totally positive ele-
ment of K, aZ-lattice N is of the form

N = Z + Zω

withω > 1 > ω′ > 0, i.e.ω reduced.

(2) ω ∈ K is reduced if and only if it has a purely periodic continued161

fraction expansion

ω = [[a0, a1, . . . , ar−1]]

(with the smallest period r).

(3) For reducedω, letων be the intermediate terms of the expansion of
ω with the smallest period r. Then

u = 1/(ω1ω2 · · ·ωr)
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is a generator of U+
Z+Zω

, and{nν}{ν∈Z} are the consecutive elements
of

(Z + Zω) ∩ ∂Σ′Z+Zω,

where

nqr+ j = (ω j+1 · · ·ωr)u
q+1 for q ∈ Z and0 ≤ j < r

and
nν−1 + nν+1 = aνnν.

(4) Forω reduced,1/ω has the expansion of the form

1/ω = [[1, e, a∗0, . . . , a
∗
s−1]] ,

where s is the smallest period and e− 1 < ω/(ω − 1) < e. Let

ω∗ = [[a∗0, . . . , a
∗
s−1]] , i.e.ω/(ω − 1) < e− 1/ω∗

and letω∗ν be the intermediate terms of the expansion ofω∗.

Thenu = 1/(ω1ω2 · · ·ωr) = 1/(ω∗1ω
∗
2 · · ·ω

∗
s), and{n∗ν}ν∈Z are the con-

secutive elements of (Z + Zω) ∩ ∂∑′′
Z+Zω, where

n∗qs+ j = uq(ω − 1)/(ω∗0 . . . ω
∗
j ) for q ∈ Z and 0≤ j < s

and
n∗ν−1 + n∗ν+1 = a∗νnν.

Corollary 15.3. For N = Z+Zωwithω reduced, the decomposition∆N 162

ofR>0 × R consists of the faces of

σν = Ronν + Ronν+1

σ∗ν = Ron∗ν + Ron∗ν+1

for ν ∈ Z, with nν and n∗ν as in Proposition 15.2.

Combined with Proposition 6.7, this implies the following:



134 2. Applications

Proposition 15.4. Let N = Z + Zω with ω reduced and letω∗ be as in
Proposition 15.2 (4) with

ω = [[a0, . . . , ar−1]]

ω∗ = [[a∗0, . . . , a
∗
s−1]]

in the smallest periods r and s. Then Inoue’s surface XN has two cycles
of rational curves

C = C0 +C1 + · · · +Cr−1

C = D0 + D1 + · · · + Ds−1

andX̂N a cycle of rational curves

Ĉ = Ĉ0 + Ĉ1 + · · · + Ĉr−1

with the following properties:

(i) If r = 1 or s = 1, then C,Ĉ or D is an irreducible rational curve
with one node with

C2 = −a0 + 2, Ĉ2 = −a0,+2, D2 = −a∗0 + 2.

(ii) If r ≥ 2 or s≥ 2, then Ci, Ĉi or Di are non-singular rational curves
with

C2
i = −ai , Ĉ

2
i = −ai i = 0, . . . , r − 1

D2
i = −a∗i i = 0, . . . , s− 1.

To illustrate the relationship between the continued fraction expan-163

sion ofω and the r.p.p.decomposition (N,∆N) with N = Z+Zω, we now
sketch the proof of Proposition 15.2 except fo the eventual periodicity
of the expansion and the fact that

u = 1/(ω1 · · ·ωr) = 1/(ω∗1 · · ·ω
∗
s)

generatesU+N. Hopefully, it will explain the way we number the element
of N ∩ (∂

∑′
N ∪ ∂

∑′′
N).

The proof of the following inducted step is obvious.
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Lemma 15.5. Let ξ ∈ K with ξ > ξ′ > 0. For the integer e with
e− 1 < ξ < e, letξ = e− 1/η. Thenη > 1, η > η′ > 0 and1/η ∈ Z+Zξ.
If ξ > ξ′ > 1, thenξ is in the interior of the convex hull of(Z + Zξ) ∩
(R>0)2.

If ξ > 1 > ξ′ > 0, i.e. ξ is reduced, thene ≥ 2 andη is also reduced.
Moreover,ξ, 1 and 1/η are consecutive elements in the intersection of
Z+Zξ with the boundary of the convex hull

∑′
Z+Zξ of (Z+Zξ)∩ (R>0)2.

By repeated application of Lemma 15.5 to the intermediate terms of
the expansion ofω, we get:

Lemma 15.6. Letω ∈ K withω > ω′ > 0 with the expansion

ω = [[a0, a1, . . . . . .]]

and the intermediate termωv. Let t be the smallest integer such that164

1 > ω′t . Then(i) the expansion is periodic from v= t on. Let r be the
smallest period. Thusωv+r = ωv and av+1 = aν for v ≥ t. Let

ζ−1 = 1 andζv = 1/(ω0ω1 · · ·ωv) for v ≥ 0.

Then (ii ) {ζv}v≥t−1 are consecutive elements of the intersection of
Z(1/ω)+Zwith the boundary of the convex hull of(Z(1/ω)+Z)∩(R>0)2.
Moreover,

ζv+1 + ζv−1 = avζv for v ≥ t.

(iii) 1/(ωt+1 · · ·ωt+r ) belongs to U∗
Z+Zω

.
In particular, we get (1), (2) and a part of (3) of Proposition15.2,

since
ω(Z(1/ω) + Z) = Z + Zω.

Let us now prove (4). Letξ = 1/ω with the intermediate termsξv

and with the expansionξ = [[e0, e1, . . .]] . Sinceω is reduced, hence
ξ′ > 1 > ξ0 > 0 by assumption, we have e0 = 1 and1/ξ1 ∈ R>0 × R<0.
Since0 < e1 − ξ1 = 1/ξ2 < 1 and1/ξ′2 = e1 − ξ′1 > e1 ≥ 2, we see that
ξ1 = ω/(ω − 1), ξ2 = ω∗ and e1 = e of (4). We now apply (3) toω∗,
taking u= 1/(ω∗1 · · ·ω

∗
s) for granted. Thus

(ω∗j+1 · · ·ω
∗
s)/(w

∗
1 · · ·ω

∗
s)

q+1 = ω∗n∗qs+ j/(ω − 1)
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for q ∈ Z and0 ≤ j < s are the consecutive elements of

(Z + Zω∗) ∩ ∂Σ′Z+Zω∗.

On the other hand, we have165

Z + Zω = ω(Z + Z(1/ω)) = ω(Z + Z(1/ξ1))

= ω(Z(1/ξ1) + Z(1/ξ1ξ2)) = ((ω − 1)/ω∗){Z + Zω∗}.

Since(ω− 1) > 0 > (ω′ − 1), we see that{n∗v}v∈Z are the consecutive
elements of

(Z + Zω) ∩ ∂Σ′′Z+Zω =
(
(ω − 1/ω∗)

)
{(Z + Zω∗) ∩ ∂Σ′Z + Zω∗}.

We now describe degenerations of Inoue’s surface XN.

Proposition 15.7(Makio). For reducedω K, let N = Z + Zω. Then
there exists a proper and flat family

π : Y→ C

with Y normal such thatπ−1(λ) = XN for all λ , 0 and thatπ−1(0) is
a non-normal surface obtained by identifying twoP′1s on the 2 - dimen-
sional complete normal TN-embedding Z as in the picture, where nv and
n∗v are as in Prop. 15.2.

0
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Remark . Unlike Theorem 14.3,Y and Z may be singular in general.166

They are non-singular ifr = 1. For each specificN, we can certainly
replaceY by a blow up to obtained non-singularY andπ−1(0) consisting
of non-singular components crossing normally. As is obvious from the
construction ofY below, there, many other choices forY.

Proof. As before, letÑ = N ⊕ Zℓ. Left the action ofU∗N on N to Ñ by
letting it act as the identity forℓ. By Proposition 15.2, we have

n0 = 1, n−1 = ω, n∗−1 = ω − 1.

This fact guarantees that (Ñ, ∆̃) is a U∗N-invariant r.p.p.decomposition,
where∆̃ consists of the faces of

Ro(nir + ℓ) + Ronir+v−1 + Ronir+v i ∈ Z, 0 ≤ v < r

Ro(nir + ℓ) + Ron∗is+v + Ron∗is+v+1 i ∈ Z, 0 ≤ v < s

Ro(nir + ℓ) + Ro(n(i+1)r + ℓ) + Ron(i+1)r−1 i ∈ Z
Ro(nir + ℓ) + Ro(n(i+1)r + ℓ) + Ron∗(i+1)s i ∈ Z.

Seen from above the north pole, the decomposition induced by∆̃ on
a sphere inÑR centered at 0 looks like the picture below.

Let B be ord−1 of the union inMc(Ñ, ∆̃) of (R>0 × R) × Rℓ and the
boundary at infinity. ThenB is U+N-invariant and the action is properly
discontinuous without fixed point. By Theorem 4.2 (iii), we are done.
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�
167

Examples.(1) If ω = 2 +
√

3 = [[ 4̄]], thenω∗ = 1+
√

3/3 = [[2, 3]].
HenceXN is as in the picture. We have

n1 = −ω + 4, n0 = 1, n−1 = ω, n−2 = 4ω − 1

n∗2 = 2ω − 7, n∗1 = ω − 3, n∗0 = ω − 2, n∗−1 = ω − 1, n∗−2 = 2ω − 1.

Sincer = 1, Y andZ of Prop. 15.7 are non-singular. Taking theU+N-
translates ofRo(n0+ℓ)+Rono+Ron1 andRo(n0+ℓ)+Ro(n1+ℓ)+Ron1

instead ofRo(n0+ℓ)+Ro(n1+ℓ)+Ron0 andRo(n0+ℓ)+Ron−1+Ron0,
we get a different degenerationZ′

1

0

2

0
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(2) Let ω = (3 +
√

5)/2 = [[ 3̄]] = ω∗. Then UN is generated by 168

(−1+
√

5)/2. Kato showed that the only possible configurations of
curves for a minimal surface withb2 = 1 and with a global spherical
shell are that ofX̂N here as well as those in Theorem 14.2 (i) and
(ii).

In this case, we have

n1 = 3− ω, n0 = 1, n−1 = ω

n∗1 = 2ω − 5, n∗0 = ω − 2, n∗−1 = ω − 1.

Again Y andZ of Prop. 15.7 are non-singular in this case. By a
modification as in (1) above, we get a differentZ′.

1

0

2

0

(3) If ω = (3+
√

7)/2 = [[ ¯3, 6]], thenω∗ = (5+
√

7)/3 = [[ ¯3, 3, 2, 2, 2]].

3

6

3
3

2
2

2
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