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Preface

These are based on my lectures at the Tata Institute of Fundamental
Research in 1983-84. They are concerned with the problem of represen-
tation of positive definite quadratic forms by other such forms.
§ 1.6 and Chapter 2 are added, besides lectures at the Institute, by

Professor Raghavan (who also wrote up§§ 1.1–1.4) and myself respec-
tively.

I would like to thank Professor Raghavan and the Tata Institute for
their hospitality.
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Chapter 1

Fourier Coefficients of Siegel
Modular Forms

Introduction
1

The problem of the representation of a natural numbert as the sum of a
given numbermof squares of integers is quite classical and although its
history goes back to Diophantus, it may be said to have begun effectively
with Fermat’s theorem that every prime number congruent to 1modulo
4 is a sum of two squares of integers. Practically, every mathematician
of repute since Fermat has made a contribution to problems ofthis type
in the theory of numbers. One has, thanks to Jacobi, a formulafor the
numberrm(t) of representations oft as a sum ofm squares of integers,
with m= 2, 4, 6 and 8; for example,

r2(t) = 4
∑

d|t
d odd

(−1)(d−1)/2,

r4(t) =



8
∑
d|t

d(t odd)

24
∑
d|t

d odd

d(teven).

1



2 1. Fourier Coefficients of Siegel Modular Forms

Analogously, one can ask for the determination of (m, n) integral matri-
cesG or of thenumber r(A, B) of all such G, for which

(A[G] :=)tGAG= B (∗)

whereA andB are given (m,m) and (n, n) integral positive definite ma-2

trices. As a first step, one can seek suitable conditions under which (∗)
has a solution. A recent result in this direction is given by

Theorem A ([8]). If m ≥ 2n + 3 and if, for every prime number p,
there exists a matrix Gp with entries in the ringZp of p-adic integers
with tGpAGp = B, then we have an integral matrix G satisfying the
equationtGAG= B, provided that for the minimum of B, viz.min(B) :=

inf
0,X∈Zn

tXBX, we havemin(B) > X (A) for a suitable constantX (A).

The proof of this theorem is arithmetical in nature and is given in
Chapter 2.§2.4.

Remarks 1.If, on the other hand,A is indefinitewith m ≥ n + 3 and
if, for every primep including∞, (∗) admits a solutionG with entries
in Zp, then it is known that (∗) has a solutionG with entries inZ. The
proof is given in Chapter 2,§ 2.4.

2. In the casen = 1 andm ≥ 5, under the solvability of (∗) with
G overZp for every primep (including∞), Theorem A, in this
case, is well-known ([27], [4]). Forn = 1 andm= 4, however, if,
in addition, to the solvability of (∗) in G overZp for every prime
p, one assumes further that for every primeq dividing 2 detA,
the power ofq dividing B does not exceed a fixed integert, then
for all B > X = X (t), the equation (∗) is solvable overZ. The
proof of a stronger form of this assertion viz.A is anisotropic over
q instead of “q dividing 2 detA”, is purely arithmetic in nature
and may be found in Kneser’s Lectures [15]. An analytic proof
using the decomposition of theta series into Eisenstein series and3

a cusp form is also possible. Ifm = 3 andn = 1, assuming
conditions as form = 4 above, (∗) is solvable overZ for all B >

X = X (t), provided thatB does not belong to a finite number
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of “exceptional spinor classes” and further that the Generalized
Riemann Hypothesis holds; the proof is arithmetical in nature.
The casem= 2 andn = 1 reduces to a problem of representation
over quadratic fields.

There is an analytic approach to Theorem A, based on the asymp-
totic behaviour ofr(A, B) or, more precisely, on an asymptotic formula
for r(A, B) asB “goes to infinity”. Clearlyr(A, B) > 0 if and only if (∗)
is solvable forG overZ. One first looks for a generating function for
r(A, B). Let Gn = {Z ∈Mn(C)|Z = tZ, i−1(Z − Z) > 0}, the Siegel upper
half space of degreen (or “genusn”). For the givenA > 0 and anyZ in
Gn, let

ϑ(Z) = ϑ(Z; A) :=
∑

B

e(tr(tGAGZ))

wheree(α) := exp(2πiα), tr denotes the trace andG runs over all (m, n)
integral matrices. Then it is clear thatϑ(Z) =

∑
B≥0

r(A, B)e(tr(BZ)) where

B now runs over all (n, n) non-negative definite integral matrices. It
turns out that the theta seriesϑ(Z) is a Siegel modular form of degree
n, weightm/2 and levelN (someN depending onA). Thus the prob-
lem now reduces to studying the asymptotic behaviour of Fourier coeffi-
cients of Siegel modular forms which is in the very centre of the analytic
approach referred to.

If A1 =
tUAU for U in GLm(Z), then obviouslyϑ(Z; A1) = ϑ(Z; A) 4

i.e. ϑ(Z) is a class-invariant associated withA, depending only on the
class (of matricesA1 “equivalent” toA as above). The genus ofA con-
sists of all positive-definite matricesA∗ such that for every prime num-
ber p, A∗ = tUpAUp for Up in GLm(Zp); it is known from the reduction
theory of quadratic forms, that the genus ofA consists of finitely many
classes. LetA1, A2, . . . ,Ah be a complete set of representatives of the
classes in the genus ofA and leto(Ai) be the order of the unit group
of Ai , consisting of allU in GLm(Z) with tUAiU = Ai. Then we have
the genus - invariantE(Z) := {∑i ϑ(Z; Ai)/o(Ai )}/{

∑
i

1/o(Ai)} associated

with A, having the Fourier expansion
∑

B≥0
a(B)e(tr(BZ)). From Siegel
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[23], we know that, forB > 0,

a(B) = πn(2m−n+1)/4
n−1∏

k=0

{1/Γ
(
m− k

2

)
}|detA|−n/2|detB|m−n−1

2

∏

p

αp(A, B)

the product
∏
p

being extended over all prime numbersp andαp(A, B),

the p-adic density of representation ofB by A is defined as

lim
t→∞

ptn(n+1−2m)/2♯{G ∈Mm,n(Z/ptZ)|tGAG≡ B(mod pt)}.

We note thata(B) , 0 if and only if for every primep, tGAG = B
is solvable forG over Zp. One then defines the modular formg by
g(Z) = ϑ(Z) − E(Z) so that, denoting the Fourier coefficients ofg by
b(B), we have

r(A, B) = a(B) + b(B).

One expects this to be an asymptotic formula forr(A, B), with a(B) as5

the “main term” andb(B) as the “error term”, one needs to estimatea(B)
i.e. essentially

∏
p
αp(A, B), from below, as indeed shown to be possible

by

Theorem B. If m ≥ 2n+ 3 and if tGAG= B is solvable for G overZp

for every prime p, then
∏
p
αp(A, B) > X (A) > 0, for a constantX (A).

Remarks 3.The conditionm ≥ 2n + 3 in Theorem B is best possible.
(Likewise in Theorem 1 too, this condition seems best possible; how-
ever, no counter examples are available to establish the same).

4. Let m > n and P : {p | p ∤ 2 detA}. Then if B = tXpAXp for
every primepwith primitive Xp (i.e. with (Xp∗) ∈ GLm(Zp)), then∏
p∈P

αp(A, B) > X (A)
∏

p∈P(B)
(1 + εpp−1) for a constantX (A) >

0. HereP(B) is defined as the set of primesp for which m −

2n+ tp = 2 andεp is the Legendre symbol

(
(−1)m−n−1dN0 detA

p

)
;

if B ≡ ((vi , v j))(mod p) for a basis{vi , . . . , vn} of the associated
quadratic spaceN overZ/pZ with the orthogonal decomposition



5

N = RadN⊥N0, tp = dimN0 anddN0 the discriminant ofN0. For
almost allp, B is unimodular andtp = n.

If m > n + 2, P(B) is a finite set. Ifm = 2n + 2, B = tXpAXp for
a primitiveXp, wheneverp ∈ P; in that case,

∏
p∈P(B)

(1+ εpp−1) >
∏

p|e(B)
(1 − p−1) ≫ e(B)−ε for everyε > 0, with e(B) denoting the

first elementary divisor ofB. Form= 2n+ 2,

p ∈ P(B)⇐⇒ tp = 0⇐⇒ N = RadN⇐⇒ B = 0(mod p)⇐⇒ p|e(B).

5. The next step is naturally to get upper estimates for the Fourier 6

coefficientsb(B) of g(Z) which, by its very construction, has the
property that for every modular substitutionZ → M < Z > (:=
(AZ+B)(CZ+D)−1), of degreen, the constant term in the Fourier
expansiong(M < Z >) det(CZ+ D)−m/2

=
∑
B

b(B,M)e(tr(BZ)/N)

vanishes. Forn = 1, this property characterises a cusp form;
however,g is not a cusp form forn > 1, in general, preempting
an appeal to the estimation of Fourier coefficients of cusp forms
of degreen.

Using Hecke’s estimateb(B) = O(Bm/4) for the Fourier coefficients
of cusp forms (of degree 1 and weightm/2), we have form ≥ 5 an
asymptotic formular(A, B) = a(B) + O(Bm/4), noting thata(B) ≫
B(m/2−1), whenevera(B) , 0. Forn = 1 andm = 4, we can say that
a(B) ≫ B1−ε ∏

p|2 detA
αP(A, B) ≫ B1−ε for everyε > 0, whenevera(B) is

non-zero, provided that an additional restriction that thepower of primes
p dividing 2 detA does not exceedpt for a fixedt; the implied constants
in ≫ depend ont. Using Kloosterman’s method, the “error term”b(B)
in this case has the estimateb(B) = O(B(m/4)−1/4+ε) for everyε > 0 and
thus we have again a genuine asymptotic formula forr(A, B). Very little
is known, in this respect, forn = 1 andm= 3.

Coming to the general casen ≥ 1 andm ≥ 2n + 3, we shall prove
the following theorems, using Siegel’s generalized circlemethod

Theorem C ([10],[19]). For n ≥ 1, m≥ 2n+ 3 and B> 0 with detB≪ 7
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(min(B))nb(B) = O(min(B)(n+1−m/2)/2(detB)(m−n−1)/2). (For n = 2, the
conditiondetB≪ (min(B))2 is unnecessary).

Theorem D ([10],[20]). For n ≥ 1 and even m≥ 4n + 4, b(B) =
O(min(B)1−m/4(detB)(m−n−1)/2)

Remarks 6.Since
∏
p
αp(A, B) ≫ 1, 1− m/4 < 0 and 1− m/2 + n <

0, both Theorems C and D yield asymptotic formulae forr(A, B), as
the ‘minimum’ min(B) of B goes to infinity. The condition detB ≪
(min B)n for n ≥ 3 in Theorem C is substantially the same as insisting
that min(B)−1B lies in a compact set.

The case whenm≤ 2n+ 2 and in particularn = 2, m= 6 is difficult
and a conditional result can be obtained in this special case, by using
a generalization of Kloosterman’s method (involving the estimation of
exponential sums).

For m= 6 andn = 2, letg = {Z ∈ G2|abs det(CZ+ D) ≥ 1 for every
modular matrixM =

( ∗ ∗
C D

)
of degree 2}. Let usmake the following

Assumption. Let c1, c2 be natural numbers,c1|c2 andZ ∈ G2. Then, for
∑

g1,g2mod c1
g4mod c2

|
∑

u1,u2mod c1
u4mod c2

e((u1g1 + u2g2)/c1 + u4g4/c2)| = O(c2+a1+ε
1 c1+a2

2 )

(
u1/c1 u2/c1

u2/c1 u4/c2

)
+ Z ∈ g

where 0≤ a1 ≤ 3/2, 0≤ a2 < 1/2 and theO-constant is independent of
Z. Then we can prove

Theorem E. For m= 6, n= 2 and Minkowski-reduced B=
( ∗ ∗
∗ b22

)
> 0,8

with min(B) ≥ an absolute constantX > 0, we have

b(B) = O(((min(B))(2a2−1)/4+ε
+ (min(B))−1 log

√
detB

min(B)
)(detB)3/2)

under the assumption above, whereω(b22) is the number of distinct
prime divisors of b22.



1.1. Estimates for Fourier Coefficients... 7

Notation and Terminology.

For any matrixA, the transpose is denoted bytA. By Mr,s(R) we
mean the set of (r, s) matrices with entries in a commutative ringRwith
identity. If A ∈ Mr,r(R) = Mr(R), then the determinant and the trace
of A are denoted by detA and tr(A) respectively. For given matricesA,
B we abbreviatetBAB (when defined) byA[B]. Superscriptsr, s on a
matrix A(r,s) indicate that it hasr rows andscolumns; byA(r), we mean
an (r, r) matrix A. By GLn(R) we mean the group of (n, n) matrices with
entries inR and detR invertible inR. For two matricesA, B in Mr,s(Z),
we sayA ≡ B(mod q) if all the entries ofA − B are divisible byq.
The (n, n) identity matrix is denoted byEn and 0 represents a matrix,
of the appropriate size, with all entries equal to 0. We writeA > B
(respectivelyA ≥ B) to say thatA − B is a symmetric positive-definite
(respectively non-negative-definite) matrix;A < B (respectivelyA ≤ B)
if B > A (respectivelyB ≥ A). We use theO ando notation of Hardy-
Littlewood as well as the notation≪ or≫ (due to Vinogradov). When
f ≪ g as well asf ≫ g, we simply write f ≍ g; a similar notation
applies to matrices. ByGLm(Z; q), we mean the congruence subgroup9
{U ∈ GLm(Z)|U ≡ Em(mod q)} of level q. A matrix F(n,r) in Mn,r (Z)
with r ≤ n is called primitive, if there existsU = (F∗) in GLn(Z).
By [a1, . . . , an] we mean a diagonal matrix witha1, . . . , an as diagonal
elements. By an integral matrix, we mean a matrix with entries from
Z. For a complex matrixW = (wi j ), the matrix (wi j ) with the complex
conjugateswi j as corresponding entries is denoted byW.

LetΛn = {S = tS ∈Mn(Z)} andΛ∗n, the dual ofΛn, viz. {S = tS =
(si j ) ∈Mn(Q)|sii , 2si j ∈ Z} = {S = tS| tr(S T) ∈ Z for everyT in Λn}.

1.1 Estimates for Fourier Coefficients of Cusp
Forms of Degree 1

10
We first give an elaborate description of the case of modular forms of
one variable, which is quite typical, in a sense but not entirely so, since
the higher dimensional cases are fairly difficult. We have already re-
marked that the modular formg introduced earlier is a cusp form for
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n = 1 but not so, in general, forn > 1.
Let H = {z ∈ C| Im z > 0} and k,N be natural numbers. The

principal congruence subgroupΓ(N) = {σ =
(

a b
c d

)
∈ S L2(Z)|σ ≡(

1 0
0 1

)
(mod N)} of the modular groupΓ = Γ(1) acts onH via the confor-

mal mappings ofH given byZ 7→ σ(z) = (az+b)(cz+d)−1 for σ =
(

a b
c d

)

in Γ(N). We recall thate(α) = exp(2πiα) for α ∈ C.

Definition . A holomorphic function f: H → C is called a cusp form
(respectively a modular form) of weight k and level N if, for every

σ =

(
a b
c d

)
∈ Γ(N), f ((az+ b)(cz+ d)−1)(cz+ d)−k

= f (z)

and further for every

σ =

(
a b
c d

)
∈ Γ, f (σ(z))(cz+ d)−k

=

∑

m>0

ame(mz/N)

(respectively=
∑

m≥0
ame(mz/N)).

Forσ =
(

a b
c d

)
∈ Γ and f : H → C, we abbreviatef (σ(z))(cz+ d)−k

by f |σ. It is easy to verify that, forσ1, σ2 in Γ, we have f |σ1σ2 =

( f |σ1)|σ2.
The following two theorems give estimates for the Fourier coeffi-

cients of cusp forms.

Theorem 1.1.1(Hecke [7]). For the Fourier coefficients am of a cusp11

form f(z) =
∑

m>0
ame(mz) of weight k(≥ 2) and level N, we have am =

O(mk/2).

Theorem 1.1.2. For f as in Theorem 1.1.1, am = O(mk/2−1/4+ε) for
everyε > 0.

We fix some notation and prove a few lemmas, before going on to
the proofs of these two theorems.

We know thatF = {z= x+iy ∈ H| |x| ≤ 1/2, |z| ≥ 1} is a fundamental
domain for the modular groupΓ in H.
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Let

σ < F >= {σ(z)|z∈ F},Γ∞
{(
±1 n
0 ±1

)
∈ Γ|n ∈ Z

}
and g =

⋃

σ∈Γ∞

σ < F > .

For any fixedm as in the assertion of Theorem 1.1.1 or 1.1.2 and for
σ =

(
a b
c d

)
in Γ, let β(σ) := {x ∈ [0,N]|σ(x + im−1) ∈ g}. We also write

β(c, d) for β(σ), as may be seen to be appropriate.
SinceH =

⋃
σ∈Γ∞\Γ

σ < g >, we haveIN,m = {x+ im−1|0 ≤ x ≤ N} =
⋃

σ∈Γ∞\Γ
β(σ), this being indeed a finite union, in view of the compactness

of IN,m. FurtherIN,m∩ g = ∅ for m> 2/
√

3, since forz= x+ iy ∈ g, y ≥√
3/2. ThusIN,m =

⋃
σ∈Γ∞\Γ
σ<Γ

β(σ). Further, measure (β(σ1) ∩ β(σ2)) = 0,

for σ1 < Γ∞σ2.
Now

Nam =

N∫

0

f (x+ im−1)e(−m(x+ im−1))dx

= e2π
∑

σ∈Γ∞\Γ
σ<Γ∞

∫

β(σ)

f (z)e(−mx)dx

i.e. am =
e2π

N

∑

(c,d)=1
c≥1

α(c, d), (1)

writing α(c, d) for the integral overβ(σ) = β(c, d). If β(σ) = ∅, then the 12

correspondingα(c, d) is 0. On the other hand, ifβ(σ) , ∅, there existsx
in R with σ(x+ im−1) ∈ g implying that

Im(σ(x+ im−1)) = m−1/((cx+ d)2
+ c2/m2) ≥

√
3/2.

Hence, in this casem/c2
= m1/(c2m−2) ≥ m−1/((cx+ d)2

+ c2/m2) ≥√
3/2 i.e.β(σ , ∅ implies thatc = O(

√
m). Thus in the sum over

(c, d) in (1) with (c, d) = 1, we may restrictc to satisfy the condition
1 ≤ c≪

√
m.
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Lemma 1.1.3. If f is a cusp form of weight k and level N and if( f |σ)
(z) =

∑
n≥1

a′ne(nz/N) for σ ∈ Γ, then

∑

n>0

|a′n||e(nz/N)| = O(exp(−X1 Im z)) for Im z≥X > 0

whereX1 = π/N and the O-constant depends only onX and on f in
general.

Proof. Since [Γ(1) : Γ(N)] < ∞, the set{ f |σ,σ ∈ Γ} is finite, even
for any modular form which is not necessarily a cusp form. Since
( f |σ)(iX /2) = Σa′n exp(−πnX /N) is convergent, we obtain|a′n|
exp(−πnX /N) = O(1). Hence, for anyσ in Γ(1) and Imz ≥ X , we
have

∑

n≥1

|a′n||e(nz/N)| =
∑

n≥1

|a′n|exp(−πn Im z/N) exp(−πn Im z/N)

<
∑

n

|a′n|exp(−πnX /N) exp(−πn Im z/N)

≪
∑

n

exp(−πn Im z/N)

= exp(−π Im z/N)/(1− exp(−π Im z/N))

≪ exp(−πz/N)/(1− exp(−πX /N)).

The finiteness of{ f |σ;σ ∈ Γ} now completes the proof. �

Lemma 1.1.4. If b > a > 0 and r < −1/2, then13

J(b, r) :=

∞∫

−∞

(x2
+ 1)r exp(−b/(x2

+ 1))dx= Oa,r(b
r+1/2)

Proof. Splitting up the integral as the sum of integrals overA = {x ∈
R|x2

+ 1 > 2b/a} andB = {x ∈ R|x2
+ 1 ≤ 2b/a}, we have

J(b, r) =
∫

A

. . . dx+
∫

B

. . . dx= J1 + J2, say. Now
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J1 ≤
∫

A

(x2
+ 1)rdx<

∫

A

x2rdx (sincer < 0)

i.e.

J1 <

∫

x2>b/a

x2rdx (sinceb > a)

=
2

2r + 1
x2r+1|∞√

b/a

= O(br+1/2)

with the constants inO involving a andr. �

For x in B, we use the estimate exp(−y) ≪ yr and obtain

J2 ≤
∫

B

(x2
+ 1)r (b/(x2

+ 1))r = 2br
√

2(b/a) − 1 = O(br+1/2)

which proves the lemma.
For the proof of Theorem 1.1.1, we use the well-known circle met-

hod.

Proof of Theorem 1.1.1.For given (c, d) = 1 with 1≤ c≪
√

m, 14

∑

d1∈Z
|α(c, d+cd1)| ≪

∑

d1∈Z

∫

β(c,d+cd1)

|cz+d+cd1|−k exp(−X1/(m|cz+d+cd1|2))dx

using Lemma 1.1.3 withX =
√

3/2 for σ =
( ∗ ∗

c d+cd1

)
, x+ im−1cβ(σ)

and

f (x+ im−1) = (c(x+ im−1) + d + cd1)−k
∑

n

a′ne(nσ(x+ im−1)/N).

Thus

∑

d1∈Z
|α(c, d + cd1)| ≤

∑

d1∈Z

d1+N∫

d1

((cx+ d)2
+ c2/m2)−k/2
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exp

(
− X1

m((cx+ d)2 + c2/m2)

)
dx

≤ N

∞∫

−∞

(c2x2
+ c2/m2)−k/2 exp

(
− X1/m

c2x2 + c2/m2

)
dx

= Nc−kmk−1

∞∫

−∞

(x2
+ 1)−k/2 exp

(
−X1m/c2

x2 + 1

)
dx

≪ c−kmk−1(m/c2)−k/2
+ 1/2

(by Lemma 1.4, fork ≥ 2)

i.e. ∑

d1∈Z
(α(c, d + cd1)| ≤ c−1mk/2−1/2.

This leads us, for fixedc, to

|
∑

(d,c)=1
c fixed

α(c, d)| ≪ (ϕ(c)/c)mk/2−1/2 ≪ mk/2−1/2

whereϕ is Euler’s function. The theorem now follows, since

am≪
∑

1≤c≪
√

m

mk/2−1/2 ≪ mk/2.

For the proof of Theorem 1.1.2, we use a variation of the usual
method of Kloosterman [14], by rendering it suitable for a generaliza-
tion to the case of modular forms of degree 2. First we need to fix some15

notation. Letm and f be as given in Theorem 1.2. Forz = x+ im−1 in
β(σ) = β(c, d) with σ =

(
a b
c d

)
in Γ andc ≥ 1, we have

σ(z) =
az+ b
cz+ d

=
a
c
− 1

c2(z+ d/c)
=

a
c
− 1

c2(x+ im−1
+ d/c)

=
a
c
+τ, say

τ = τ(θ, c) = −1/{c2(θ + i/m)} with θ := x+ d/c. Now if ( f |σ−1)(w) =∑
n

a′ne(nw/N) for w ∈ H, then by the definition ofα(σ), we have

α(σ) = α(c, d) =
∫

β(σ)

(cz+ d)−k( f |σ−1)(σ(z))e(−mx)dx
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= c−k

∫

d/c≤θ≤N+d/c
a/c+τ∈g

(θ + i/m)−k
∑

n

a′ne(n(a/c+ τ)/N)e(−m(θ − d/c))dθ

= c−k

∫

d/c≤θ≤N+d/c
a/c+τ∈g

(θ + i/m)−k
∑

n≥1

a′ne(nτ/N)e(−mθ)e

(
na+mNd

cN

)
dθ. (2)

For the proof of Theorem 1.1.2, we need to estimate
∑
c,d
α(c, d) afresh.

But, as one may notice, in the expression (2) forα(σ), we have also the
elementa of σ featuring along withc andd. This calls for the following
variation of the usual Kloosterman sums and estimates for the same.

Fora, c in Z with c ≥ 1 and forz ∈ H, let

g(a, c, z) =


1 if a/c+ z ∈ g
0 otherwise.

Theng(a + nc, c, z) = g(a, c, z) for everyn ∈ Z. Thus we have a finite16

Fourier expansion

g(a, c, z) = t mod c bt(c, z) e(ta/c). (3)

Lemma 1.1.5.
∑

tmod c
|bt(c, z)| = O(cε) for every ε > 0, with an O-

constant independent of z.

Proof. Clearly bt(c, z) = c−1 ∑
ℓmod c

g(ℓ, c, z)e(−tℓ/c). The boundary of

g in H consists of the union of the translatesw 7→ w + n of the arc
{(x, y)|x2

+ y2
= 1, −1/2 ≤ x ≤ 1/2}. Hence for anyz in H, the inter-

section of the line{u + z|0 ≤ u ≤ 1} with g has at mosttwo connected
components say [a1, b1], [a2, b2]. Using the definition ofg(ℓ, c, z) in the
expansion forbt(c, z) above, we have the estimate

|bt(c, z)| ≤ c−1|
∑

ℓ
cǫ[a1,b1]

e(−tℓ/c)| + c−1|
∑

ℓ
cǫ[a2,b2]

e(−tℓ/c)|

But ℓ/c ∈ [a j , b j ] means that 0≤ u j ≤ ℓ ≤ v j ≤ c for suitable integers
u1, v1, u2, v2 with 0 ≤ u1 ≤ v1 ≤ u2 ≤ v2 ≤ c. Now

|
∑

ℓ/c∈[aj ,bj ]

e(−t ℓ/c)| = |
vj∑

ℓ=uj

e(−tℓ/c)| = ||
vj−uj∑

ℓ=0

e(−tℓ/c)|
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= |(e(−t(v j − u j + 1)/c) − 1)/(e(−t/c) − 1)|
≤ 1/(sinπt/c) for 1 ≤ t < c and j = 1, 2.

Hence, for 1≤ t < c, we have|bt(c, z)| ≤ 2/(csin(πt/c)). �17

Clearly |bc(c, z)| ≤ 1. Combining these estimates

∑

tmod c

|bt(c, z)| ≤ 1+
2
c

c−1∑

t=1

1/ sin
tπ
c

≤ 1+
4
c

∑

1≤t≤c/2

cosec(tπ/c)

≤ 1+
4
c

∑

1≤t≤c/2

2c/(tπ)

= 1+
8
π

[c/2]∑

t=1

1/t

≤ 1+
8
π

logc

= O(cε), proving the lemma.

Our object now is to estimate first
∑

(c,d)=1
d≡d0(mod N)

α(c, d) wherec ≥ 1 is

fixed and the summation is over all (c, d) = 1 with d lying in a given
residue class moduloN, sayd ≡ d0(mod N). Letcr = least common
multiple of c andN; so thatr ≥ 1 andr |N. We fix, once for all,σ0 =(
α β
c δ

)
in Γ with someδ ≡ d0(mod N). If X := {x in Zmodulocr|(x, c) =

1 andx ≡ d0(mod N)} then{d ∈ Z|(c, d) = 1, d ≡ d0(mod N)} = ⋃
x∈X
{d ∈

Z|d ≡ x(mod cr)}, as can be readily verified. Hence, for the fixedc ≥ 1,
d0 moduloN andσ0,

∑

(c,d)=1
d≡d0(mod N)

α(c, d) =
∑

x∈X

∑

d≡x(mod cr)

α(c, d)

=

∑

x∈X

∑

ymod N/r

∑

d≡x+cry(mod cN)

α(c, d) (4)
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Lemma 1.1.6. For x in X and y, t inZ, there existsσx =
(

ax bx
c x

)
≡18

σ0(mod N)in Γ. Moreover, we have an elementσ =
(

ax−a2
x cry ∗

c x+cry+cNt

)

in Γ, congruent toσ0 modulo N.

Proof. Sincex ∈ X, we have (c, x) = 1 andx ≡ d0 ≡ δ(mod N). Hence
there existsσ1 =

(
a b
c x

)
in Γ. Now σ1σ

−1
0 ≡

(
a′ h
0 1

)
(mod N) so that

a′ ≡ 1(mod N) necessarily. Thus
(

1 −h
0 1

)
σ1 ≡ σ0(mod N), so that we

can takeax = a− ch, bx = b− hx. Next,Γ clearly contains
(
1 −a2

xry
0 1

) (
ax bx

c x

) (
1 ry + tN
0 1

)
=

(
ax − a2

xryc b′

c x+ cry+ctN

)
= σ

and furtherσ = σ0(mod N), sinceN|cr and

b′ = (ax − a2
xryc)(ry + tN) + bx − xa2

xry ≡ axry + bx − a2
xry x(mod N)

i.e.
b′ ≡ axry(1− axx) + bx ≡ bxmod N,

on noting thatc|(1− axx) andN|cr. �

For the given cusp formf (and indeed for any modular form) of
level N, we havef |σ = f |σ0 sinceσ ≡ σ0(mod N). Let

( f |σ−1)(w) = ( f |σ−1
0 )(w) =

∑

n

a′ne(nw/N) for w ∈ H.

Then for anyx ∈ X, we have, with the notation as in (2) and (4), 19
∑

ymod N/r

∑

d≡x+cry(mod cN)

α(c, d)

=

∑

ymod N/r
t∈Z

∫

c−1x+ry+Nt≤θ≤c−1x+ry+N(t+1)
c−1(ax−a2

x cry)+τ∈g

∑

n

a′ne(nτ/N)

e(−mθ)e

(
n(ax − a2

x cry)+mN(x+ cry+cNt)
cN

)
dθ

= c−k
∫

c−1ax+τ∈g

(θ + i/m)−k
∑

n

a′ne(nτ/N)e(−mθ)
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∑

ymod Nr−1

e(y(−na2
xr/N)e

(nax +mNx
cN

)
dθ. (5)

We claim now that (ax,N/r) = 1. for, cr is the least Common multi-
ple of c andN and if a primep dividesN/r, thenp necessarily divides
c, and sop cannot divideax, sinceσx ∈ Γ. Hence

∑

ymod N/r

e(y(−na2
xr/N)) =


N/r if N/r divides n

0 otherwise.

The expression in (5) now reduces to

N

rck

∫

c−1ax+τεg

(θ + i/m)−k
∑

(N/r)|n
n>0

a′ne(nτ/N)e(−mθ)e
(nax +mNx

cN

)
dθ

=
N

rck

∫

Im τ≥
√

3/2

(θ + i/m)−kg(ax, c, τ)

∑

(N/r)|n
n>0

a′ne(nτ/N)e(−mθ)e
(nax +mNx

cN

)
dθ

=
N

rck

∫

Im τ≥
√

3/2

(θ + i/m)−k
∑

(N/r)|n
a′ne(nτ/N)e(−mθ)

∑

tmod c

bt(c, τ)e

(
(tN + n)ax +mNx

cN

)
dθ (by (3))

As a consequence, for fixedc ≥ 1 andd0 in Z, we obtain, from (4),20
∑

(c,d)=1
d≡d0(mod N)

α(c, d) =
N

rck

∫

Im τ≥
√

3/2

(θ + i/m)−k
∑

n>0
(N/r)|n

a′ne(nτ/N)e(−mθ)

∑

tmod c

bt(c, τ)
∑

x∈X
e

(
(tN + n)ax +mxN

cN

)
dθ

Let us assume for a moment, that the inner most exponential sum, for
everyn > 0 divisible byN/r, has the estimate

∑

x∈X
e

(
(tN + n)ax +mxN

cN

)
= O(c

1
2+ε(c,m)

1
2 ). (6)
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for everyε > 0, with anO-constant independent oft andN. Then using
(6) and Lemmas 1.1.3 and 1.1.5, we may conclude form above, that
∣∣∣∣∣∣∣∣∣∣∣

∑

(c,d)=1
d≡d0(mod N)

α(c, d)

∣∣∣∣∣∣∣∣∣∣∣
≪ c−k

∫

Im τ≥
√

3/2

(θ2
+m−2)−k/2

exp

(
−X1

m−1

c2(θ2 +m−2)

)
cεc

1
2+ε(c,m)

1
2 dθ

(7)

(recalling thatτ := −1/{c2(θ + i/m)}. Making the change of variable
θ 7→ θ/m on the right hand side of (7), it is

≪ c−k+1/2+2ε(c,m)
1
2 mk−1

∞∫

−∞

(θ2
+ 1)−k/2 exp(−X1m/(c2(1+ θ2)))dθ

with c≪
√

m and now by Lemma 1.1.4, we have a majorant

≪ c−k+1/2+2ε(c,m)
1
2 mk−1(m/c2)−k/2+1/2 ≪ c−

1
2+2εmk/2−1/2(c,m)

1
2 .

Thus we have finally, as in the proof of Theorem 1.1.1,

am = O


∑

c≪
√

m

α(c, d)

 ≪
∑

1≤c≪
√

m

c−1/2+2ε(c,m)1/2mk/2−1/2

But now writing (c,m) = u, c = uv≪
√

m, we havev≪
√

m/u so that 21
∑

1≤c≪
√

m

c−1/2+2ε(c,m)1/2 ≪
∑

u|m

√
u

∑

v≪
√

m/u

(uv)−1/2+2ε

=

∑

u|m
u2ε

∑

v≪
√

m/u

v−1/2+2ε

≪
∑

u|m
u2ε(
√

m/u)
1
2+2ε

= m1/4+ε
∑

u|m
1/
√

u
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= m1/4+ε
∑

u|m
1

≪ m1/4+2ε

and hence
am = O(mk/2−1/4+2ε) (8)

proving Theorem 1.1.2,under the assumption of the estimate(6).
Before proceeding to the proof of (6), we make a few remarks.

Namely, any estimate
∑

tmod c
|bt(c, z)| = O(cf ) with f ≤ 1/2, may be seen

to imply am = O(mk/2−1/4+ f /2+ε) in place of (8). Clearly andf < 1/2
represents an improvement over Hecke’s estimate. A straightforward
application of Schwarz’s inequality immediately yields anestimate with
f = 1/2 but then we are in no better position than in Theorem 1.1.1.

Let us denote byK the exponential sum in (6). For anyx in X,22

(x, c) = 1 and so let us fix an integera with ax ≡ 1(mod c). Now since
axx ≡ 1(mod c), we haveax ≡ a(mod c), so thatax = a + cs for some
s in Z, which is unique modulor, sincea + cs = ax ≡ α(mod N) by
Lemma 1.1.6 andN|cr. We observe thatN|c f if and only if r | f . Indeed,
if r | f , cr|c f and soN|c f ; on the other hand, ifN|c f , thencr|c f since
c|c f and sor | f . Sinceax = a+ cs≡ α(mod N), we may writeK as

K =
∑

x∈X

∑

smod r

e((tN+n)(a+cs)+m×N)/cN)· 1
N

∑

umod N

e((a+cs−α)u/N)

Now the coefficient of s in the expression above is (tN + n)/N = t +
(n/N(/r))/r and hence we are justified in takingsonly modulor. Thus

K = N−1
∑

x∈X
umod N

e((tN+n)a+mxN)/cN)e((a−α)u/N)
∑

s∈Z/(r)
e((tN+n+cu)s/N)

and the inner sum oversmodulor is r or 0 according asN|(n+cu) or not,
if we note that (n+ cu)/N = (n/(N + r))/r + (cr/N)u/r has denominator
dividing r. As a result,

K = (r/N)
∑

umod N
N|(n+cu)

e(−αu/N)
∑

x∈X
e((a((tN + n) + cu) +mxN)/cN)
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= (r/N)
∑

umod N
N|(n+cu)

e(−αu/N)
∑

x∈X
e
(
a
(
t +

n+ cu
N

)
+mx

)
/c) (9)

wherein the second sum may be recognised as nearly a Kloosterman 23

sum, sinceax≡ 1(mod c).
We remark now that there is a bijective correspondencex 7→ x be-

tweenX = {x ∈ Z/(cr)|(x, c) = 1, x ≡ δ(mod N)} and X′ = {x ∈
Z/(c)|(x, c) = 1, x + cs≡ δ(mod N) for somes in Z}. First, the map is
one-one, since, forx1, x2 ∈ X with x1 ≡ x2(mod c), we havex1 = x2+c f
which, in view of x1 ≡ δ ≡ x2(mod N), implies thatN|c f i.e. r | f (by
the arguments in the preceding paragraph) and sox1 ≡ x2(mod cr).
The mapping is onto, since for anyx ∈ X′, we need only remark that
x + cs modulo cr (for the s involved in the definition ofX′) maps to
x in X′. Suppose nowad ≡ 1(mod c). Thend + cs1 ≡ δ(mod N)
for some s1 in Z ⇐⇒ a + cs2 ≡ α(mod N) for an s2 in Z. We
prove only the implication=⇒ (the proof for the reverse implication
being similar). Forad ≡ 1(mod c), there existsσ∗ =

(
a b
c d

)
in Γ and

σ∗
(

1 s1
0 1

)
=

(
a as1+b
c cs1+d

)
≡ ( a ∗

c δ

)
(mod N).

Hence

σ∗
(
1 s1

0 1

)
σ−1

0 ≡
(
1 −s2

0 1

)
(mod N) for some s2 in Z.

i.e.

(
1 s2

0 1

)
σ∗

(
1 s1

0 1

)
≡ σ0(mod N), implying that

a+ cs2 ≡ α(mod N), sinceσ0 =
(
α β
c δ

)
. Writing t + (n+ cu)/N in (9) as

u and using the bijection betweenX andX′, the inner sum overx in (9)
becomes now 24

∑

x∈X
e

(
au+mx

c

)
=

∑

amod c
(a,c)=1,a+cs2≡α(mod N) for some s2∈Z

e

(
aũ+md

c

)

=

∑

amod c
(a,c)=1

e

(
aũ+md

c

)
× 1

N

∑

s2mod r

∑

vmod N

e((a+ cs2 − α)v/N),

by arguments as before,
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= N−1
∑

amod c
(a,c)=1

e

(
aũ+md

c

) ∑

vmod N

e((a− α)v/N)
∑

s2mod r

e(cs2v/N)

= rN−1
∑

vmod N
N|cv

e(−αv/N)
∑

amod c
(a,c)=1

ad≡1(mod c)

e

(
a(ũ+ cv/N) +md

c

)
(10)

since the inner sum overs2 modulo r is r or 0 according asN divides
cv or not. The inner sum over a moduloc in (10) is a genuine Klooster-
man sum (Note that ˜u + cv/N ∈ Z) and isO(c1/2+ǫ (c,m)1/2), by Weil’s
well-known estimate [28]). This finally proves (6) and henceestablishes
Theorem 1.1.2 as well.

1.2 Reduction Theory
25

In this section, we give a quick survey of Minkowski’s reduction theory
for positive definite quadratic forms, as carried over to thegeneral linear
groupGLm(R).

Let

G = GLm(R),A =





a1 . . . 0
...

. . .
...

0 . . . am


∈ G|all ai > 0



and

N =





1 . . . ∗
0

. . .

0 . . . 01


∈ G


.

For anyg ∈ G, the matrixtgg is positive definite and we have the Baby-

lonian decompositiontgg = tPP whereP =


p1 ... pi j

...
. . .

...
0 ... pm

 with all pi > 0

and pi j = 0 for i > j. Thus ifO(m) denotes the orthogonal group of
degreem, thengp−1 ∈ O(m) and furtherG = O(m)AN i.e. for everyg
in G, g = kan with k ∈ O(m), a ∈ A andn ∈ N. This decomposition
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G = KAN is known as the Iwasawa decomposition and is unique, for
everyg in G. For givent, u > 0, let

At =





a1 . . . 0
...

. . .
...

0 . . . am


∈ A|all ai > 0, ai ≤ tai+1 for 1 ≤ i ≤ m− 1


and

Nu =





1 . . . ni j
...

. . .
...

0 . . . 1


∈ N| |ni j | ≤ u for all ni j


. Then

S = S
(m)
t,u := O(m)AtNu is a so-called Siegel domain; note that while

O(m) and Nu are compact,At is not compact. The following theorem
shows thatS(m)

2/
√

3,1/2
is almost a fundamental domainG/GLm(Z) for 26

GLm(Z) in G;

Theorem 1.2.1.GLm(R) = G2/
√

3,1/2GLm(Z).
We prove first a few lemmas necessary for this theorem.

Lemma 1.2.2. If NZ := N ∩GLm(Z), then N= N1/2 · NZ.

Proof. If x =


1 ... xi j

...
. . .

...
0 ... 1

 ∈ N andy =


1 ... yi j

...
. . .

...
0 ... 1

 ∈ NZ, thenz = xy =


1 ... zi j

...
. . .

...
0 ... 1

 with zi j = yi j +
∑

i<k< j
xikyk j + xi j . In the order (m − 1,m),

(m− 2,m− 1), (m− 2,m), . . . , (i, i + 1), . . . (i,m), chooseyi j ∈ Z such
that |zi j | ≤ 1/2 for i < j (Note that fori = m− 1, j = m, the sum over
i < k < j is empty). This proves the lemma. �

Let, for any columnx := t(x1, . . . , xm), its norm
√

x2
1 + · · · + x2

m be
denoted by||x||. For g in G, we now putϕ(g) = ||ge1|| wheree1 is the
unit vectort(1, 0 . . . 0). Using the Iwasawa decompositiong = kanfor g
in G, we have

ϕ(g) = ||kane1|| = ||ane1|| = a1 = ϕ(a)

wherea1 is the leading entry of the diagonal matrixa.
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Remark. Forg in G andγ in GLm(Z), clearlygγe1 ∈ gZm and inf
γ∈GLm(Z)

ϕ

(gγ) = inf
0,x∈Zm

||gx|| is attained at somex in Zm.

Lemma 1.2.3.Let g= kan be the Iwasawa decomposition of g in G and27

let further inf ϕ(gγ)
γ∈GLm(Z)

= ϕ(g). Then, for the first two (diagonal) entries

a1, a2 of a, we have a1/a2 ≤ 2/
√

3.

Proof. By lemma (1.2.2), we can findn′ in NZ such thatnn′ ∈ N1/2.
Our hypothesis tells us thatϕ(gn′γ) ≥ ϕ(g) for everyγ in GLm(Z). But,
from the form ofn′ and the definition ofϕ, we haveϕ(g) = ϕ(gn′).

Writing t = nn′ =


1 ... ti j
...
. . .

...
0 ... 1

, we have, by our choice ofn′, |ti j | ≤ 1/2.

If J0 =
(

0 1
1 0

)
and Em−2 is the (m− 2)-rowed identity matrix, we take

γ0 =
(

J0 0
0 Em−2

)
. Then

gn′γ0e1 = gn′t(010. . . 0) = kat(t1210. . . 0) = kt(a1t12a20 . . . 0)

Thus
√

a2
1t212+ a2

2 = ϕ(gn′γ0) ≥ ϕ(g) = a1, implying that |t12|2 ≤ 1/4

i.e. a2
2 ≥ a2

1(1− t212) ≥ (3/4)a2
1 and establishing our lemma. �

Theorem 1.2.1 is now seen to be immediate from

Lemma 1.2.4. For g in G, there existsγ0 in GLm(Z) such thatϕ(gγ0) =∫

γ∈GLm(Z)

ϕ(gγ). Moreover gγ0 ∈ S2/
√

3,1/2.

Proof. For m = 2, we know that for someγ1 in GL2(Z), we have
ϕ(gγ1) = inf

γ∈GL2(Z)
ϕ(gγ). We can then evidently findn′ in NZ such that,

with γ0 = γ1n′, we havegγ0 ∈ S2/
√

3,1/2. Hence the Lemma is true for28

m = 2 and let us suppose that, form ≥ 3, the Lemma has been upheld
with m− 1 in place ofm. Now inf

0,x∈Zm
||gx|| is attained at anx′ , 0 in Zm

and such anx′ is necessarily (‘primitive’ and hence) of the formγ1e1 for
someγ1 in GLm(Z). Thus we have (by the Remark following Lemma
1.2.2),

ϕ(gγ1) = inf
γ∈GLm(Z)

ϕ(gγ). (11)
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Let gγ1 = kanbe the Iwasawa decomposition, so that

k−1gγ1 = an=

(
a1 ∗
0 g′

)
with g′ in GLm−1(R).

By the induction hypothesis, there existsγ′0 in GLm−1(Z) such thatg′γ′0
is inS(m−1)

2/
√

3,1/2
. Consider the Iwasawa decompositiong′γ′0 = k′a′n′ with

a′ =


a2 0
...

0 am

. Then we have

g1 := k−1gγ1

(
1 0
0 γ′0

)
=

(
a1 ∗
0 k′a′n′

)
=

(
1 0
0 k′

)


a1 0
...

0 am





1 · ∗
· · ·
0 · 1



Now

ϕ(g1) = ϕ(k−1gγ1

(
1 0
0 γ′0

)
= ϕ(gγ1

(
1 0
0 γ′0

))
=

||gγ1

(
1 0
0 γ′0

)
e1|| = ||gγ1e1|| = ϕ(gγ1) = inf

γ
ϕ(gγ) by (11),

= inf
γ
ϕ(k−1gγ) = inf

γ
ϕ(k−1gγ1

(
1 0
0 γ′0

)
γ

)
= inf

γ
ϕ(g1γ)

sinceγ1

(
1 0
0 γ′0

)
γ runs overGLm(Z) along with γ. Lemma 1.2.3 now

applies tog1 and so we havea1/a2 ≤ 2/
√

3. Already, by induction, we
know thatai/ai+1 ≤ 2/

√
3 for 2≤ i ≤ m. Now for some

n1 ∈ NZ, g1n1 = k−1gγ1

(
1 0
0 γ′0

)
n1 is in S(m)

2/
√

3,1/2

in view of Lemma 1.2.2 and so Lemma 1.2.4 is proved. � 29

Corollary. For g in GLm(R), inf
0,x∈Zm

||gx|| ≤ (2/
√

3)(m−1)/2(abs(detg))1/m
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Proof. In view of Theorem 1.2.1, we may assume thatg is in a Siegel
domainS(m)

2/
√

3,1/2
= O(m)A2/

√
3N1/2 since both inf

0,x
||gx|| andabs(detg)

depend only on the cosetgGLm(Z). Let theng = kanwith

k ∈ O(m), a =



a1 · 0

·
... ·

0 · an


∈ A2/

√
3 and n ∈ N1/2.

Clearly a1/ai =
∏

1≤ j≤i−1(a j/a j+1) ≤ (2/
√

3)i−1 and soam
1 =

∏
1≤ j≤m

(a1/a j)×deta ≤ ∏
1≤ j≤m

(2/
√

3) j−1 deta = (2/
√

3)m(m−1)/2abs(detg). This

gives us
ϕ(g) = a1 ≤ (2/

√
3)(m−1)/2(absdetg)1/m (12)

As we know, inf
0,x∈Zm

||gx|| is attained at a primitive vectorx′ in Zm and

such anx′ is of the formγ′e1 with someγ′ in GLm(Z). Thus30

inf
0,x∈Zm

||gx|| = inf
γ∈GLm(Z)

||gγe1|| = inf
γ
ϕ(gγ) ≤ ϕ(g)

which proves the Corollary, in view of (12). �

Definition. For P in the spacePm of real m-rowed symmetric positive
definite matrices, the minimummin(P: = inf

0,x∈Zm
P[x].

If we define in the spacePm, the domainSt,u corresponding to the
Siegel domainSt,u, by St,u = {a[n]|a ∈ At, n ∈ Nu}, thenSt2,u is just the
image ofSt,u under the mappingg 7→ tgg from GLm ontoPm. Theorem
1.2.1 and its corollary give us immediately.

Theorem 1.2.5.Pm =
⋃

γ∈GLm(Z)
S4/3,1/2[γ] andµm := sup

p∈Pm

min(P)

(detP)1/m
≤

(4/3)
m−1

2 .

Proof. Writing P in Pm astgg with g in GLm(R), we know from The-
orem 1.2.1 that, for somegγ in GLm(Z), r = kan ∈ S2/

√
3,1/2. Then
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P[γ] = a2[n] which is clearly inS4/3,1/2, proving the first assertion of
the theorem. Now

min(P) = inf
0,x∈Zm

p[x] = inf
0,x∈Zm

||gx||2 ≤ (4/3)(m−1)/2(detg)2/m

by the Corollary. Hence min(p) ≤ (4/3)(m−1)/2(detP)1/m giving the re-
quired upper bound forµm. �

Remark . The constantµm known as Hermite’s constant is known ex-
plicitly for all m ≤ 8 (e.g.µ2 = 2/

√
3, being also the best possible

value). It is related to constants in the packing of spheres and also to the
first eigenvalue of the Laplacian on some spaces.

For two positive definite matricesP1, P2 we use the notationP1 ≍ 31

P2 to indicate the existence of constantsc1, c2 for which P1 − c1P2 > 0
andc2P2 − c2P1 > 0, i.e. to say thatP1 andP2 are of the same order of
magnitude.

Theorem 1.2.6.For t, u > 0 and any P(= (pi j )) = a[n] in St,u, we have

P ≍ a ≍
(

p11 · 0
· · ·
0 · pmm

)
.

Proof. Writing a =
(

a1 · 0
· · ·
0 · am

)
, n =

(
1 · ni j· · ·
0 · 1

)
and x =

( x1·
xm

)
, 0, we have

for y := nx=
(

y1·
ym

)
.

aiy2
1

a[x]
=

ai

a[x]

xi +

∑

k>i

nikxk



2

≤

√

ai |xi |√
a[x]

+

∑

k>i

√
ai |xk||nik |√

a[x]



2

.

Now a[x] ≥ ai |xi |2 gives (
√

ai |xi |/
√

a[x]) ≤ 1 while, fork > i,

√
ai |xk| =

√
ai

ak

√
ak|xk|2 ≤

√
ai

ak

√
a[x] ≤ t(k−i)/2

√
a[x].

Hence
aiy2

i

a[x]
≤

(
1+

∑
k>i t(k−i)/2u

)2 ≪ 1 where≪ involves constants

depending ont andu. We see therefore thata[nx] = a[y] ≪ a[x] for
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everyx i.e. P ≤ c1a. On the other hand,n ∈ Nu implies at oncen−1 ∈
Nu, for someu′ > 0 depending onu(andm). Hencea[n−1] ∈ St,u′ . By
the arguments above, we havea[n−1] ≤ c−1

2 a i.e. P ≥ c2a, so thatP ≍ a.
Taking x = ei , the unit vector with 1 at theith place and 0 elsewhere,32

we have nowc2ai = c2a[ei ] ≤ P[ei ] = pii ≤ c1a[ei ] = c1ai so that

Pii ≍ ai for every i. In other words,a ≍
(

p11 · 0
· · ·
0 · pmm

)
and the theorem is

proved. �

The following theorem shows that any Siegel domainSt,u in Pm

intersects at most finitely manySt,u[γ] for γ ∈ GLm(Z) and so a “fun-
damental domain”F for GLm(Z) in Pm can have at most finitely many
“neighbours”F[γ].

Theorem 1.2.7.For any d≥ 1 and given S= St,u ⊂ Pm, the number
of X inMm(Z) with 1 ≤ abs(detX) ≤ d and S[X] ∩ S , ∅ is finite.

Proof. We use induction onm, for the proof. Let firstX =
(

X1 X12
0 X2

)
with

Xi ∈ Mmi (Z), i = 1, 2, 1 ≤ m1, m2 andm1 + n2 = m. Then writing
||M|| for abs(detM), ||X|| = ||X1|| ||X2|| ≤ d implies that 1≤ ||Xi || ≤ d for
i = 1, 2. Takea[n] in S with (a[n])[X] = a′[n′] ∈ S. Using the obvious
decompositions

a =


a(m1)

1 0
0 a(m2)

2

 , n =

n(m1)

1 n12

0 n(m2)
2

 , a′ =
(
a′1 0
0 a′2

)
, n′ =

(
n′1 n′12
0 n′2

)

we have

a[n] =

(
a1[n1] 0

0 a2[n2]

) [(
E n−1

1 n12

0 E

)]
,

a′[n′] =

(
a1[n′1] 0

a a′2[n′2]

) [(
E n′−1n′12
0 E

)]

whereE now stands for the identity matrix of the appropriate size. Then,33

for X in the form given above, we see that

a[nX] =

(
a1[n1X1] 0

0 a2[n2X2]

) [(
E X−1X12+ X−1

1 n−1
1 n12X2

0 E

)]
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By definition,ai , a′i ∈ A(mi )
t andni , n′i ∈ N(mi )

u for i = 1, 2.
Now

a′1[n′1] = a1[n1X1],

n′−1
1 n′12 = X−1

1 X12+ X−1
1 n−1

1 n12X2,

a2[n′2] = (a2[n2])[X2].

Sincem1 andm2 are both less thanm, the induction hypothesis yields the
finiteness of the number of suchX1 andX2 and hence their boundedness
as well. Further,X12 = X1n′−1

1 n′12 − n−1
1 n12X2 whereinn12, n′12 are

bounded by virtue ofn, n′ being inNu and moreover the inverses of the
bounded unipotent matricesn1, n′1 are again (unipotent and) bounded.
Thus the integral matrixX12 is bounded and the number of suchX12

is finite. Consequently, we have shown that the number of integral X =(
X1 X12
0 X2

)
with 1 ≤ ||X|| ≤ d andS[X]∩S , ∅ is finite. Let us now take the

case ofX = (xi j ) not necessarily in any such simple form (for somem1,
m2) but with S[X] ∩ S , ∅ and 1≤ ||X|| ≤ d. In fact, for 1≤ i ≤ m− 1,
there exist then integershi , ki with xki ,hi , 0 andhi ≤ i < ki . Denote
the columnt(x1i . . . xmi) of X by x(i), for 1 ≤ i ≤ m. Let, as before,
p = a[n] ∈ S with (p′i j ) = p′ = (a[n])[X] = a′[n] ∈ S. From Theorem
1.2.6, we have (for fixedSt,u),

a′i ≍ p′ii = a[n][ x(i)] ≍ a[x(i)] =
∑

j

a j x
2
ji .

Hence 34

a′i ≫ a′hi
≍

∑

j

a j x
2
j,hi
≥ aki x

2
ki ,hi
≥ aki since xki ,hi , 0.

i.e. a′i ≫ ai (some ki > i). (13)

Writing ||X|| = d1, we haved1X−1 ∈ Mm(Z). SomeP ∈ St,u implies
that λp ∈ St,u for λ > 0, we havep′[d1X−1] = d2

1P belongs toSt,u

along withP′. Moreover, the integral matrixd1X−1 is not in any simple
(block) form as above, since, otherwise,X itself would then take such
a simple (block) form. Applying now toP′, P′[d1X−1] in St,u the same
arguments as we used to derive (13), we find thatd2

1ai ≫ a′i . But since



28 1. Fourier Coefficients of Siegel Modular Forms

d1 ≤ d, we may conclude thatai ≍ a′i . Furtherai+1 ≪ aki (sinceki > i)
andaki ≪ a′i , as we have noted prior to deriving (13).

Henceai+1 ≪ aki ≪ a′i ≍ ai ≪ ai+1 i.e. ai ≍ ai+1 for everyi. �

In other words, we have the chain of orders of magnitude:

a1 ≍ a2 ≍ . . . ≍ am

)( )( )(
a′1 ≍ a′2 ≍ . . . ≍ a′m

But then
∑
i

a′j x
2
ji ≪

∑
i

a j x2
ji ≍ (a[n])[ x(i) ] = a′i ≍ a′j yields immediately

that x ji ≪ 1 for all i and j and the theorem as well.

1.3 Minkowski Reduced Domain
35

For anyP = (pi j ) in Pm, we can introduce inZm an inner product ( , ) by
defining (x, y) = txPywheneverx, y are inZm and give it the structure of
a quadratic module overZ. If ei =

t(0, . . . , 0, 1, 0, . . . , 0) is the standard
unit vector with 1 at theith place (and 0 elsewhere), then{e1, . . . , em}
is a natural basis for this quadratic module, with (ei , ej) = pi j . We
define, however, a new basis{ f1, . . . , fm} as follows. SinceP is positive-
definite, the number of integral vectors with (x, x) ≤ µ for any givenµ,
is necessarily finite. Hence we can findf1 in Zm to satisfy the condi-
tion ( f1, f1) = inf

0,x∈Zm
(x, x); of course, f1 is not unique (since one can

take, for example,− f1 instead of f1). Assuming thatf1, . . . , fi have
been chosen already, we can proceed to findfi+1 in Zm meeting the re-
quirements:f1, . . . , fi+1 can be extended to a basis ofZm and moreover,
( fi+1, fi+1) = inf

x
(x, x) where the infimum is taken over allx in Zm for

which f1, . . . , fi , x can be extended to a basis ofZm. By picking− fi+1

instead of fi+1, if necessary, we impose the additional restriction that
fi,i+1 ≥ 0; still, fi+1 is not unique but certainly exists. In this manner, we
can find aZ-basis{ f1, . . . , fm} for the above quadratic module. Writing
fi =

∑
1≤ j≤m

u ji ej with u ji in Z (for 1 ≤ i ≤ m), we find thatU := (ui j ) is

in GLm(Z); further, if qi j := ( fi , f j), thenQ := (qi j ) = tUPU is in the
same ‘class’ as the givenP in Pm, besides being“Minkowski-reduced”
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in the following sense. Indeed, for anyx = t(x1, . . . , xm) in Zm with the
lastm− k+1 elementsxk, xk+1, . . . , xm having 1 as greatest common di-

visor, the matrix
(

Ek−1
x

0

)
is easily seen to be “primitive” i.e. capable of36

being completed to an element ofGLm(Z). Thus f1, . . . , fk−1,
∑

1≤i≤m
xi fi

can be completed to aZ-basis ofZm. Therefore, by our definition offk,
we have

Q[x] =


∑

1≤i≤m

xi fi ,
∑

1≤i≤m

xi fi

 ≥ ( fk, fk) = qkk(1≤k≤m)

Thus the matrixQ in the same class asP satisfies the “reduction
conditions”:

(1) Q[x] ≥ qkk(1 ≤ k ≤ m), for everyx = t(x1, . . . , xm) with the g.c.d.
(xk, xk+1, . . . , xm) equal to 1 and

(2) qk,k+1 ≥ 0.

Definition. Any positive definite matrix inPm satisfying the “reduction
conditions” (1) - (2) above is called Minkowski-reduced (or merely M-
reduced).

Let us first note thatq11 = min(Q) = inf
0,x∈Zm

Q[x]. For any M-

reducedQ, takingx in (1) to beeℓ with ℓ≥k, we see that

qk,k ≤ qℓ,ℓ(k ≤ ℓ) (14)

If, on the other hand, we takex in (1) to beek ± eℓ for ℓ , k, then
condition (1) reads

qk,k ± 2qkℓ + qℓ ℓ ≥ qk,k

i.e. 37

|qkℓ | ≤ 1/2 · qℓ ℓ for k , ℓ. (15)

Let Rm = R denote the set of allM-reduced matrices inPm. We
have just shown that in everyGLm(Z)-orbit {P[U]|U ∈ GLm(Z)} in Pm,
there exists an elementQ in R. We may then state the following the-
orem presenting the reduction theory due to Minkowski and Siegel for
positive-definite matrices.
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Theorem 1.3.1. (i) Pm =
⋃

U∈GLm(Z)
R[U];

(ii) R is contained in a Siegel domain St,u for some t, u (depending
only on m) and

(iii) For any U , ±Em in GLm(Z), R ∩ R[U] is contained in the
boundary ofR (relative toPm).

Actually, R is a fundamental domain forGLm(Z) in Pm for the ac-
tion p 7→ P[U] with P in Pm andU in GLm(Z). It is a convex cone with
vertex at 0 and its boundary is contained in a finite union of hyperplanes.
Moreover,R has only finitely many neighbours (i.e.R ∩ R[U] , ∅,
only for finitely manyU in GLm(Z)). For all this, a detailed treatment
may be found, for example, in Maass ([17],§ 9).

Only the assertions (ii) and (iii) in Theorem 1.3.1. are to beproved
and we need some lemmas for that purpose.

Lemma 1.3.2. For any R= (r i j ) in R, r11 . . . rmm≪
m

detR.38

Proof. The leading (ℓ, ℓ) principal minorRℓ = R[Eℓ
0 ] in R is also M-

reduced (inPℓ) for 1 ≤ ℓ ≤ m. Let us assume the lemma proved with
m− 1 in place ofm; then writingr j for r j j (1 ≤ j ≤ m), we have

r1r2 . . . rm−1 ≪ detRm−1 (16)

where the constant in≪ depends only onm− 1. Definingρkℓ by (ρkℓ) =
(detRm−1)R−1

m−1, we have on using the inequalities (14) corresponding to
Rm−1, |ρkℓ |rℓ ≪ r1r2 . . . rm−1 and hence

|ρkℓ |/(detRm−1)≪ (r1r2 . . . rm−1)/(rℓ detRm−1)

i.e.
|ρkℓ |/(detRm−1)≪ 1/rℓ. (17)

If, now, we write

R=

(
Rm−1 r

tr rm

)
=

(
Rm−1 0

t0 s

) [(
Em−1 R−1

m−1r
t0 t

)]
(18)
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with s := rm− R−1
m−1[r], we have, on applying (14), (15) and (17),

R−1
m−1[r] ≪

∑

1≤i, j≤m−1

(1/r i )r ir j ≪ rm−1.

Thus
rm = s+ R−1

m−1[r] ≪ s+ rm−1. (19)

Since detR= (detRm−1) · s from (18), we obtain from (16) and (19) that39

r1r2 . . . rm ≪ (detRm−1) · rm ≪ ((detR)/s) · rm ≪ (1 + rm−1/s) · detR.
Once we establish that

rm−1 ≪ s (20)

the lemma will follow. In order to prove (20), let us assume that for
some integerk ≤ m− 1,

rℓ+1 < 4(m− 1)2rℓ (for ℓ = m− 2,m− 3, . . . , k+ 1, k but not k − 1).
(21)

Here (21) is to be properly interpreted wheneverk equalsm− 1 or 1.
Writing z for t(x1, . . . , xm−1), (18) gives, forx = t(x1, . . . , xm),

R[x] = Rm−1[x+ xmR−1
m−1r] + sx2

m. (22)

Let c = (2m− 2)m−1 and letxi + ai xm(1 ≤ i ≤ m− 1) denote the entries
of the columnz + xmR−1

m−1r. Now, given an integerx′m in the closed
interval [0, cm−k], we can certainly find integersx′k, x′k+1, . . . , x

′
m−1 to

satisfy 0 ≤ x′i + ai x′m < 1, for k ≤ i ≤ m− 1. Dividing the closed
interval [0, 1] into c closed subintervals of equal length, we can get a
decomposition of the (m− k)-dimensional unit cube (inRm−k) into cm−k

cubes of equal volume. By Dirichlet’s pigeonhole principle, at least
two of the 1+ cm−k vectors, say, (x′k + akx′m, . . . , x

′
m−1 + am−1x′m), (x′′k +

akx′′m, . . . , x
′′
m−1+ am−1x′′m) must be contained in one of thesecm−k cubes;

in other words,|x′i − x′′i + ai(x′m − x′′m)| ≤ 1/c for k ≤ i ≤ m− 1. Hence
there exist integersxk, xk+1, . . . , xm, which we may indeed even assume
to have greatest common divisor 1, such that 40

|xi + ai xm| ≤ 1/c, 0 < xm ≤ cm−k(k ≤ i ≤ m− 1).
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Trivially, there exist integersx1, . . . , xk−1 satisfying the conditions

|xi + ai xm| < 1(i = 1, 2, . . . , k− 1).

For the corresponding columnx = t(x1, . . . , xm), we haveR[x] ≥ rk,
sinceR is M-reduced. But then (22) gives

rk(≤ R[x]) ≤ (k− 1)2rk−1 + (k − 1)(m− k)rk−1/c

+ (m− k)2(4(m− 1)2)m−k−1rk/c
2
+ c2(m−k)s

if we use the inequalities

|r i j | ≤ rk−1(1 ≤ i, j ≤ k− 1), |rpq| ≤
1
2

rk−1(p ≤ k− 1 < q− 1)

|ruv| ≤ (4(m− 1)2)m−k−1rk(k + 1 ≤ u, v ≤ m− 1)

(the last one arising from (21)). Againrk ≥ 4(m− 1)2rk−1, by (21) and
therefore finally

rk ≤
1
4

rk +
1
4

rk +
1
4

rk + c2(m−k)s=
3
4

rk + c2(m−k)s i.e. rk ≪ s.

Sincerm−1 ≤ (4(m−1)2)m−k−1rk, (20) is immediate and so is our lemma.
�

Remark. The (reverse) inequality

detR≤ r1 . . . rm (23)

for anyR in Pm follows at once from the relation detR = (detRm−1)s
implied by (18), the obvious inequalitys≤ rm and the inequality, corre-
sponding to (23), forRm−1 viz. detRm−1 ≤ r1 . . . rm−1 from an inductive
hypothesis.

For anyR= (r i j ) in Pm, we denote byR0, the diagonal matrix with41

(the same) diagonal elementsr11, r22, . . . , rmm (asR).

Lemma 1.3.3.For any R inR, we have c1R0 < R< c2R0 with constants
c1, c2 depending only on m.
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Proof. Let R1/2
0 denote the positive square root [

√
r11, . . . ,

√
rmm] of the

diagonal matrixR0 = [r11, . . . , rmm]. For the eigenvaluesρ1, . . . , ρm of
R[R−1/2

0 ], we haveρ1 + · · · + ρm = trace (R[R−1/2
0 ]) = trace (RR−1

0 ) = m.
Whileρ1 . . . ρm = detR/detR0 ≥ c′ for some constantc′ = c′(m), by the
preceding lemma. Hencec1 := m−(m−1)c′ < ρi < c2 := m, for 1 ≤ i ≤ m
which means thatc1Em < R[R−1/2

0 ] < c2Em i.e. c1R0 < R < c2R0, on

transforming both sides of the inequalities byR1/2
0 . �

The Iwasawa decompositiong = kan forg in GLm implies at once
that everyR(= tgg) in Pm has the (unique) Jacobi decompositionR =
D[B] whereD = [d1, . . . , dm] is diagonal with positive diagonal entries
di and B = (bi j ) is upper triangular withbii = 1 for all i. The entries
d1, . . . , dm andbi j (i < j) are called theJacobi coordinatesof R = (r i j )
in Pm. Denotingr ii by r i as before, the relationR = D[B] gives r i =

di +
∑

1≤ j≤i−1
d jb2

ji for 1 ≤ i ≤ m (so thatr i ≥ di always) and further

detR= d1 . . .dm. (Thus detR≤ r1 . . . rm, giving another proof for (23)).

Suppose now thatR is M-reduced. Then
m∏
j=1

(r j/d j ) = (r1 . . . rm)/det

R≤ c′′ = c′′(m), by Lemma 1.3.2. On the other hand, for anyR= D[B]

in Pm, we have 1≤ (r i/di ) ≤
m∏
j=1

(r j/d j). Hence forR in R, 1 ≤ r i/di ≤

c′′ and so (1≤)r i/di ≪ r j/d j for all i, j. Consequently forR in R, we 42

conclude, in view of (14), that

0 <
d j

di
≪

r j

r i
(≤ 1) for j ≤ i.

Now, to prove that allbi j are bounded (in absolute value) by a constant
depending only onm, we use induction onm. In fact, let us assume that
for 1 ≤ p < i andℓ > p, we have|bpℓ | ≤ c1. Then from the relation

r i j = dibi j +

∑

1≤p≤i−1

dPbpibp j(i < j).

we obtain that

di |bi j | ≤ |r i j | +
∑

p

dp|bpi ||bp j|
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≤ 1
2

r i +

∑

P

dpc2
1

(in view of (15) and the bound for|bpℓ|)

i.e. |bi j | ≤
1
2

(r i/di) +
∑

1≤p≤i

c2
1dp/di ≪ 1 (for i < j).

We have thus proved assertion (ii) of Theorem 1.3.1. Along with Theo-
rem 1.2.7, this gives us the important.

Corollary . If R and R[U] are both inR for some U in GLm(Z), the
number of such U is finite.

Before we proceed to prove assertion (iii) of Theorem 1.3.1,we
make a few remarks about the interiorR0 and the boundary∂(R) of
R. Among the “reduction conditions” (1) and (2), some are trivial; for
example, ifx = ±ek, thenR[x] = rk for every Rin Pm. We there-
fore omit those inequalities which impose no condition onR. ThenR0

consists of points ofR for which the “nontrivial” reduction conditions43

among (1) and (2) hold good with strict inequality. Hence∂(R) con-
sists precisely of those points ofR at which even one of these nontrivial
reduction conditions holds with an equality (in place of≥).

Let now bothR1 andR2 = R1[U] for someU in GLm(Z) belong
to R. In view of the Corollary above, the matrixU belongs to a finite
set of matrices (inGLm(Z)) depending only onm. First let us suppose
U = (u1u2 . . .um) with columnsu1, . . . , um be no diagonal matrix, so
that we have a first column, sayuk, which is different from±ek. Then

the columnvk of U−1
= (v1 . . . vm) is again, ±ek. SinceU =

(
W

uk...um
0

)

with a diagonal (k−1, k−1) matrixW having±1 as its diagonal entries,
we find, on expanding detU(= ±1) along thekth column, that the last
m − k + 1 elements ofuk have necessarily 1 as the greatest common
divisor. From the reduction conditions (1) forR1 =

(
r (1)
i j

)
, we have

R1[uk] ≥ r (1)
kk i.e. if R2 =

(
r (2)
i j

)
, thenr (2)

kk ≥ r (1)
kk . Similarly, from R1 =

R2[U−1], it follows that r (1)
kk ≥ r (2)

kk . Thus we have

R1[uk] = r (1)
kk = r (2)

kk = R2[vk]
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and soR1, R2 belong to the boundary∂(R) with uk, vk belonging to a
finite set of possible columns. We consider next the case whenU is a
diagonal matrix with±1 as diagonal entries butU , ±Em. Suppose
the first change of sign among the diagonal entries occurs, aswe pass
from the kth diagonal entry to the next one (on the diagonal). Then
r (2)
k,k+1 =

tukR1uk+1 = −r (1)
k,k+1. By (2), r (1)

k,k+1 andr (2)
k,k+1 are non-negative

and so necessarily,r (1)
k,k+1 = 0 = r (2)

k,k+1.
It follows again that bothR1 andR2 are on the boundary ofR (We 44

have also proved incidentally that the points ofPm ∩ ∂(R) lie on a
finite set of hyperplanes. We remark, without proof thatR0

, ∅). All
the assertions in Theorem 1.3.1 have now been established.

Example. In the special case whenm = 2, P =
(

a b
b c

)
is M-reduced, if

and only if 0≤ b ≤ a/2 ≤ c/2 anda > 0. These conditions imply that
ac ≤ (4/3) detP. The reduced domainR is contained inS4/3,1/2 and
µ2 = 4/3.

1.4 Estimation for Fourier Coefficients of Modular
Forms of Degreen

Let Gn denote the Siegel half-space of degreen, consisting of all (n, n) 45

complex symmetric matricesZ = X+ iY with Im(Z) = Y :=
1
2i

(Z−Z) >

0. The modular groupΓn = Sp(2n,Z) =
{
M =

(
A B
C D

)
∈M2n(Z)|M

Jt
nM = Jn =

(
0 En
En 0

)}
acts onGn as a discontinuous group of holomor-

phic automorphismsZ 7→ M < Z >:= (AZ + B)(CZ + D)−1 of Gn,
whereA, B, C, D are (n, n) matrices constitutingM in Γ; observe that
M{Z} := CZ + D is invertible. Also note that wheneverM =

(
A B
C D

)
is

in Γ, tM is also inΓ and furtherM−1
=

(
tD tB
tC tA

)
; M =

(
A B
C D

)
is in Γ if

and only if AtD − BtC = En, AtB = BtA andCtD = DtC. The sub-
group of M =

(
A B
O D

)
∈ Γ with A, D = tA−1 in GLn(Z) and symmetric

integralS = A−1B is denoted byΓn,∞; if M =
( ∗

CD
)

andN =
( ∗

CD
)

are
both inΓ, thenM =

(
En S
0 En

)
NΓn,∞N. ForZ ∈ Gn andM =

(
A B
C D

)
in Γ,

Im(M < Z >) = t(CZ + D)−1 Im(Z)(CZ+ D)−1 > 0.
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A fundamental domainΓ\Gn for the discontinuous action ofΓ onGn

is given by

gn :=



Z ∈ n

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(1) Abs det(CZ+ D) ≥ 1 for every primitive
integral (CD) with CtD = DtC

(2) Im(Z) is M-reduced
(3) The elements ofX := 1

2(Z + Z)
are≤ 1/2 in absolute value.

Introducing

gn =
⋃

M∈Γn,∞

M < Fn >=
⋃

U∈GLn(Z)
S=tS∈Mn(Z)

(Fn[U] + S), we remark

Z ∈ gn =⇒ min(Im(Z)) ≥
√

3.2. (24)

Indeed, min(Im(Z[U] + S)) = min(Im(Z[U])) = min(Im(Z)) for every46

U in GLn(Z) andS = tS in Mn(Z). We may therefore assume, without
loss of generality, thatZ is already inFn. TakingM =

(
A B
C D

)
in Γn

with A =

(
0 0
t0 En−1

)
, B =

(
−1 0
t0 0

)

C =

(
1 0
t0 0

)
and D =

(
0 0
t0 En−1

)
, and

inequality abs(det(CZ+D)) > 1 for Z = (zpq) = (xpq+ iypq), gives|z11| ≥
1, |x11| ≤ 1/2 and soy11 ≥

√
3/2. Since Im(Z) is reduced, min(ImZ) =

y11 ≥
√

3/2. Conversely, it can be shown that a constantXn exists
such thatZ ∈ gn whenever min(Im(Z)) > Xn. Let us fix a natural
numberq and a numberk with 2k integral once for all;q will serve as
the “level” andk as the “weight” of the modular forms to be considered
in the sequel. LetΓn(q) denote the principal congruence subgroup of
level q in Γn, consisting of allM in Γn with M ≡ E2n(mod q).

Definition. For any f : Gn 7→ C and M∈ Γn, we define f|kM = f |M by
( f |M)(Z) = f (M < Z >) det(CZ + D)−k, with a fixed determination of
the branch.
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For M1, M2 ∈ Γn, we havef |Mi M2 = ±( f |M1)|M2.

Definition. By a Siegel modular form of degree n, weight k and level q,
we mean a holomorphic function f: Gn → C such that f|M = u(M) f
for every M inΓn(q) with a constant u(M) of absolute value1and which,
for n = 1, satisfies the condition f|M is bounded inF1 for every M in
Γ1.

It is known (see [16]) that for everyM in Γn, f |M has the Fourier 47

expansion ∑

0≤T∈Λ∗n

aM(T)e(tr(TZ)/q).

Example.are given by the theta series
∑

G(m,n)
e(πi tr(S[G]Z)) for even in-

tegralS(m) > 0 and the Eisenstein series ofΓn(q).

Definition . A Siegel modular form of degree n, weight k and level q is
said to vanish at every cusp, if for every M inΓn, the constant term
aM(0) in the Fourier expansion of f|M is zero. (Note that this definition
is independent of the choice of the branchdet(CZ+ D)−k).

Definition . A Siegel modular form of degree n, weight k and level q is
called a cusp form, if for every M inΓn, the Fourier coefficients aM(T)
of f |M corresponding to all T inΓ∗n with detT = 0 vanish.

(This definition coincides forn = 1 with the preceding definition.
For n > 1, however, a modular form vanishing at every cusp, is not a
cusp form in general).

One of our main objective is to estimate the Fourier coefficients
a(T) of a Siegel modular form of degreen, weightk and levelq, van-
ishing at every cusp. Replacingf (Z) by f (qZ) (of level q2), if neces-
sary, weassumethat the Fourier expansion off is given by f (Z) =∑
0≤P∈Λ∗n

a(P)e(tr(PZ)), in the sequel. Now, for givenT > 0, we know

that T1 = T[U] is M-reduced for someU in GLm(Z). But, if f (Z) =∑
P

a(P)e(tr(PZ)), then

(detU)−k f (Z[tU]) = (detU)−k
∑

P

a(P)e(tr(P[U]Z)
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= (detU)−k
∑

P

a(P[U−1])e(tr(PZ)).

Denoting (detU)−ka(P[U−1]) by b(P), we see thata(T)(detU)−k occurs
as the Fourier coefficient, corresponding to theM-reduced matrixT1,
for f |

(
U 0
0 tU−1

)
. Since f is of levelq and since (GLm(Z) : GLm(Z; q)) <48

∞, we have only finitely many distinct functions of this form, as U
varies overGLm(Z). We shall therefore assume in the sequel that, for the
estimation of the Fourier coefficient a(T), T is M-reducedand further
min(T) ≫ 0 (i.e. min(T) is large enough).

The following lemma is essential for later applications.

Lemma 1.4.1. If the series
∑

0≤P=tP∈Mn(Z)
a(P)e(tr(PZ)) converges abso-

lutely for every Z inGn and if a(P) = 0 for all p with rank(P) < ℓ(≤ n),
then forγ = Im(Z) in St,u with min(Y) ≥ ε > 0, we have

S (Z) :=
∑

P

|a(P)||e(tr(PZ)| = Oε(exp(−X tr(Yℓ))

whereX is a positive constant and Yℓ is the leading(ℓ, ℓ) minor of Y.

Proof. SinceY is in St,u, we see exactly as in Lemma 1.3.3, thatY ≍

Y0 =


y11 ... 0
...
. . .

...
0 ... ynn

 and since min(Y) ≥ ε, we also haveY ≥ ε′En for some

ε′ > 0 depending onε, t andu. The given series converges absolutely
for Z = i(ε′/2)En and hencea(P) exp(−πε′ tr(P)) = O(1). Thus

S (Z) =
∑

P

|a(P)|exp(−π tr(PY))

≤
∑
|a(P)|exp(−πε′ tr(P)) exp(−π tr(PY))

≪
∑

P=tP≥0
rankP≥ℓ

exp(−π tr(PY)) = T , say.

SinceY ≍ Y0 andtr(Yℓ) = y11 + · · · + yℓℓ, we may assume thatY = Y0,
without loss of generality. For anyh with ℓ ≤ h ≤ n, we set49

α0(h) =
∑

0≤p=t p∈Mn(Z)
rank(P)=h

exp(−π tr(PY))
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so thatT =
∑

ℓ≤h≤n
α0(h). In order to prove the lemma, it suffices clearly

to show that

α0(h) = O(exp(−X tr(Yℓ)) for a constantX > 0. (25)

�

SinceP ≥ 0 and rank(P) = h, there existsU in GLn(Z) such that
P =

(
P1 0
0 0

)
[U] for an integralP(h)

1 > 0. Suppose now that forU1, U2

in GLn(Z) and P(h)
2 > 0, we have

(
P1 0
0 0

)
[U1] =

[
P(h)

2 0
0 0

]
[U2]. Then

[
P1 0
0 0

]
[U1U−1

2 ] =
[

P2 0
0 0

]
implying thatU1U−1

2 =

[
W1 0
W3 W4

]
with W1 in

GLh(Z), W4 in GLn−h(Z), W3 ∈Mh,h−h(Z) andP1[W1] = P2. Since the
number ofW1 in GLn(Z) with P1[W1] = P1 is at least 2 (e.g.P1[±Eh] =
P1), we have the inequality

α0(h) <
∑

P1

∑

U∈GL(h)
n (Z)\GLn(Z)

exp

(
−π tr

(
P1 0
0 0

)
[U]Y

)
(26)

where nowP1 runs overM-reduced integral matrices inPh (represent-
ing the variousGLh(Z)-orbits of positive-definite integral matrices in
Ph) andU runs over a complete set of representatives of right cosets of

GL(h)
n (Z) :=

{(
Eh 0
∗ ∗

)
∈ GLn(Z)

}
in GLn(Z).

Any suchU can be written asU =
( tF∗

)
with primitive F(n,h) in Mn,h(Z). 50

Further, tr
((

p1 0
0 0

)
[U]Y

)
= tr(P1Y[P]). Thus (26) becomes

α0(h) <
∑

P1∈Rh∩Mh

∑

(Z)F(n,h) primitive

exp(−π tr(P1Y[F])). (27)

From the reduction conditions, the number ofM-reduced integralP1
with given diagonal elementsp1, p2, . . . , ph is seen to be≪ ph−1

1 ph−2
2

. . . ph−1 (Actually, it is not hard to verify that the number of (GLh(Z)-
equivalence) classes{P1} of integral symmetric matricesP1 with det
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P1 ≤ d is≪ d(h−1)/2+ε for anyε > 0. We, however, do not need to use
this fact). From (27), we are led to the simple estimate

α0(h)≪
∑

p1,...,ph∈N

∑

F(n,h)
primitive (p1p2...ph)h−1

exp


−X ′ tr





p1 . . . 0
...

. . .
...

0 . . . ph


Y[F]




(28)

with a constantX ′
= X ′(h) > 0. Writing P∗ =


p1 ... 0
...
. . .

...
0 ... ph

 andF =

( f1 . . . fh), we haveP∗ ≥ Eh, tr(P∗Y[F]) ≥ tr(Y[F]) and tr(P∗Y[F]) ≥
ε′ tr(P∗Eh[F]) = ε′

∑
1≤i≤h

pi
t fi fi ≥ ε′ tr(P∗) sincet fi fi ≥ 1(1 ≤ i ≤ h) in

view of F being primitive. Thus

exp(−X ′ tr(P∗Y[F])) ≤ exp(−1
2
X
′ tr(Y∗[F])) exp(−1

2
X
′ε′ tr(P∗)).

Now since
∑

p1,...,ph∈N
(p1p2 . . . ph)h−1 exp(−1

2
X
′ε′ tr(p1 + · · · + ph)) < ∞,

we obtain from (28) that

α0(h) ≪
∑

F(n,h)
primitive

exp(−1
2
X
′ tr(Y[F])) (29)

If, for 1 ≤ i1 < i2 < . . . < ip ≤ n, the non-zero rows of anyF in (29)51

have indicesi1, . . . , ip, thenp ≥ h andip ≥ h.
Hence

tr(Y[F]) =
∑

1≤i≤h
1≤k≤n

fkiyk fki ≥
∑

1≤r≤p

yir


∑

1≤ j=≤h

f 2
ir , j

 ≥
∑

1≤r≤p

yr

≥ tr(Yh) ≥ tr(Yℓ)

and further
tr(Y[F]) ≥ ε′ tr(tFF) = ε′

∑

1≤i≤n
1≤ j≤h

f 2
i j .
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It is now immediate that (for someX > 0)

exp(−1
2
X
′ tr(Y[F] = exp(−1

4
X
′ tr(Y[F]) exp(−1

4
X
′ tr(Y[F]))

≤ exp(−X tr(Yℓ)) exp


−X ε′

∑

1≤i≤n
1≤ j≤h

f 2
i j



and as a result,

α0(h) ≪ exp(−X tr(Yℓ))


∑

g∈Z
exp(−ε′X g2)



hn

≪ exp(−X tr(Yℓ))

proving (25) and the lemma.
Let

t = tn(q) := {X = (xi j ) ∈Mn(R)|X = tX, 0 ≤ xi j < q}

and, for any givenM in Γn andM-reducedT → 0 inΛ∗n with minT ≫ 0
(as we have assumed prior to the statement of Lemma 1.4.1),

β̃(M) := {X ∈ t|M < X + iT−1 > εgn}

so thatβ̃(M) = β̃(NM) for every N in Γn,∞. Let M1 = E2n, M2, . . . , 52

Mr , . . . be a complete set of representatives of the right cosets ofΓn,∞

in Γn. Now sinceT = (ti j ) is M-reduced,T ≍


t11 ... 0
...
. . .

...
0 ... tnn

 and so the

assumption minT ≫ 0 yields thattii ≫ 0 for everyi ≥ 1. Thust−1
ii is

sufficiently small; forT−1 ≍



t−1
11 ... 0

...
. . .

...
0 ... t−1

11

, min(T−1) is also sufficiently

small.
Hence if β̃(E2n) , ∅, then X + iT−1 ∈ gn for someX and as a

consequence, min(T−1) ≥
√

3/2, which gives a contradiction. For all
but finitely manyi, β̃(Mi) = ∅. Definingβ(M2) = β̃(M2) andβ(Mi) =
β̃(Mi) ∩ {β̃(M2) ∪ . . . ∪ β̃(Mi−1)}c inductively for i ≥ 3, where{ }c
denotes set complementation, the following lemma is immediate.
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Lemma 1.4.2. t =
∐
i≥2
β(Mi)

For n = 2, the measure of the intersection of two distinctβ̃(Mi)’s is
0 (and presumably this is true forn = 3 as well).

For M =
( ∗ ∗

C D
) ∈ Γn and a modular formf of degreen, weight k

and levelq andT as above, let

α(C,D) = α(M) = α(Γn,∞M) =
∫

β(M)

f (X + iT−1)e(− tr(TX))dX

wheredX :=
∏

1≤i≤ j≤n
dxi j denotes the volume element int. Then if53

f (Z) =
∑

0≤T∈Λ∗n

a(T)e(tr(TZ)),

a(T) = q−n(n+1)/2e2πn
∫

t

f (X + iT−1)e(− tr(TX))dX

= q−n(n+1)/2e2πn
∑

i≥2

α(Mi), by Lemma 1.4.2.

= O


∑

i≥2

α(Mi)

 . (30)

Lemma 1.4.3. For f as above vanishing at all cusps and M=
(

A B
C D

)
∈

Γn with M < Z >∈ gn,

f (Z) = abs(det(CZ+ D)−k)O(exp(−X min(Im(M < Z >)),

for a constantX .

Proof. (a) Since [Γn : Γn(q)] < ∞ and furtherf |M1M2 = ( f |M1)|M2

along with f |M = v(M) f , for all M in Γn(q), where|v(M)| = 1,
the number of functions abs(f |N) for N in Γn is finite.

(b) If N =
( ∗ ∗

C′ D′
) ∈ Γn, then | f | = | f |(N−1N)| = (abs det(C′Z +

D′))−k|( f |N−1)(N < Z >)|.
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(c) If Z is in the fundamental domainFn for Γn in Gn, Y = (yi j ) :=
Im(Z) is M-reduced and hence belongs toSt,u for somet, u de-
pending only onn, by Theorem 1.3.1 (ii). We also know from
(24) that minY ≥

√
3/2. Sincef vanishes at all cusps,

( f |N)(Z) =
∑

0≤p∈Λ∗n
rankP≥1

a(p; N)e(tr(PZ)/q)

for everyN in Γn. Applying Lemma 1.4.1. we have then, for every54

N in Γn, |( f |N)(Z)| = O(exp(−X y11)) = O(exp(−X
min(Im(Z)))).

(d) Let M < Z >∈ gn; then there existU in GLn(Z) and integral
symmetricS such thattUM < Z > U + S ∈ Fn. For N =(

tU S U−1

0 U−1

)
M, we have min(ImN < Z >) = min(Im(M < Z >)) ≥√

32 and furtherN < Z > is M-reduced. From b), c) and a), it is
immediate that

| f (Z)| = abs(det(CZ+ D)−k)|( f |N−1)(N < Z >)|
= abs(det(CZ+ D)−k)O(exp(−X min(Im(M < Z >))).

Lemma 1.4.3 implies at once
�

Lemma 1.4.4. For f , T and M as above,

|α(M)| ≪
∫

β(M)

abs(det(C(X + iT−1) + D))−k

exp(−X min(Im(M < X + iT−1 >)))dX.

Definition . A pair of (n, n) matrices C, D is called a symmetric pair if
CtD = DtC and is said to becoprime, if, whenever GC and GD are both
integral, G is necessarily integral.

If M =
(

A B
C D

)
∈ Γn, then (CD) is a coprime symmetric pair. Con-

versely, it is not hard to prove that given any coprime symmetric pairC,
D of (n, n) integral matrices, there existsM =

( ∗
CD

)
in Γn.
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Definition . Two coprime symmetric pairs C, D and C1, D1 are called 55

associatedif there exists U in GLn(Z) such that(CD) = U(C1D1).

Let {C,D} denote the equivalence class of all (n-rowed) coprime
symmetric pairs associated with a given pairC, D. We wish to determine
a special representative in each class{C,D}, wherer = rankC. If r = 0,
thenC = 0; thenD is necessarily inGLn(Z) and we chooseO, E as a
representative. Let then 0< r ≤ n. There existU1, U2 in GLn(Z), such
that

U1C =

(
C1 0
0 0

)
tU2 where C1 = C(r,r)

1 with detC1 , 0.

If we write analogously

U1D =

(
D1 D2

D3 D4

)
U−1

2 with D1 = D(r,r)
1 ,

thenCtD = DtC impliesU1C, U1D is symmetric and so
(
C1 0
0 0

) (
tD1

tD3
tD2

tD4

)
=

(
D1 D2

D3 D4

) (
tC1 0
0 0

)

ThusC1
tD1 = D1

tC1 andD3 = 0, so thatC1, D1 is symmetric.
Since

(
C1 D1 D2
0 0 D4

)
is primitive, D4 ∈ GLn−r (Z) and further (C1D1) is

primitive. Thus the symmetric pairC1, D1 is also coprime.
If Q1, Q2 are primitive (n, r) matrices (i.e. capable of being com-

pleted to elements ofGLn(Z)), we sayQ1, Q2 areassociated, whenever
Q1 = Q2U3 for someU3 ∈ GLr(Z). We denote the class of matrices56

associated withQ1 by {Q1}. Hence replacingU2 = (Q∗) by U2

(
U3 0
0 En−r

)

with U3 ∈ GLr(Z), we can ensure that the primitive matrixQ(n,r) is
a chosen representative in its class. UnderU2 7→ U2

(
U3 0
0 En−r

)
with

U3 ∈ GLr(Z), the form ofU1C, U1D is unchanged, except for the re-
placement ofC1, D1, Q by C1

tU3, D1U−1
3 , QU3 respectively. Replacing

now U1 by
(

U4 0
0 En−r

)
U1 with U4 in GLr(Z), we can replaceC1, D1 by

any representative in its class{C1,D1}. Let us fix, for 1≤ r ≤ n, from
the classes ofr-rowed coprime symmetric pairs a complete set of rep-
resentatives as well as a complete system of representatives F from the
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classes{F} of primitive (n, r) matrices and to eachF, let us assign a
matrix U = (F∗) in GL(n,Z), once for all. Thus we have established
already a part of

Lemma 1.4.5. Let F = F(n,r) run over a complete set of representatives
of the classes{F} of primitive matrices and C1, D1 over a complete set of
representatives of classes{C1,D1} with C1, D1 coprime anddetC1 , 0.
To each such F, let U= (F∗) ∈ GLn(Z) be assigned once for all. Then
the pairs

C =

(
C1 0
0 0

)
tU,D =

(
D1 0
0 En−r

)
U−1

form a complete set of representatives of the classes{C,D} with C, D
coprime symmetric andrankC = r.

Proof. What remains to be proved is only that the different pairsC, D 57

obtained in this manner belong to different classes. If possible, let

C∗ =

(
C∗1 0
0 0

)
tU∗,D∗ =

(
D∗1 0
0 En−r

)
U∗−1

satisfyC∗ = U1C, D∗ = U1D for someU1 in GLn(Z). From this, we get
C∗tD = D∗tC and so

(
C∗1 0
0 0

)
tU∗tU−1

(
tD1 0
0 En−r

)
=

(
D∗1 0
0 En−r

)
U∗

−1
U

(
tC1 0
0 0

)

Writing

tU∗tU−1
=

(
V1 V2

V3 V4

)
,U∗

−1
U =

(
W1 W2

W3 W4

)

we obtain (
C∗1V1

tD1 C∗1V2

0 0

)
=

(
D∗1W1

tC1 0
W3

tC1 0

)
. (30)

HenceV2 = 0, W3 = 0 and fromU = U∗
(

W1 W2
0 W4

)
, it follows then

that W1 ∈ GLr(Z). If U = (F G) andU∗ = (F∗G∗), thenF = F∗W,
i.e. {F} = {F∗} and soF = F∗ giving U = U∗, since, corresponding to
F, we have assignedU once for all. Hence

U1

(
C1 D1 0
0 0 En−r

)
=

(
C∗1 D∗1 0
0 0 En−r

)
and soU1 =

(
U′1 0
∗ ∗

)
.
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But sinceU1 is in GLn(Z), U′1 is in GLr(Z) and so{C1,D1} = {C∗1D∗1}
i.e. C1 = C∗1, D1 = D∗1 and the lemma is proved. �

Lemma 1.4.6.Between the family of classes{C,D} of n-rowed coprime58

symmetric paris C, D withdetC , 0 and the set of all(n, n) rational
symmetric matrices P, there exists a one - one correspondence given by
{C,D} ↔ p(= C−1D).

Proof. Clearly {C,D} uniquely determinesP = C−1D. Suppose now
{C1,D1} and{C,D} are mapped into the sameP i.e. C−1

1 D1 = C−1D =
tDtC−1 so thatC1

tD = D1
tC. This in turn means at once that forM =( ∗ ∗

C D
)
, M1 =

( ∗ ∗
C1 D1

)
in Γn, M1M−1

=
( ∗ ∗

0 U
)

with U ∈ GLn(Z) and
therefore{C,D} = {C1,D1}. We have thus shown that{C,D} 7→ P =
C−1D is well-defined and one-one and we need only to show that it
is onto. For any given rational symmetric (n, n) matrix P, there exist
U3, U4 in GLn(Z) such thatU3PU4 is a diagonal matrix with diagonal
elementsai/bi(1 ≤ i ≤ n), for ai , bi in Z with (ai , bi) = 1 andbi >

0. If we now takeC1 = B0U3, D1 = A0U−1
4 with diagonal matrices

A0 = [a1, . . . , an] andB0 = [b1, . . . , bn], then clearlyP = C−1
1 D1. Since

P = tP, we haveC1
tD1 = D1

tC1. Since (C1D1)
(

U−1
3 0
0 U4

)
= (B0 A0)

is clearly primitive, it follows thatC1, D1 is a coprime symmetric pair
corresponding toP(= C−1D) = tP. �

As an immediate corollary of Lemma 1.4.6, we see thatΓn,∞\{M =(
A B
C D

)
∈ Γn|detC , 0} is in one - one correspondence with{P = t p ∈

Mn(Q)} via C, D 7→ (C−1D =)P.

Definition. For P = C−1D = tP ∈ Mn(Q), define P = abs(detC). (It
is clear that if C−1D = P = C−1

1 D1, then absdetC = abs detC1 from
above and soP is well-defined).

The following three lemmas have been reproduced from Siegel[25],59

for the sake of completeness.

Lemma 1.4.7.Let K be an n-rowed diagonal matrix[c1, c2, . . . , cn] with
integers c1, . . . , cn, ci |ci+1(1 ≤ i ≤ n− 1) as diagonal entries andK =
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{U ∈ GLn(Z)|KUK−1 integral}. Then

[GLn(Z) : K ] ≤
∏

p|cn

(1− p−1)1−n
∏

1≤k≤n

c2k−n−1
k

where p runs over the distinct primes dividing cn.

Proof. SinceQ := GLn(Z; q) is a subgroup ofK for every positive
multiple q of cn, we have [GLn(Z) : K ] = [GLn(Z)/Q : K /Q]. Now
GLn(Z)/Q is isomorphic to the group of alln-rowed integral matricesV
moduloq with detV ≡ ±1(mod q). In view of the Chinese Remainder
Theorem, it suffices to show that

[U ∗ : K
∗] ≤ (1− p−1)1−n

∏

1≤k≤n

c2k−n−1
k

under the conditions thatq = cn is a power of a fixed prime numberp.
U ∗ consists of alln-rowed integral matricesV moduloq with detV ≡
±1(mod q) andK ∗ is the subgroup of all suchV with integralKVK−1.

Let Vn be the group of (n, n) integralV moduloq with (detV, q) = 1
andKn the subgroup of allV in Vn with integral KVK−1. Then it is
clear that [Vn : U ∗] = [Kn : K ∗] and so [Vn : Kn] = [U ∗ : K ∗].
If ♯Vn and♯Kn denote the orders ofVn andKn respectively, it suffices
then to show that 60

♯Kn ≥ (♯Vn)(1− p−1)n−1
∏

1≤k≤n

cn−2k+1
k . (31)

It is well-known that

♯Vn = qn2
∏

1≤k≤n

(1− p−k). (32)

When c1 = cn, we haveK = c1En, Kn = Vn and (31) is true,
since

∑
1≤k≤n

(n + 1 − 2k) = 0; in particular, this holds forn = 1. Let

us apply induction onn and suppose thatc1 < cn. Defineh by the
condition thatch < ch+1 = cn, then 1≤ h ≤ n − 1. Let V = (vkℓ) =(

V1 V2
V3 V4

)
with V1 = V(h,h)

1 . The matricesV andKVK−1 are both integral

if and only if vkℓ and ckvkℓc−1
ℓ are inZ for k, ℓ = 1, 2, . . . , n. Then
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V3 andV4 are arbitrary integral matrices, whileV1 andV2 are integral
matrices subject to the conditionsvkℓ ≡ 0(mod cℓ/ck) for k ≤ h, k <

ℓ. Since p|(cℓ/ck) for k ≤ h < ℓ, we haveV2 ≡ 0(mod p) and so
detV ≡ (detV1)(detV4)(mod p). Consequently, we get the elementsV
of Kn as follows:V4 is any element ofVn−h, V3 is an arbitrary integral
matrix moduloq, V2 is any matrix moduloq satisfying the conditions
c−1

k cℓ|vkℓ for k ≤ h < ℓ andV1 is any element ofKh. It follows that
♯Kn = aqh(n−h) · ♯Vn−h · ♯Kh, wherea is the number of matricesV2,
namelya = qh(n−h) ∏

k≤h<ℓ
(ck/cℓ). Applying (31) withh instead ofn and

(32) with h, n− h in place ofn, we obtain

♯Kn ≥ qn2
(1− p−1)h−1

∏

1≤k≤h

ch−2k+1
h

∏

k≤h<ℓ

(ck/cℓ)

∏

1≤k≤h

(1− p−k)
∏

1≤k≤n−h

(1− p−k)

Since61

qn2
∏

1≤k≤h

(1− p−k) > ♯Vn,
∏

1≤k≤n−h

(1− p−k) ≥ (1− p−1)n−h

and
∏

1≤k≤h

ch−2k+1
k

∏

k≤h<ℓ

(ck/cℓ) = c−h(n−h)
n

∏

1≤k≤h

cn−2k+1
j =

∏

1≤k≤n

cn−2k+1
k

the assertion (31) follows and the lemma is proved. �

The exact value of [GLn(Z) : K ] can be obtained from the paper
of A.N. Andrianov on ‘Spherical functions forGLn over local fields and
summation of Hecke series, Math. Sbornik 12 (1970), 429-452.

Lemma 1.4.8. Let A(c1, . . . , cn) denote the number of modulo1 incon-
gruent rational(n, n) symmetric matrices P= C−1D whose ‘denomina-
tors’ C have c1, . . . , cn as elementary divisors. Then

A(c1, . . . , cn) ≤
∏

p|cn

(1− p−1)1−n
∏

1≤k≤n

ck
k.
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Proof. LetC∗ be any (n, n) integral matrix withc1, . . . , cn as elementary
divisors and letC∗ = U0KU with U0, U ∈ GLn(Z) and diagonalK =
[c1, . . . , cn]. If A(C∗) is the number of modulo 1 incongruent symmetric
Rwith integralC∗Rand ifR[tU] = R1 = (rkℓ) say, thenC∗RtU = U0KR1

and soA(C∗) = A(K). The matrixKR1 is integral if and only ifckrkℓ is
in Z for 1 ≤ k, ℓ ≤ n. Sincerkℓ = rℓk andc1|c2| . . . |cn, we obtain

A(K) =
∏

1≤k≤n

cn−k+1
k (33)

Now, the number of modulo 1 incongruent symmetricR with the same 62

denominatorC∗ is at mostA(C∗). On the other hand,C∗ = U0KU
and C1 = U1KU2 with U1, U2 ∈ GLn(Z) are denominators of the
same rational symmetric matrixR, if and only if C∗C−1

1 ∈ GLn(Z); the
latter implies thatKU2U−1K−1 is integral,U2U−1 is in K := {V ∈
GLn(Z)|KVK−1 is integral} and soU, U2 are in the same right coset of
K in GLn(Z). ThusA(c1, . . . , cn) ≤ [GLn(Z) : K ]A(K) and the lemma
is immediate from (33) and Lemma 1.4.7. �

We need one more lemma, for our later purposes.

Lemma 1.4.9. Let R run over a complete set of modulo1 incongruent
(n, n) rational symmetric matrices. Then the Dirichlet series

ψ(s) :=
∑

Rmod 1

R −s−n

converges for s> 1. If u > 0 and s> 1, then

u−s
∑

R <u

R −n
+

∑

R ≥u

R −n−s < a

(
2+

1
s− 1

)
u1−s

where a depends only on n.

Proof. For two Dirichlet seriesα(s) =
∑
n

anλ
−s
n andβ(s) =

∑
n

bnλ
−s
n ,

we writeα(s) < β(s) if |an| ≤ |bn| for everyn. From the definition of
A(c1, . . . , cn) above, we haveψ(s) =

∑
c1|c2|...|cn

A(c1, . . . , cn)(c1 . . . cn)−n−s

wherec1, . . . , cn run over all systems of natural numbers withc1|c2| . . . 63
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|cn. From Lemma 1.4.8, we obtain, on lettingc1, . . . , cn run over all
natural numbers, that

ψ(s) <
∑

c1,...,cn

∏

p|cn

(1− p−1)1−n
∏

1≤k≤n

ck−n−s
k

=

∏

p

1+ (1− p−1)1−n
∑

1≤ℓ<∞
p−ℓs


∏

1≤k≤n−1

ζ(s+ n− k)

Let

ν = 2n
+ n− 3, γ(s) = ζν(s+ 1) and bp := p((1− p−1)1−n − 1).

Then 0≤ bp ≤ 2n − 2 = ν − n+ 1 for all p ≥ 2 and

1+ (1− p−1)1−n
∑

1≤ℓ<∞
p−ℓs = (1+ bpp−1−s)/(1− p−s)(1− p−1−a)n−ν−1/(1− p−s)

whence
ψ(s) < γ(s)ζ(s) (34)

proving the first assertion of the lemma. �

Let ψ(s) =
∑

1≤n<∞ ann−s andγ(s) =
∑

1≤n<∞
dnn−s. Further, letσk =

∑
1≤ℓ≤k

aℓ, γ(1) = ζγ(2) = a. Then, from (34), we have

σk ≤
∑

1≤ℓ≤k

dℓ[
k
ℓ

] ≤ k
∑

1≤ℓ≤k

dℓ/ℓ < k
∑

1≤ℓ<∞
dℓ/ℓ = ak(k = 1, 2, . . .)

Hence, for allu > 0,
∑

R <u

R −n
=

∑

ℓ<u

aℓ < au (35)

Moreover, for64

s> 1,
∑

R ≥u

R −n−s
=

∑

k≥u

akk
−s
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=

∑

k≥u

(σk − σk−1)k−s ≤
∑

k≥u

σk(k
−s− (k + 1)−s)

= s
∑

k≥u

σk

k+1∫

k

x−s−1dx< as

∑

k≥u

k+1∫

k

x−sdx≤ as

∞∫

u

x−sdx

= asu1−s/(s− 1). (36)

The second assertion of the lemma follows from (35) and (36).

It is known thatψ(s) =
ζ(s)

ζ(s+ n)

n∏
r=1

ζ(2s+ n− r)
ζ(2s+ 2n− 2r)

whereζ is Rie-

mann’s zeta function. This assertion may be found inH. Maass [17].
For a proof, see Kitaoka’s paper ‘Dirichlet series in the theory of Siegel
modular forms, Nagoya Math.J. 35 (1984), 73-84 (cf. G. Shimura: On
Eisenstein series, Duke Math.J.50(1983), 417-476).

Returning to the problem of estimating
∑
M
α(M), we first state the

following Propositions, which essentially go back to Siegel [25].

Proposition 1.4.10.For f and T as above and half-integral k> n+1/2,
we have

∑
(

A B
C D

)
=M∈Γn,∞\Γn

detC,0

α(M)≪ (minT)(n+1−k)/2(detT)k−(n+1)/2 (37)

if minT > X > 0 for X depending only on n.

Proposition 1.4.11.For f and T as above and half-integral k≥ n+1/2,
we have

∑
(

A B
C D

)
=M∈Γn,∞\Γ

detC=0

α(M)≪ (minT)n−k(detT)k−(n+1)/2 (38)

provided thatdetT ≪ (minT)n andminT > X > 0 as in Proposition
1.4.10.
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Remarks.Since (n+1− k)/2 < 0 for k ≥ n+3/2, the right hand side of
(37) is of a strictly lower order than the term (detT)k−(n+1)/2 occurring
in the corresponding Fourier coefficient of Siegel’s genus invariant for
S > 0; therefore, for minT ≫ 0, we have a truly asymptotic formula
r(S,T). We also note that the condition detT ≪ (minT)n in Proposition65

1.4.11 isnotnecessary for the proof of (37).

Lemma 1.4.12.For M =
(

A B
C D

)
∈ Γn with detC , 0 and real X= tX,

we haveIm(M < X+ iT−1 >) = (T[X+C−1D]+T−1)−1[C−1] ≤ T[C−1].
Further β(M) , ∅ implies thatmin(T[C−1]) ≥

√
3/2.

Proof. Indeed for

Z = X + iY ∈ Gn, Im(M < Z >) = t(CZ + D)−1Y(CZ+ D)−1

so that

(Im(M < Z >))−1
= (CX+ D + iCY)Y−1(t(CX+ D) − iYtC)

= Y−1[XtC + tD] + Y[tC].

Hence

Im(M < X + iT−1 >) = (T[X +C−1D] + T−1)−1[C−1] ≤ (T−1)−1[C−1]

= T[C−1].

If X1 ∈ β(M), thenM < X1 + iT−1 > ǫgn and hence minT[C−1] ≥
min(Im(M < X1 + iT−1 >)) ≥

√
3/2.

For given M =

(
A B
C D

)
∈ Γn with detC , 0, we now proceed to

estimate the series
∑

S∈Λ
α
(
M

(
En S
0 En

))
=

∑
S∈Λ

α(C,D + CS). Applying

Lemmas 1.4.4 and 1.4.12, we have
∑

S∈Λ
α(C,D +CS)

≪
∑

S∈Λ

∫

β
(
M

(
En S
0 En

))
(abs(det(C(X + iT−1) + D +CS))−k

exp(−X min((T[X +C−1D + S] + T−1,−1[C−1]))dX
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≪ qn(n+1)/2
∫

Sn

(abs(det(C(X + iT−1)))−k

exp(−X min((T[X] + T−1)−1[C−1]))dX

where the integration is now over then(n+ 1)/2-dimensional spaceSn

of all real X = tX. For X ∈ Sn, we defineΘ by Θ = T1/2XT1/2 66

whereT1/2 is the unique positive definite square root ofT. ThendX =
(detT)−(n+1)/2dΘ and

∑

S∈Λ
α(C,D +CS)≪ (detT)k−(n+1)/2(abs detC)−k

∫

ϕn

det(Θ2
+ E)−k/2 exp(−X min(Θ2

+ En)−1|T 1
2C−1])dΘ

Writing

Θ =



w1 . . . 0
...

. . .
...

0 . . . wn


[V] with orthogonal V(n,n)

= (vi j ) and |w1| ≥ . . . ≥ |wn|,

we have

Θ
2
+ En =



w2
1 + 1 . . . 0
...

. . .
...

0 . . . w2
n + 1


[V] ≤ (1+ w2

1)En,

det(Θ2
+ En) =

∏

1≤ j≤n

(1+ w2
j ), dΘ =

∏

k<ℓ

|wk − wℓ|dw1 . . . dwndµ

wheredµ is the Haar measure on the orthogonal groupO(n) and |wk −
wℓ| ≤ (1+ w2

k)1/2(1+ w2
ℓ )

1/2. Since the volume ofO(n) is finite, we see
that the integral overϕn above is

≪
∫

Rn

∏

1≤ j≤n

(1+ w2
j )
−k/2 exp(−X (1+ w2

1)−1 min(T[C−1]))
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∏

1≤ j≤n

(1+ w2
j )

(n−1)/2dw1, . . . dwn

≪
∞∫

∞

(1+ w2
1)−k/2+(n−1)/2 exp(−X (1+ w2

1)−1 minT[C−1])dw1

since k// − (n− 1)/2 > −1/2

≪ (minT[C−1])(n−k)/2 noting that minT[C−1] ≥
√

3/2,

by Lemma 1.4.12.

Now

min(T[C−1]) = |detC|−2 min(T[(detC)C−1]) ≥ (minT)/|detC|2

Hence we have

∑

S∈Λ
|α(C,D +CS)| ≪ (detT)k−(n+1)/2


|detC|−k

|detC|−n(minT)(n−k)/2
(39)

�

Proof of Proposition 1.4.10.From Lemma 1.4.6 and (39), we have67

( A B
C D

)
=

∑

M∈Γn,∞\Γn
detC,0

α(M) =
∑

P=C1Dmod 1

∑

S∈Λ
α(C,D +CS)

≪ (detT)k−(n+1)/2



∑

P=tP∈Mn(Q)mod 1

P <(minT)1/2

P n(minT)(n−k)/2
+

∑

P=tP∈Mn(Q)mod 1

P ≥(minT)1/2

P k



≪ (detT)k(n+1)/2(minT)(n+1−k)/2,

applying Lemma 1.4.9 withu = (minT)1/2 ands= k− n(≥ 3/2), which
proves (37) and Proposition 1.4.10.

We proceed now to the proof of Proposition 1.4.11. By Lemma
1.4.4, we have

|α(M)| = |α(C,D)| ≪
∫

β(M)

(abs det((C(X + iT−1) + D))−kdX (39)
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since forX ∈ β(M), min(Im(M < X + iT−1 >)) ≥
√

3/2. We should
remark, however, that estimate (39) is rather crude and deserves to be
improved with a better knowledge of the geometry ofFn, in order to
obtain sharper estimates fora(T). Using the form ofC, D in Lemma
1.4.5 with 1≤ r < n, we have

abs(det(C(X + iT−1) + D)) = abs det(C1(X[F] + iT−1[F]) + D1)

= |detC1||det((X[F] + iT−1[F] +C−1
1 D1)|.

Thus 68

∑

S=tS∈Λr

|α
((

C1 0
0 0

)
tU,

(
D1 +C1S 0

0 En−r

)
U−1

)
| ≪

(detC1)−k
∑

S∈Λr

∫

X∈β



A1 0 B1 0
A En−r 0 0
C1 0 D1 0
0 0 0 En−r





En S 0
0 0

0 En




tU 0
0 U−1





|det(X[F] +C−1
1 D1 + S + iT−1[F])|−kdX

|detC1|−k
∫

Q∈ ⋃
S∈Λr

(t[U]+


S 0
0 0





|det|(Q1 +C−1
1 D1 + iT−1[F])|−kdQ

(40)

under the change of variablesX 7→ Q := X[U] =
(

Q(r,r)
1 Q2

∗ Q4

)
, noting

that dX = dQ andQ1 = X[F]. For a real symmetric (r, r) matrix S′,⋃
S∈Λr

(
t[U] +

(
qS+S′ 0

0 0

))
is a complete set of representations ofSn mod-

ulo {q
(

0 S2
tS2 S4

)
|S2 ∈Mr,n−r(Z), S4 =

tS4 ∈Mn−r (Z)} and

{
(
S1 S2
tS2 S4

)
|S1 ∈ ϕr ,S2 ∈Mr,n−r(R/qZ),S4 =

tS4 ∈Mn−r (R/qZ)}
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is another system of representatives. Suppose now that

Q =

(
Q(r,r)

1 Q2
tQ2 Q4

)
∈ t[U] +

(
S 0
0 0

)
and

Q′ =

(
Q1 Q′2
tQ′2 Q4

)
∈ t[U] +

(
S′ 0
0 0

)

with S ≡ S′(mod q),Q2 ≡ Q′2(mod q) andQ4 ≡ Q′4(mod q). Then

Q −
(

S 0
0 0

)
and Q′ −

(
S′ 0
0 0

)
are both int[U] and further are congruent

moduloq. SinceU is in GLn(Z) and t is the standard cube with sides69

of lengthq, we have then necessarilyQ−
(

S 0
0 0

)
= Q′ −

(
S′ 0
0 0

)
implying

that Q2 = Q′2, Q4 = Q′4 andS = S′. For any givenQ1 = X[F] and
equivalence class inΛr moduloq, Q2, Q4 run at most moduloq. Hence,
after absorbing constants, we see that the expression in (40) is

≪ [Λr : qΛr ]q
r(n−r)q(n−r)(n−r+1)/2|detC1|−k

∫

Q1=
tQ1∈Mr (R)

|det(Q1 + iT−1[F])−kdQ1 (41)

the integrand being now independent ofQ2 and Q4. It is easy to see
again that the expression in (41) is

≪ |detC1|−k(detT−1[F])(r+1)/2−k
∫

X1=
tX1∈Mr (R)

|det(X1 + iEr )|−kdX1

≪ |detC1|−k(detT−1[F])(r+1)/2−k. (42)

For fixedr with 1 ≤ r < n, we know (by Lemmas 1.4.5 and 1.4.6)
that there exists a one - one correspondence

Γη,∞\{M =
(
∗ ∗
C D

)
∈ Γn| rankC

= r}/{


En

(
S 0
0 0

)

0 En



 ∈ Γn} ←→ {C−1
1 D1mod 1}, {F}
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whereC−1
1 D1 runs over a complete set of modulo 1 incongruent (r, r)

rational symmetric matrices andF(n,r) over a complete set of (n, r) prim-

itive matrices described in Lemma 1.4.5. By assumption,T ≍


t1 ... 0
...
. . .

...
0 ... tn


with ti := tii and it is not hard to see that

(detT−1[F]) ≫ t−1
n . . . t−1

n−r+1 detEn[F].

In fact, if
(

i1 i2 ...ir
1 2 ...r

)
F is the determinant of the (r, r) submatrix ofF

formed by the rows with indicesi1, i2, . . . , ir , then 70

detT−1F ≫ det



t−1
1 . . . 0
...

. . .
...

0 . . . t−1
n


[F] =

∑

1≤i1<i2<...ir≤n

=

(
i1 i2 . . . ir
1 2 . . . r

)2

F

t−1
i1 . . . t−1

ir

≫ t−1
n . . . t−1

n−r+1

∑(
i1 i2 . . . ir
1 2 . . . r

)2

F

= t−1
n . . . t−1

n−r+1 detEn[F].

Using now the estimate (42), we conclude that

∑

S∈Λr

|α
((

C(r)
1 0
0 0

)
tU ,

(
D1 +C1S 0

0 En−r

)
U−1

)

| ≪ |detC1|−k(t−1
n . . . t−1

n−r+1)
r+1
2 −k det(En[F])

r+1
2 −k

From the last estimate and the one - one correspondence referred to
in the preceding paragraph, it follows at once that

M =
∑

( ∗ ∗
C D

)
∈Γn,∞\Γn,rankC=r

α(M)≪
∑

R=tR∈Mr (Q)mod 1

R −k

∑

F∈Mn,r (Z)/GLrZ

F primitive

(detEn[F])
r+1
2 −k(tn . . . tn−r+1)k− r+1

2 . (43)

The representativesF in the summation in (43) can be assumed to have
been chosen already to satisfy the condition thatEn[F] is M-reduced. If
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F = ( f1 . . . fr ), then, by Lemma 1.3.2, detEn[F] ≫ ∏
1≤i≤r

En| fi |. Since

(r + 1)/2− k ≤ n/2− k < 0, we have

∑

F

(detEn[F])(r+1)/2−k ≪


∑

0,x∈Zn

(En[x])(r+1)/2−k



r

. (44)

If x1 . . . xn , 0, then
∑

1≤i≤n
x2

i ≥ n|x1 . . . xn|2/n. Therefore the series overx

on the right hand side of (44) is≪ ∑
1≤s≤n

∑
yi∈Z\{0}

(y2
1+ · · ·+y2

s)
−(k− r+1

2 ) ≪
∑

1≤s≤n
ζ(2{k − (r + 1)/2)/s) ≪ 1 sincek − (r + 1)/2 > n/2 for r < n, in71

view of the hypothesisk ≥ n + 1/2. Thus the series overF in (44) is
≪ 1. On the other hand, sincek− r > 1 for r ≤ n, we can apply Lemma
1.4.9 to conclude that

∑
R=tR∈Mr (Q)mod 1

R −k ≪ 1. So we finally see that

the left hand side of (43) is

≪ (tn . . . tn−r+1)k−(r+1)/2
= (detT)k−(n+1)/2(t1 . . . tn−r )

n+1
2 −k(tn−r+1 . . . tn)

n−r
2 .

We now use the assumption that (detT) ≪ (minT)n for the M-reduced

T ≍


t1 ... 0
...
. . .

...
0 ... tn

. Thent1 ≍ t2 ≍ . . . ≍ tn ≍ t, say.

For 1≤ r ≤ n− 1, (
n+ 1

2
− k)(n− r)+

n− r
2
· r ≤ n− k with equality

taking place whenr = n− 1. Thus

(t1 . . . tn−r )
n+1

2 −k(tn−r+1 . . . tn)
n−r
2 ≍ t(

n+1
2 −k)(n−r)+ n−r

2 ·r ≤ tn−k

and the left hand side of (43) is≪ (detT)k− n+1
2 (minT)n−k for 1 ≤ r ≤

n − 1. Summing over (43) for 1≤ r ≤ n − 1, Proposition 1.4.11 is
immediate. In view of the remarks preceding Lemma 1.4.1., wehave the
following theorem (and Theorem C in the Introduction) as an immediate
consequence of Proposition 1.4.10 and 1.4.11.

Theorem 1.4.13([10],[19]). If k = n + 3/2 and f(Z) =
∑

0≤T∈Λ∗
a(T)

e(tr(TZ)/q) is a Siegel modular form of degree n, weight k(∈ 1/2Z),
level q and with constant term vanishing at all cusps, then

a(T) = O((minT)(n+1−k)/2(detT)k−(n+1)/2)
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provided thatminT ≥ X1(detT)1/n andminT ≥ X2 > 0 for constants72

X1, X2 independent of f (but depending only on n).

Remarks.The condition minT ≥ (detT)1/n seems unavoidable for gen-
eraln. The next theorem giving an estimate for coefficients of modular
forms of degree 2, weightk ≥ 7/2 and levelq vanishing at all cusps im-
poses no such condition. Sunder Lal (Math. Zeit. 88 (1965), 207-243)
has considered an analogue of Theorem 1.4.13 for the Hilbert-Siegel
modular forms.

For anym-rowed integralS > 0, the associated theta seriesf (Z) =∑
G

e(tr(S[G]Z)) is a modular form of degreen, weightm/2 and level 4

detS and f (Z) − ϕ(Z) vanished at every cusp, if we takeϕ(Z) to be the
analytic genus invariant associated withS. The Fourier coefficientsb(T)
of ϕ(Z) are of the form∗(detT)

m−n−1
2 ×∏

p
αp(S,T) where

∏
p
αp(S,T) is

the product of thep-adic densities of representation ofT by S. Thus,
for m ≥ 2n + 3 and minT ≫ (detT)1/n, we have from Theorem 1.4.13
an asymptotic formula forr(S,T):

r(S,T) = ∗(detT)
m−n−1

2

∏

p

αp(S,T) +O
(
(detT)

m−n−1
2 (min(T))

2n+2−m
4

)

For the casen = 2, we have an improved version of Proposition
1.4.11, and evennot involving the unsatisfactory condition (detT) ≪
(min(T))2 namely

Proposition 1.4.14.For f , T as above withminT > X (an absolute
constant independent of f ) and n= 2,

∑

M=
(

A B
C D

)
∈Γ2,∞\Γ2

rankC=1

α(M)≪ (min(T))2−k(detT)k−3/2



1 if k ≥ 7/2

log(
√

detT/min(T)) if k = 3

((detT)1/2/min(T))1/2 if k = 5
2

As immediate consequences of the foregoing, we have 73
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Theorem 1.4.15([10]). Let f(Z) =
∑

0≤T∈Λ
∗a(T)e(tr(TZ)/q) be a Siegel

modular form of degree2, weight k≥ 7/2 (with 2k ∈ Z), level q and with
constant term vanishing at all cusps. Then for T> 0 andminT > X

(an absolute constant independent of f ), we have,

a(T) = O((minT)(3−k)/2(detT)k−3/2)

Corollary . If A(m) > 0, B(2) > 0 and if A[X] = B is solvable with
X having entries inZp for every prime p, then for largemin(B) and
m≥ 7, A[X] = B has a solution X with entries inZ.

The proof of Proposition 1.4.14 has to be preceded by severallem-
mas.

Definition. For given T> 0 and C=
(

c 0
0 0

)tU
with U =

(
f1 ∗
f2

)
∈ GL2(Z)

and c, 0 in Z, let a1 := T−1
[(

f1
f2

)]
and

P = P(x1, x2) = PT,U,c(x1, x2) :=

(
(a1 + x2

1/a1)−1

0 1/(a1 detT)

) [(
1/c x2

0 1

)]

Lemma 1.4.16.For M =
(

A B
C D

)
∈ Γ2 with C =

(
c 0
0 0

)
t,D =

(
d 0
0 1

)
U−1,

c , 0 in Z, U in GL2(Z), and T∈P2, we have

Im(M < X + iT−1 >) = P(q1 + d/c, a2(q1 + d/c)/a1 − q2)

where a1, a2, q1, q2 are given by T−1[U] =
( a1 a2

a2 a4

)
and X[U] =

(
q1 q2
q2 q4

)
.

Proof. We know that (Im(M < X+ iT−1 >))−1
= T{t(CX+D+ iCT−1)}74

(using the abbreviationA{B} for tBAB) = T[t(CX+ D)] + T−1[tC]

= (detT)

(
a4(cq1 + d)2 − 2a2cq2(cq1 + d) + a1c2q2

2 ∗
−a2(cq1 + d) + a1cq2 a1

)
+

(
a1c2 0

0 0

)

This is, on the other hand, the same as

p−1(q1 + c−1d, a−1
1 a2(q1 + c−1d) − q2)(

a1 + (q1 + d/c)2/a1 0
0 a1 detT

) [(
c 0

cq2 − a−1
1 a2(cq1 + d) 1

)]

(
(a1 + a−1

1 (q1 + d/c)2)c2
+ a1(detT)(cq2 − a−1

1 a2(cq1 + d))2 ∗
a1 detT(cq2 − a−1

1 a2(cq1 + d)) a1 detT

)

�
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Lemma 1.4.17.With notation as in Lemma 1.4.16, U=
(

f1 ∗
f2 ∗

)
and M-

reduced T=
(

t1 0
0 t2

) [(
1 u
0 1

)]
, we have|c| f 2

2 ≤ (8/3)
√

t2/t1 and | f1 f2c| ≤
4/3, whenevermin(P) ≥

√
3/2; moreover, under this condition,| f1| = 0

or 1 and if | f1| = 1, then|c| ≤ 3.

Proof. Since 75

T =

(
t1 t1u
t1u t1u2

+ t2

)
,T−1 − 1

2

(
t−1
1 0
0 t−1

2

)

=
1

t1t2

(
t1u2
+ t2 −t1u

−t1u t1

)
− 1

2

(
t−1
1 0
0 t−1

2

)

=

(
u2/t2 + 1/(2t1) −u/t2
−u/t2 1/(2t2)

)

has determinant

1

4t22

[
t2
t1
− 2u2

]
≥ 1

4t22

[
3
4
− 1

2

]
> 0

sincet1 ≤
4
3

t2 and |u| ≤ 1/2. HenceT−1 >
1
2

((
1/t1 0

0 1/t2

))
. On the

other hand, sinceP ∈ P2, (min(P))2 ≤ (4/3) detP. If then min(P) ≥√
3/2, we have

(3/4)2 = (3/4)(3/4) ≤ (3/4) · (min(P))2 ≤ detP

= detP = 1/{c2 detT(a2
1 + x2

1)} ≤ 1/(a2
1c2 detT).

But

a1 = T−1
[(

f1
f2

)]
> 1/2

(
1
t1

f 2
1 +

1
t2

f 2
2

)

and as a result, we have

1
4

2

√
f 2
1

t1

f 2
2

t2



2

c2t1t2 ≤
1
4

(
1
t1

f 2
1 +

1
t2

f 2
2

)2

c2t1t2 (45)

≤ (4/3)2
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i.e. c2 f 2
1 f 2

2 ≤ (4/3)2 and so

| f1 f2| ≤ |c f1 f2| ≤ 4/3.

Hence if f1 f2 , 0, | f1| = | f2| = 1. If f1 f2 = 0, then (sinceU is in
GL2(Z)), either f1 = 0, f2 = 1 or f1 = 1, f2 = 0 (taking only one
primitive column from each class). From (45), we have

1
4

(
1
t2

f 2
2

)2

c2t1t2 ≤
1
4

(
1
t1

f 2
1 +

1
t2

f 2
2

)2

c2t1t2 ≤ (4/3)2

which gives usc2 f 4
2 ≤ 4(4/3)2(t2/t1) i.e. |c f2

2 | ≤ (8/3)
√

t2/t1. If | f1| =76

1 = | f2|, then (1≤)c2
= c2 f 2

1 f 2
2 ≤ (4/3)2 implies |c| = 1. If | f1| =

1 and f2 = 0, then from (45), we getc2 f 4
1 t2/t1 ≤ 4(4/3)2 i.e. c2 ≤

4(4/3)2(t1/t2) ≤ 4(4/3)3 < 24 i.e. |c| ≤ 3. This proves all the assertions
of our lemma. �

Remarks. 1) Under the conditions of Lemma 1.4.17, the number of
U coming into play is at most 4, namelyU =

(
0 −1
1 0

)
if f1 = 0,

U =
(

1 0
n 1

)
with n ∈ Z and|n| ≤ 1 if f1 , 0 (i.e. f1 = 1). Whenever

| f1 f2| = 1, we havec = 1.

2) ForP as in Lemma 1.4.17, if
√

3/2 ≤ min(P) = P
[(

b1
b2

)]
for some

integral columnt(b1b2), we claim thatb2 , 0. Otherwise, we can
takeb1 = 1 and then min(P) = P[

(
1
0

)
] = 1/(c2(a1 + a−1

1 x2
1)) ≤

(2/
√

3)(detP)1/2
= (2/

√
3)/((a1 + a−1

1 x2
1)c2a1 detT)1/2 ≤ 2

√
3

(minP/(a1 detT))1/2 i.e.
√

3/2)1/2 ≤ (min(P))1/2 ≤ (2/
√

3)/(a1

detT)1/2 so thata1 detT ≤ 8/(3
√

3). Together with the inequality

a1 >
1
2

(
1
t1

f 2
1 +

1
t2

f 2
2

)
derived in the course of the proof of Lemma

1.4.17, this leads us to 1/2(t2 f 2
1 + t1 f 2

2 ) < 8/(3
√

3). Since either

f1 or f2 is different from 0, we have min

(
1
2t1,

1
2

t2

)
< 8/(3

√
3)

which contradictst1 and t2 being sufficiently large (in view of
minT ≫ 0, by assumption). This contradiction shows that when√

3/2 ≤ minP = P
[(

b1
b2

)]
, b2 , 0.
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To anyσ =
(

a b
c d

)
in S L2(Z), let us associate ˜σ =

(
a 0 b 0
0 1 0 0
c 0 d 0
0 0 0 1

)
in 77

Sp(2,Z) = Γ2. Thenσ 7→ σ̃ is an injective homomorphism. If
c , 0, thenσ =

(
1 a/c
0 1

) (
0 −c−1

c d

)
. In this case, we have forZ =( z1 z2

z2 z4

)
,

σ̃ < Z >=

(
a/c 0
0 0

)
+

(
−1/(c(cz1 + d)) z2/(cz1 + d)

z2/(cz1 + d) z4 − cz2
2/(cz1 + d)

)

(46)
by straightforward verification.

Let σ =
(

a b
c d

)
∈ S L2(Z) with c ≥ 1 andU ∈ S L2(Z). The fol-

lowing lemma gives an estimate forα
((

c 0
0 0

))
tU,

(
d 0
0 1

)
U−1

)
needed in

connection with Proposition 1.4.14.

Lemma 1.4.18. Let σ, U be as above and let A= T−1[U] =
( a1 a2

a2 a4

)
.

For givenΘ :=
(
θ1 θ2
θ2 θ4

)
, A = T−1[U] and C=

(
c 0
0 0

)
tU, let

τ = τ(Θ,A,C) :=

(
−c−2/(θ1 + ia1) c−1(θ2 + ia2)/(θ1 + ia1)

c−1(θ2 + ia2)/(θ1 + ia1) θ4 + ia4 − (θ2 + ia2)2/(θ1 + ia1)

)

Then

|α
((

c 0
0 0

)
tU,

(
d 0
0 1

)
U−1

)
| ≪ c−k

∫

(
a/c 0
0 0

)
+τ∈g2

Θ∈t[U]+
(
d/c 0
0 0

)

(θ2
1 + a2

1)−k/2

exp(−X min(P(θ1, a
−1
1 a2θ1 − θ2))dθ1dθ2dθ4.

Proof. In view of Lemma 1.4.4 forM = σ̃
( tU 0

0 U−1

)
=

( ∗ ∗
C D

)
in Γ2, we 78

see, on takingΘ = X[U] +
(

c−1d 0
0 0

)
=

(
q1+c−1d q2

q2 q4

)
and notingdX =

dΘ(:= dθ1dθ2dθ4), Im(M < X + iT−1 >) = PT,U,c(q1 + c−1d, a−1
1 a2(q1 +

c−1d)− q2) = P(θ1, a−1
1 a2θ1− θ2) (by Lemma 1.4.16) and abs det(C(X+

iT−1) + D) = abs(cθ1 + cia1), that

|α(M)| = |α(C,D)| ≪ c−k
∫

(θ2
1 + a2

1)−k/2 exp(−X
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min(P(θ1, a
−1
1 a2θ1 − θ2)))dΘ

the domain of integration forΘ corresponding toβ(M) for X underX 7→
Θ. But M < X + iT−1 >= σ̃ < Θ −

(
c−1d 0

0 0

)
+ iT−1[U] >=

(
a/c 0
0 0

)
+ τ,

by (46) and so the lemma is proved. �

Forσ =
(

a b
c d

)
in S L2(Z) with c ≥ 1 andU equal to one of the four

matrices
(
0 −1
1 0

)
or

(
1 0
n 1

)
with n = 0, 1 or − 1,

let

R
∗(U) :=

⋃

m∈Z

{
t(U) +

(
c−1d +mq 0

0 0

)}
= S2/

{(
0 s2

s2 s4

)
|s2, s4 ∈ qZ

}

An application of Lemma 1.4.18 withd1 (≡ d moduloq, for a fixed79

d) in place ofd, leads to

Lemma 1.4.19.For σ, U as above and f , T as in Proposition 1.4.14,
we have

∑

d1≡d(mod cq)

|α
((

c 0
0 0

)
tU,

(
d1 0
0 1

)
U−1

)
|

≪ c−k
∫

(
ac 0
0 0

)
+τ∈g2

θ1∈R,0≤θ2,θ4<q

(θ2
1 + a2

1)−k/2 exp(−X min(P(θ1, a
−1
1 a2θ1 − θ2)))dΘ

Proof. We need only to note thatA := T−1[U] =
( a1 a2

a2 a4

)
, τ = τ(Θ,A, c)

and P = PT,U,c(x1, x2) are all independent ofd, taking an extension(
a ∗
c d1

)
of (c d1) to S L2(Z) and that min(P(θ1, a−1

1 a2θ1 − (θ2 + qn))) =

min(P(θ1, a−1
1 a2θ1 − θ2)

[(
1 cn
0 1

)]
) = min(P(θ1, a−1

1 a2θ1 − θ2)) for every
n ∈ Z. �

Before we begin the proof of Proposition 1.4.14, we note that, for
Θ =

(
θ1 θ2
θ2 θ4

)
in the domain of integration referred to in Lemma 1.4.19,
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we haveP(θ1, a−1
1 a2θ1 − θ2) = Im τ(= Im(M < X + iT−1 >), by Lemma

1.4.16)≥
√

3/2. Hence, by Remark 2 following Lemma 1.4.17, we
have min(P(θ1, a−1

1 a2θ1 − θ2)) = P[
(
b1
b2

)
] for an integral columnt(b1b2)

with b2 , 0. Thus, we can remove the condition
(

a/c 0
0 0

)
+ τ ∈ g2

on the domain of integration forΘ in Lemma 1.4.19, if we majorize
exp(−X min(P(θ1, a−1

1 a2θ1 − θ2))) by the series

∑

0,b2,b1∈Z
exp(−X p(θ1, a

−1
1 a2θ1 − θ2)

[
b1
b2

]
).

Proof of Proposition 1.4.14.In the light of the preceding paragraph, we80

see that

∑

d1≡d(mod cq)

|α
((

c 0
0 0

)
tU,

(
d1 0
0 0

)
U−1

)
| ≪ c−k

∑

0,b2,b1∈Z
exp(−X a−1

1 b2
2/detT)

∫

θ1∈R,0≤θ2,θ4<q

(θ2
1 + a2

1)−k/2×

× exp(−X
b2

2(c−1b−1
2 b1 + a−1

1 a2θ1 − θ2)2

a1 + θ
2
1/a1

dΘ.

If b1 ∈ b′1 + cb2qZ, thenc−1b−1
2 b1 + a−1

1 a2θ1 − θ2 for any fixedθ1, θ4,
b2 , 0 (andfixed b′1 modulocb2q) coversR asθ3 runs over an interval
of lengthq. Thus the right hand side of the preceding inequality is

≪ c−k
∑

0,b2∈Z
c|b2|exp(−X a−1

1 b2
2/detT)

∞∫

−∞

∞∫

−∞

(θ2
1 + a2

1)−k/2 exp(−X b2
2θ

2
2/(a1 + θ

2
1/a1))dθ1dθ2

≪ c1−k
∑

0,b2∈Z
|b2|exp(−X a−1

1 b2
2/detT)

∞∫

−∞

(θ2
1 + a2

1)−k/2(a1 + θ
2
1/a1)1/2|b2|−1dθ1
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≪ c1−k
∑

0,m∈Z
exp(−X a−1

1 m2/detT)a−k+3/2
1

∞∫

−∞

(1+ x2)(1−k)/2dx

≪ c1−ka−k+3/2
1

∑

m∈Z
exp(−X a−1

1 m2/detT),

by the convergence of the last integral fork ≥ 5/2,

≪ c1−ka(3/2)−k
1 (a1 detT)1/2

∑

m∈Z
exp(−X −1π2a1 detT ·m2)

(in view of the Poisson summation formula
∑

m∈Z
e−πλm2

=
1
√
λ

∑

m∈Z
e−

π
λm2

, for λ > 0)

= c1−ka2−k
1 (detT)1/2

∑

m∈Z
exp(−π2

X
−1a1 detTm2)

≪ c1−ka2−k
1 (detT)1/2, on noting that the last series overm is ≤ 1, since81

a1 detT = T−1[u1] detT with u1 =
t(0 1) or t(1 n) with n = 0, 1,−1 and,

in view of T−1 ≍
(

t−1
1 0

0 t−1
2

)
> t−1

2 E2, a1 detT ≫ t1 ≫ 0. If now, forc ≥ 1,

we define

X (c,U) :=
∑

(d,c)=1

α

((
c 0
0 0

)
tU,

(
d 0
0 0

)
U−1

)
,

then the above estimate for the sub-series overd1 ≡ d(mod cq) and
summation overd modulocq together yield the estimate

X (c,U) ≪ c2−ka2−k
1 (detT)1/2.

Let us note here thata1 = T−1[ 0
1 ] ≍ t−1

2 anda1 = T−1[ 1
n ] ≍ t−1

1 + n2t−1
2

with |n| ≤ 1 corresponding to the respective possibilities forU; in the
former casec≪

√
t2/t1 and in the latter case 0< c ≤ 3. Hence

∑

1≤c<∞
X

(
c,

(
0 −1
1 0

))
≪

∑

c≪
√

t2/t1

c2−ktk−2
2 (t1t2)1/2

= (min(T))2−k(detT)k−3/2
∑

1≤c≪
√

t2/t1

c2−k
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≪ (min(T))2−k(detT)k−3/2
=



1 for k ≥ 7/2

log(t2/t1) for k = 3
4√t2/t1 for k = 5/2

≪



(min(T))2−k(detT)k−3/2, for k ≥ 7/2

(min(T))2−k(detT)k−3/2 log(
√

detT/min(T)), for k = 3

(min(T))2−k(detT)k−3/2(detT)1/4/(min(T))1/2, for k = 5/2,

while 82
∑

1≤c≤3
|n|≤1

X (c,U) ≪
∑

1≤c≤3
n=0,1,−1

c2−k(t−1
1 + n2t−1

2 )2−k(detT)1/2

≪ tk−2
1 (t1t2)1/2

= (detT)k−3/2t2−k
2

≪ (detT)k−3/2(min(T))2−k, sincet2/t1 ≫ 1 andk ≥ 5/2.

These estimates prove Proposition 1.4.14 immediately.

Remark. The case ofU =
(

0 −1
1 0

)
is troublesome. Iff1 , 0, then f1 =

1 ≤ c ≤ 3 anda1 ≫ 1/t1,

X

(
c,

(
1 0
n 1

))
≪

∫

θ2
1+a2

1≪1/ detT

(θ2
1 + a2

1)−k/2dθ1

(from Lemma 1.4.19 and since

det Imτ = det Im(M < X + iT−1 >)≫ 1)

= a1−k
1

∫

x2+1≪1/(a2
1 detT)(≪(t1/t2)≪1)

(x2
+ 1)−k/2dx

≪ tk−1
1 .

1.5 Generalization of Kloosterman’s Method to the
Case of Degree 2

83
In this section, we generalize Theorem 1.1.2 to the case of modular
forms of degree 2 whose constant term vanishes at every cusp.But
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our result is conditional because we do not have a good estimate for a
generalized Wey1 sum.

Let k, q be natural numbers withk ≥ 3 and f (z) =
∑

0≤p∈Λ∗2
a(P)

e(tr PZ) be a Siegel modular form of degree 2, weightk and levelq
whose constant term vanishes at every cusp, and in addition we require
f |M = f for everyM ∈ Γ2(q). As before, we fix anM-reduced positive
definite matrixT whose minimum is larger than an absolute constantX

fixed later.
Let F = F2 be a fundamental domain as in§ 1.4 andF0 be a

subset ofF such that for every point inG2 there is a unique point inF0

which is mapped byΓ2. Putg =
⋃

M∈Γ2,∞
M < F0 > and fort := {X ∈

M2(R)|0 ≤ xi j = x ji < q(1 ≤ i, j ≤ 2)} andM ∈ Γ2β(M) := {X ∈ t|M <

X + iT−1 >∈ g}.

Lemma 1.5.1. t =
⋃

M∈Γ2,∞\Γ2
M<Γ2,∞

β(M) and the measure of

β(M1) ∩ β(M2) equals 0 if Γ2,∞M1 , Γ2,∞M2.

Proof. The first assertions is clear. SupposeX ∈ β(M1) ∩ β(M2). Then84

we haveN1, N2 ∈ Γ2,∞ such thatN j M j < X+ iT−1 > εF0. By definition
of F0, we obtainN1M1 < X + iT−1 >= N2M2 < X + iT−1 > and hence
(N2M2)−1N1M1 < X + iT−1 >= X + iT−1. Thusβ(M1) ∩ β(M2) is
covered by a countable union of fixed points of the above type.If the
measure ofβ(M1)∩ β(M2) is not zero, then the above equation for some
N1, N2 ∈ Γ2,∞ is trivial in X and hence (N2M2)−1N1M1 = ±B2. This
impliesΓ2,∞M1 = Γ2,∞M2. �

Remark . As noted after Lemma 1.4.2, this lemma holds without the
replacement ofF by F0. But the proof is lengthy.

Lemma 1.5.2. Let C, D ∈ M2(Z) be a symmetric coprime pair with
detC , 0. Then there exists A∈ M2(Z) such that

(
A ∗
C D

)
∈ Γ2 with

(detA, q) = 1.

Proof. SinceC, D is a coprime symmetric pair, there existsA ∈M2(Z)
with

(
A ∗
C D

)
∈ Γ2. Since

(
E2 S
0 E2

) (
A ∗
C D

)
=

(
A+SC ∗

C D

)
, we have only
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to prove, for any primep, det(A + SC) . 0mod p for some inte-
gral symmetric matrixS by using the Chinese remainder theorem. Let
c1|c2 be elementary divisors ofC and UCV = [c1, c2] = C̃ for U,
V ∈ GL2(Z). Put tU−1AV =

( a1 a2
a3 a4

)
= Ã andS[U−1] =

( s1 s2
s2 s4

)
; then

we have det(A+ SC) = det(UV)
∣∣∣ a1+s1c1 a2+s2c2

a3+s2c1 a4+s4c2

∣∣∣ =

±(a1a4 − a2a3 + s4c2(a1 + s1c1) + a4c1s1 − a3c2s2 − c1a2s2 − c1c2s2
2).

We suppose that this is congruent to 0mod p for everys1, s2, s4 ∈ Z.
Thena1a4 − a2a3, c2a1, c2c1, a4c1, a3c2 + c1a2 are obviously congruent85

to 0mod p. SincetAC is symmetric,a3c2 + c1a2 = 2c1a2 follows. If
p does not dividec1a2 = a3c2, then p ∤ c1c2. Thusc1a2 and so the
determinant of every (2, 2) submatrix of (tÃ, tC̃) is divisible by p. This
contradicts (tÃ, tC̃) being primitive. �

Lemma 1.5.3. Let C, D′ be a symmetric coprime pair withdetC , 0.
Then

(i) there exists
(

A′ B′
C D′

)
∈ Γ2 with (detA′, q) = 1,

(ii) for D ∈M2(Z) such that C, D form a symmetric coprime pair and
D ≡ D′mod q, there exist A, B∈M2(Z) such thatΓ2 ∋

(
A B
C D

)
≡(

A′ B′
C D′

)
mod qand

(iii) for S ∈ Λ2 with CS≡ 0mod q, and for A, B, D in(ii) ,

Γ2 ∋
(
A− AStCA ∗

C CS+ D

)
≡

(
A′ B′

C D′

)
mod q.

Proof. First, (i) is nothing but the previous lemma.

Suppose
(

Ã B̃
C D

)
∈ Γ2 for D in (ii); then

(
Ã B̃
C D

) (
A′ B′
C D′

)−1

=

(
ÃtD′ − B̃tC −ÃtB′ + B̃tA′

CtD′ − DtC −CtB′ + DtA′

)
≡

(
E2 ∗
0 E2

)
mod q.

Thus
(
A′ B′

C D′

)
≡

(
E2 G
0 E2

) (
Ã B̃
C D

)
mod q for some G∈ Λ.
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Now A = Ã+GC, B = B̃+GD satisfy the conditions in (ii). 86

Let S be as in (iii). Put

M =

(
E2 −AStA
0 E2

) (
A B
C D

) (
E2 S
0 E2

)
;

then it is easy to see

M =

(
A− AStAC AS(E2 − tAD) − AStACS+ B

C CS+ D

)
∈ Γ2.

Further StAC = StCA = t(CS)A ≡ 0mod q andS(E2 − tAD) =
−StCB= −t(CS)B ≡ 0mod q imply (iii). �

Lemma 1.5.4.Let
(

A′ B′
C D′

)
∈ Γ2 with (detA′, q) = 1 anddetC , 0. Then

we have

⋃

D̃

Γ2,∞

(
∗ ∗
C D̃

)
=

⋃

D∈D

⋃

S∈Λ(C,q)

Γ2,∞

(
A− AStCA ∗

C CS+ D

)
.

whereD̃ runs overD̃ ∈M2(Z) such thatD̃ ≡ D′mod qand (C, D̃) is a
symmetric coprime pair, S∈ Λ(C, q) := {S = tS ∈ Λ2|CS ≡ 0mod q}
andD := {D ∈M2(Z)mod CΛ(C, q)|(C,D) is a symmetric coprime pair
and D≡ D′mod q}, and coset representatives on the right are congruent
to

(
A′ B′
C D′

)
mod qfor some A∈M2(Z) with Γ2 ∋

(
A B
C D

)
≡

(
A′ B′
C D′

)
mod q.

Proof. By the previous lemma, for̃D above, there exists
(

Ã B̃
C D̃

)
∈ Γ2,

which is congruent to
(

A′ B′
C D′

)
mod q·D is a set of representatives of such

D̃ moduloCΛ(C, q), and so the rest follows from the previous lemma.
�

Lemma 1.5.5. Let A, C ∈ M2(Z) satisfyingtAC = tCA, det C, 0,
(detA, q) = 1. Then, for P∈ Λ∗2, we have87

∑

S∈Λ(c,q)mod qΛ

e(tr PAStA/q)

=


[Λ(c, q) : qΛ] if ∗
0 otherwise,
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where the condition∗ on P is as follows:

∗ : tr(PS) ≡ 0mod q for every S ∈ Λ(tC, q),

i.e. S∈ Λ with tCS ≡ 0mod q.

Proof. It is clear that we have only to prove that the condition∗ is
equal to tr(PAStA) ≡ 0mod q for everyS ∈ Λ(C, q). Since (detA, q) =
1, for S ∈ Λ we haveS ∈ Λ(C, q)⇐⇒ CS ≡ 0(mod q)⇐⇒

tACStA ≡ 0mod q⇐⇒ tCAStA ≡ 0mod q⇐⇒ AStA ∈ Λ(tC, q).

SinceS ≡ A(A1StA1)tAmod q for A1 ∈ M2(Z) with AA1 ≡ A1A ≡
E2mod q, AStA runs overΛ(tC, q)mod qΛ along with S ∈ Λ(C, q).
Thus we have proved the equality of two conditions. �

The following two propositions are proved at the end, in thissection.

Proposition 1.5.6. Let
(

A′ B′
C D′

)
∈ Γ2 with detC , 0, (detA′, q) = 1, and

P, G, T ∈ Λ∗. Suppose that p satisfies the condition∗ in Lemma 1.5.5.
We denote by S(G,P,T,C,

(
A′ B′
C D′

)
) the exponential sum

∑

D∈D
e(tr(AC−1(G+ Pq−1) + TC−1D).

where A, D,D are the same as in Lemma 1.5.4. Then we have 88

S(G,P,T,C,

(
A′ B′

C D′

)
) = O(c2

1c1/2+ε
2 (c2, t)

1/2) for any ε > 0,

where

C = U−1
(
c1 0
0 c2

)
V−1,U,V ∈ GL2(Z), 0 < c1|c2,T[V] =

(
∗ ∗
∗ t

)
.

The implied constant depends only on q.

Proposition 1.5.7. Let n be a natural number and S= {t(bd)|b, dǫZ,
(b, d) = 1}. We introduce the equivalence relationt(b, d) ∼ t(b′, d′)
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by t(b d) ≡ wt(b′d′)mod n for some w∈ Z, with (w, n) = 1 and put
S(n) = S/ ∼. Then, for T= (ti j ) ∈ Λ∗2, we have

∑

S(n)∋x
(T[x], n)1/2

= O(n1+ε(e(T), n)1/2) for any ε > 0,

where e(T) = (t11, t22, 2t12).

As before weput, for M=
(

A B
C D

)
∈ Γ2,

α(M) = α(C,D) :=
∫

β(M)

f (X + iT−1)e(− tr(TX)dX.

Then we have

a(T) = e4πa−3



∑

M∈Γ2,∞\Γ2
rankC=2

α(C,D) +
∑

M∈Γ2,∞\Γ2
rankC=1

α(C,D)



Let C ∈ M2(Z) with detC , 0. ForS = tS ∈ M2(Q) with SC ∈
M2(Z) and forW ∈ G2, we put

g(S,C; W) =


1 if S +W ∈ g,
0 otherwise.

Theng(S,C; W) has the Fourier expansion89
∑

G∈Λ∗/γ(C)

b(G,C; W)e(tr(SG)),

whereγ(C) := {G ∈ Λ∗| tr(SG) ∈ Z for everyS = tS ∈ M2(Q) with
SC∈M2(Z)} andb(G,C; W) = [Λ∗ : γ(C)]−1 ∑

S
e(− tr(SG))g(S,C; W)

whereS runs over{S = tS ∈ M2(Q)mod Λ|SC ∈ M2(Z)}. Now we
have

Lemma 1.5.8. Let (C,D′) be a symmetric coprime pair withdetC , 0.
Then we have
∑

D

α(C,D) = [Λ(c, q) : qΛ] detc−k
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∫

min(Imτ)≥
√

3/2

det(θ + iT−1)−k
∑

0≤P∈Λ∗
a′(P)e(tr(Pτ)/q)×

× e(− tr(Tθ))
∑

G∈Λ∗/γ(C)

b(G,C; τ)S(G,P,T,C,

(
A′ B′

C D′

)
)dθ

where D runs over{D ≡ D′mod q|C, D are symmetric and coprime},
τ = τ(θ,C) = −tC−1(θ + iT−1)−1C−1, and

(
A′ B′
C D′

)
∈ Γ2 with (detA′, q) =

1, and a′(P) are Fourier coefficients of

f |
(
A′ B′

C D′

)
(Z) = det(CZ+ D′)−k f (A′Z + B′)(CZ+ D′)−1)

=

∑
a′(P)e(tr(PZ/q)).

Proof. By Lemma 1.5.2, there exists
(

A′ B′
C D′

)
∈ Γ2 with (detA′, q) = 1

and we putf |
(

A′ B′
C D′

)−1
(Z) =

∑
a′(P)e(tr PZ/q). For D ∈ M2(Z) such

that (C,D) is a symmetric coprime pair andD ≡ D′mod q, there exists(
A B
C D

)
∈ Γ2 with

(
A B
C D

)
=

(
A′ B′
C D′

)
mod q. Hence we havef |

(
A B
C D

)−1
=

f |
(

A′ B′
C D′

)−1
= F (say). Then we haveα(C,D) =

∫

β(M)

det(C(X + iT−1) + 90

D)−kF(M < X + iT−1 >)e(− tr(TX))dX, whereM =
(

A B
C D

)
.

Since detC , 0, we haveM < Z >= AC−1− tC−1(Z+C−1D)−1C−1.
PuttingX = θ −C−1D, τ = −tC−1(θ + iT−1)−1C−1,

α(C,D) = (detC)−k
∫

θ∈t+C−1D
AC−1

+τ∈g

(θ + iT−1)−kF(AC−1
+ τ)

e(− tr(T(θ −C−1D)))dθ.

= (detC)−k
∫

θ∈t+C−1D
AC−1

+τ∈g

(θ + iT−1)−k
∑

p

a′(P)e(tr(Pτ)/q)

e(− tr(Tθ)) × e(tr(PAC−1/q+ TC−1D))dθ
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= (detC)−k
∫

θ∈t+C−1D
min(Im(τ))≥

√
3/2

(θ + iT−1)−k
∑

P

a′(P)

e(tr(Pτ)/q)e(− tr(Tθ))

×
∑

G∈Λ∗/γ(C)

b(G,C; τ)e(tr(AC−1G+ PAC−1/q+ TC−1D))dθ

sinceAC−1
+ τ ∈ g implies min(Imτ) ≥

√
3/2. �

Applying Lemma 1.5.4, the sum
∑
D
α(C,D) referred to is equal to

| detC|−k
∑

D∈D
S∈Λ(C,q)

∫

θ∈t+C−1D+S
min(Imτ)≥

√
3/2

(θ + iT−1)−k
∑

P

a′(P)e(tr(Pτ)/q)e(− trTθ)×

×
∑

G∈Λ∗/γ(C)

b(G,C; τ)e(τr((A− AStCA)C−1G + P(A− AStCA)C−1/q+

+TC−1(CS+ D))dθ,

(noting that tr((A−AStCA)C−1G+P(A−AStCA)C−1/q+TC−1(CS+D))91

≡ tr(AC−1G+ PAC−1/q− PAStA/q+ TC−1D)mod 1

sincetCAC−1
=

tA, )

= (detC)−k
∑

D∈D
S∈Λ(C,q)/qΛ

∫

min(Imτ)≥
√

3/2

(θ + iT−1)−k
∑

a′(P)

e(tr(Pτ/q))e(− tr(Tθ)) ×
∑

G∈Λ∗/γ(C)

b(G,C; τ)e(tr(AC−1G

+ PAC−1/q− PAStA/q+ TC−1D))dθ

= [Λ(C, q) : qΛ](detC)−k
∫

min(Imτ)≥
√

3/2

(θ + iT−1)−k

∑

∗
a′(P)e(tr(Pτ/q))e(− tr(Tθ)×
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∑

G∈Λ∗/γ(C)

b(G,C; τ)S(G,P,T,C,

(
A′ B′

C D′

))
dθ,

which proves our lemma.

Lemma 1.5.9. Let M =
(

A B
C D

)
∈ Γ2 and f|M(Z) =

∑
a′(P)e(tr(PZ/q)).

If min(Im Z) ≥
√

3/2, then
∑ |a′(P)e(tr(PZ/q))| = O(exp(−X

min(Im Z)) for someX > 0.

Proof. Let Γ2 =
⋃
i

MiΓ2(q) and f |Mi(Z) =
∑

ai(P)e(tr(PZ/q)). Sup-

pose Im(Z[U−1]) is M-reduced forU ∈ GL2(Z). Since f |M
( tU 0

0 U−1

)
=

f |Mi for somei, (detU)ka′(P[tU−1]) = ai(P) for every 0≤ P ∈ Λ∗, and
then we have

∑
|a′(P)e(tr(PZ/q)|

=

∑
|a′(P[tU−1])e(tr(PZ[U−1]/q))|

=

∑
|ai(P)e(tr(PZ[U−1]/q))|

= O(exp(−X min(Im(Z[U−1]))) (Lemma 1.4.1)

= O(exp(−X min(ImZ))).

This completes the proof, since [Γ : Γ(q)] < ∞. � 92

Here we make an assumption, namely

Assumption (*):

∑

G∈Λ∗/γ(C)

|b(G,C; τ)| = O(ca1+ε
1 ca2

2 ) for



0 ≤ a1 ≤ 3/2

and anyε > 0,

0 ≤ a2 < 1/2

where 0< c1|c2 are elementary divisors ofC and the implied constant
is independent ofτ.

This is discussed later.
Let C, D ∈ M2(Z) form a symmetric coprime pair with detC , 0.

Under Assumption (∗), we have, by virtue of Lemma 1.5.8, Proposition
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1.5.6 and Lemma 1.5.9,

|
∑

D′≡Dmod q

α(C,D′)|

≪ |detC−k|
∫

min(Imτ)≥
√

3/2

|det(θ + iT−1)|−k exp(−X min(Imτ))ca1+εa2
c2

×

c2
1c1/2+ε

2 (c2, t)
1/2dθ

where

C = U−1
(
c1 0
0 c2

)
V−1,U,V ∈ GL2(Z), 0 < c1|c2,T[V] =

(
∗ ∗
∗ t

)
,

since

τ = −tC−1(θ + iT−1)−1C−1, Im τ = (T[θ] + T−1)−1[C−1],

and forX =
√

Tθ
√

T, we havedθ = detT−3/2dX. Hence

|
∑

D′≡Dmod q

α(C,D′)|

≪ ca1+2−k+ε
1 ca2+1/2−k/ε

2 (c2, t)
1/2(detT)k−3/2

∫
det(X2

+ 1)−k/2×

exp(−X min((X2
+ 1)−1[

√
TC−1]))dX,

≪ ca1+2−k+ε
1 ca2+1/2−k+ε

2 (c2, t)
1/2(detT)k−3/2(min(T[c−1]))1−k/2

(as for the proof of Proposition 1.4.10).

Thus we have proved93

Lemma 1.5.10.Let C∈M2(Z) with detC , 0. Then we have
∣∣∣∣∣∣∣
∑

D

α(C,D)

∣∣∣∣∣∣∣
≪ (detT)k−3/2ca1+2−k+ε

1 ca2+1/2−k+ε
2

(c2, t)
1/2(min(T[C−1]))1−k/2
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under Assumption(∗), where

C = U−1
(
c1 0
0 c2

)
V−1,U,V ∈ GL2(Z)0 < c1/c2

and T[V] = ( ∗ ∗∗ t ).

For the aboveC, min(T[C−1]) = min(T[V
(

c−1
1 0

0 c−1
2

)
]) = c−2

2

minT[V
(

c2/c1 0
0 1

)
] > c−2

2 min(T) holds. In the decompositionC = U−1
(

c1 0
0 c2

)
V−1, V is uniquely determined in

GL2(Z)/
{(

a b
c d

)
∈ GL2(Z)|b ≡ 0mod c2/c1

}

so we have a bijectionV =
(

a b
c d

)
7→t (b d) ∈ S(c2/c1) defined in Propo-

sition 1.5.7 and (c2, t) ≤ c1(c2/c1, t).
Thus we have, by Proposition 1.5.7.

Lemma 1.5.11.Let0 < c1|c2. Then, under Assumption(∗),

|
∑

α(C,D)| ≪ (detT)k−3/2ca1+5/2−k+ε
1 ca2+1/2−k+ε

2

(c2/c1)1+2ε(e(T), c2/c1)1/2×

×

1,

(c−2
2 minT)1−k/2 for any ε > 0

where C runs over representatives of left cosets by GL2(Z) of integral 94

matrices with elementary divisors c1, c2, and D runs over all possible D
with

( ∗ ∗
C D

) ∈ Γ2.

Now we can prove

Proposition 1.5.12.Under Assumption(∗) we have, for anyε > 0,

|
∑

rankC=2

α(C,D)| ≪ (minT)a|2+k/4−k/2+ε(detT)k−3/2

if min(T) > X (= an absolute constant> 0) and k≥ 3.
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Remark . Sincea2 < 1/2, a2/2 + 5/4 − k/2 < 0 and soa2/2 + 5/4 −
k/2+ ε < 0 for a sufficiently small positiveε.

Proof. Decompose the sum|∑α(C,D)| as

|
∑

c2<(min(T))1/2

α(C,D)| + |
∑

c2≥(min(T))1/2

α(C,D)| =
∑

1

+

∑

2

(say).

By virtue of Lemma 1.5.11, we have

(detT)3/2−k
∑

1

≪
∑

c1|c2<(min(T))1/2

ca1+5/2−k+ε
1 ca2+1/2−k+ε

2 (c2/c1)1+2ε

(e(T), c2/c1)1/2(c−2
2 minT)1−k/2

= (min(T))1−k/2
∑

c1|c2<(min(T))1/2

ca1+a2+1−k+2ε
1

(c2/c1)a2−1/2+3ε(e(T), c2/c1)1/2

≤ (min(T))1−k/2
∑

n,m≥1
nm<(min(T))1/2

na1+a2+1−k+2ε

ma2−1/2+3ε(e(T),m)1/2.

The sum overmdoes not exceed95

∑

r |e(T)

r1/2
∑

s<(min(T))1/2/nr

(sr)a2−1/2+3ε

<
∑

r |e(T)

ra2+3ε
∑

s<(min(T))1/2/nr

sa2−1/2+3ε

≪
∑

r |e(T)

ra2+3ε((min(T))1/2/nr)a2+1/2+3ε (since a2 + 1/2+ 3ε > 0)

= (min(T))a2/2+1/4+3ε/2n−a2−1/2−3ε
∑

r |e(T)

r−1/2

≤(min(T))a2/2+1/4+3ε/2n−a2−1/2−3ε
∑

r |e(T)1

≪ (min(T))a2/2+1/4+2εn−a2−1/2−3ε (since e(T) ≤ min(T)).
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Thus we have

(detT)3/2−k
∑

1

≪ (minT)a2/2+5/4−k/2+2ε
∑

n≥1

na1+1/2−k−ε

≪ (minT)a2/2+5/4−k/2+2ε (since a1 + 1/2− k ≤ −1).

Similarly, we have

(detT)3/2−k
∑

2

≪
∑

c1|c2

c2≥(min(T))1/2

ca1+5/2−k+ε
1 ca2+1/2−k+ε

2

(c2/c1)1+2ε(e(T), c2/c1)1/2

=

∑

c1|c2
c2≥(min(T))1/2

ca1+a2+3−2k+2ε
1 (c2/c1)a2+3/2−k+3ε(e(T), c2/c1)1/2

=

∑

n,m≥1
nm≥(min(T))1/2

na1+a2+3−2k+2εma2+3/2−k+3ε(e(T),m)1/2.

The sum overm is less than 96

∑

r |e(T)

∑

s≥(min(T))1/2/(nr)

(sr)a2+3/2−k+3εr1/2

=

∑

r |e(T)

ra2+2−k+3ε
∑

s≥(min(T))1/2/(nr)

sa2+3/2−k+3ε

≪
∑

r |e(T)

ra2+2−k+3ε((min(T))1/2/nr)a2+5/2−k+3ε

(since a2 + 5/2− k+ 3ε < 0 for small ε > 0)

= (min(T))a2/2+5/4−k/2+(3/2)εn−a2−5/2+k−3ε
∑

r |e(T)

r−1/2

≪ (min(T))a2/2+5/4−k/2+2εn−a2−5/2+k−3ε .

Thus we have

(detT)3/2−k
∑

2

≪ (min(T))a2/2+5/4−k/2+2ε
∑

n≥1

na1+1/2−k−ε
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≪ (min(T))a2/2+5/4−k/2+2ε

�

The proof of Proposition 1.5.12 is complete, but for the proof of
Proposition 1.5.6 and 1.5.7.

Remark on Assumption (*). Let C = U−1
(

c1 0
0 c2

)
V−1 with U, V ∈

GL2(Z), 0≤ c1|c2, and putC′ =
(

c1 0
0 c2

)
. Then

γ(C′) = {G ∈ Λ∗| tr(SG) ∈ Z for every S

=
tS ∈M2(Q) with SC′ ∈M2(Z)}
= {G ∈ Λ∗| tr(SG) ∈ Z for every

S = tS ∈M2(Q) with S[U]C ∈M2(Z)}
= γ(C)[tU].

Hence97

b(G,C; W) = [Λ∗ : γ(C′)]−1
∑

tS=SmodΛ
SC∈M2(Z)

e(− tr(SG))g(S,C; W)

= [Λ∗γ(C′)]−1
∑

SmodΛ
SC′∈M2(Z)

e(− tr(S[U]G))g(S[U],C; W)

= [Λ∗ : γ(C′)]−1
∑

S

e(− tr(SG[tU]))g(S,C′; W[U−1])

= b(G[tU],C′; W[U−1]).

Thus we obtain
∑

G∈Λ∗/γ(C)

|b(G,C; τ)| =
∑

G∈Λ∗/γ(C′)

|b(G,C′ : τ[U−1])|.

For S =
( s1 s2

s2 s4

)
, it is clear thatSC′ ∈ M2(Z) if and only if s1 = u1/c1,

s2 = u2/c1, s4 = u4/c2 for u1, u2, u4 ∈ Z.
ForG =

(
g1 g2/2

g2/2 g4

)
, G ∈ γ(C′) if and only if c1|g1, c1|g1, c1|g2, c2|g4.

Hence we have
∑

G∈Λ∗/γ(C)

|b(G,C; τ)|



1.5. Generalization of Kloosterman’s Method... 81

=

∑

g1,g2mod c1
g4mod c2

c−2
1 c−1

2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∑

u1,u2mod c1
u4mod c2(

u1/c1 u2/c1
u2/c1 u4/c2

)
+τ[U−1]∈g

e(u1g1/c1 + u2g2/c1 + u4g4/c2)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.

Thus Assumption (∗) is the same as 98

(♯)
∑

g1,g2mod c1
g4mod c2

∣∣∣∣∣∣∣∣∣∣

∑

u1,u2mod c1
u4mod c2

e((u1g1 + u2g2)/c1 + u4g4/c2)

∣∣∣∣∣∣∣∣∣∣
= O(c2+a1+ǫ

1 c1+a2
2 )

for 0 < c1|c2 and anyε > 0

(
u1/c1 u2/c1

u2/c1 u4/c2

)
+W ∈ g

where 0≤ a1 ≤ 3/2, 0≤ a2 < 1/2 and the implied constant is indepen-
dent ofc1, c2, W.

Using Schwarz’s inequality, the left hand side does not exceed
√

c2
1c2

√ ∑

g1,g2,g4

|
∑

. . . |2 =
√

c2
1c2

√
c2

1c2

∑
1(

u1/c1 u2/c1
u2/c1 u4/c2

)
+W∈g

≤ c3
1c3/2

2 .

Hence Assumption (∗) is true once we get a sharper estimate than the
estimate via Schwarz’s inequality. (cf. Remarks before theproof of (6)
on page 21).

The left hand side of (♯) does not exceed

∑

u1,u2,g1,g2mod c1



∑

g4mod c2

|
∑

u4mod c4(
u1/c1 u2/c1
u2/c1 u4/c2

)
+W∈g

e(u4g4/c2)|



.

Suppose the sum inside the curly brackets isO(c3/2−δ
2 ) for someδ > 0 99

(Actually it is O(c3/2
2 ), from Schwarz’s inequality); then Assumption (∗)

holds fora1 = 3/2, a2 = 1/2− δ/2.
(Proof. If cδ2 = O(c1), thenc3

1c3/2
2 /(c7/2

1 c3/2−δ/2
2 ) = c−1/2

1 cδ/22 = O(1).

If c1 = O(cδ2), thenc4
1c3/2−δ

2 /(c7/2
1 c3/2−δ/2

2 ) = c1/2
1 c−δ/22 = O(1).)

Combining Proposition 1.5.12 with Proposition 1.4.14, we have
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Theorem 1.5.13.Let f(z) = Σa(T)e(tr(TZ/q)) be a Siegel modular form
fo (degree2), level q, weight k= 3 and with zero as the constant term at
all cusps. Then for T> 0 andminT > X (= absolute constant)

a(T) = O(((min(T))a2/2−1/4+ε
+ (min(T))−1 log

√
detTmin(T)

)
detT3/2)

under Assumption(∗).

Remark. If
√

detT = O(min(T)), then the above implies

a(T)/detT3/2→ 0 as min(T)→ ∞.

It remains to prove Proposition 1.5.6 and 1.5.7.

For P, T ∈ Λ∗ andC ∈M2(Z) with detC , 0, we put

K(P,T; C) =
∑

D

e(tr(AC−1P+C−1DT)),

whereD runs over the set{Dmod CΛ|(C,D) a symmetric coprime pair}
andA is an integral matrix such that

(
A ∗
C D

)
∈ Γ2. Another possibleA is

of the formA + SC, S ∈ Λ2. Thus the generalized Kloosterman sum
K(P,T; C) is well defined. To prove Proposition 1.5.6, we show that100

i) S(G,P,T,C,
(

A′ B′
C D′

))
is reduced to the sum ofK(P,T; C)

ii) the same estimate forK(P,T; C) holds as well as forS(··).

Reduction from S(··) to K(··)

R1) The exponential sumS(G,P,T,C,
(

A′ B′
C D′

))
is well-defined.

Proof. Suppose that
(
A1 B1

C D1

)
≡

(
A2 B2

C D2

)
mod q and D1 ≡ D2mod CΛ(C, q).

There existsS ∈ Λ such thatD1 = D2 + CS andCS ≡ 0mod q, and
then there existsS1 ∈ Λ such that

(
A1 B1

C D1

)
=

(
E2 S1

0 E2

) (
A2 B2

C D2

) (
E2 S
0 E2

)
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and we haveA1 = A2 + S1C. Hence tr(A1C−1(G+ Pq−1) + TC−1D1) −
tr(A2C−1(G+ Pq−1) + TC−1D2) = tr(S1(G+ Pq−1)+ TS) ≡ tr(S1Pq−1)
mod 1. SinceA1 = A2 + S1C ≡ A2mod q impliesS1C ≡ 0mod q
andP satisfies the condition∗ , we have trS1P = 0mod q. Thus the
exponential sumS(··) is well-defined.

R2) For
(

A B
C D

)
∈ Γ2, D ≡ D′mod q, there exists a uniqueS ∈ Λ

modΛ(tC, q) such that
(
E2 S
0 E2

) (
A B
C D

)
≡

(
A′ B′

C D′

)
mod q.

�

Proof. Since 101

(
A B
C D

) (
A′ B′

C D′

)−1

≡
(
∗ ∗
0 E2

)
mod q,

there existsS ∈ Λ such that
(
E2 S
0 E2

) (
A B
C D

)
≡

(
A′ B′

C D′

)
mod q.

If (
E2 S1

0 E2

) (
A B
C D

)
≡

(
E2 S2

0 E2

) (
A B
C D

)
mod q,

thenA+ S1C ≡ A+ S2Cmod q and soS1 − S2 ∈ Λ(tC, q). �

Therefore

S(G,P,T,C,
(

A′ B′
C D′

)
) =

∑

D∈D

∑

S∈Λ/Λ(tC,q)

e(tr(A+ SC)C−1(G+ Pq−1)

+ TC−1D)q−4
∑

Mmod q

e((A+ SC− A′)M/q)),

where
(

A B
C D

)
∈ Γ2 is any extension of (C,D),

= q−4
∑

Mmod q

∑

D∈D
e(tr(AC−1(G + Pq−1) + TC−1D + (A− A′)M/q))×
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×
∑

S∈Λ/Λ(tC,q)

e(tr(S(P+CM)q−1)).

The last exponential sum is [Λ : Λ(tC, q)] or O according as (P+ 1
2(CM+

tMtC))/q ∈ Λ∗ or not. Thus it is equal to

q−4[Λ : Λ(tC, q)]
∑

Mmod q
(P+ 1

2 (CM+t MtC)/q∈Λ∗

∑

D∈D
e(tr(AC−1(G+ (P+

1
2

(CM

+
tMtC))/q) + TC−1D))e(− tr(A′M/q)).

Putting NM := G + (P + 1
2(CM + tMtC))/q ∈ Λ∗,S(NM) =

∑
D∈D

e(tr(AC−1NM + TC−1D)), we have

S(G,P,T,C,

(
A′ B′

C D′

)
) = q−4[Λ : Λ(tC, q)]

∑

Mmod q
NM∈Λ∗

S(NM)e(− tr A′M/q).

Note that [Λ : Λ(tC, q)] ≤ [Λ : qΛ] and the number ofM does not102

exceedq4.

R3) The mappingD 7→ D from D to D ′ := {D ∈M2(Z)/CΛ|C, D are
a symmetric coprime pair such thatD +CS ≡ D′mod q for some
S ∈ Λ} is bijective.

Proof. Suppose thatD1 ≡ D2mod CΛ for D1, D2 ∈ D . SinceD1, D2 ∈
D , D1 ≡ D2 ≡ D′mod q. Hence forS ∈ Λ with D1 − D2 = CS we have
CS ≡ 0mod q and thenS ∈ Λ(C, q). This meansD1 ≡ D2mod CΛ(C, q)
and the mapping is injective. Since, forD ∈ D ′, D +CS(≡ Dmod CΛ)
for theS involved in the definition ofD ′ is contained inD , the mapping
is surjective. �

R4) If
(

A B
C D

)
∈ Γ2, D + CS ≡ D′mod q forS ∈ Λ ⇐⇒ A + S1C ≡

Amod q forS1 ∈ Λ

Proof. D+CS ≡ D′mod q forS ∈ Λ

⇐⇒
(
A B
C D

) (
E2 S
0 E2

)
≡

(
∗ ∗
C D′

)
mod q
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⇐⇒
(
E2 S1

0 E2

) (
A B
C D

) (
E2 S
0 E2

)
≡

(
A′ B′

C D′

)
mod q.

⇐⇒
(
E2 S1

0 E2

) (
A B
C D

)
≡

(
A′ ∗
C ∗

)
mod q

⇐⇒ A+ S1C ≡ A′mod q.

For N = NM we have, withS(NM) as in (R2) 103

S(NM) =
∑

D∈D ′

e(tr(AC−1N + TC−1D)) (by (R3))

=

∑

D:A+S1C≡A′mod q

for S1∈Λ1,
(
A ∗
C D

)
∈Γ2

e(tr(AC−1N + TC−1D)) (by (R4))

=

∑

Dmod CΛ
:
(

A ∗
C D

)
∈Γ2

∑

S∈ΛmodΛ(tC,q)

e(tr(A+ SC)C−1N + TC−1D))×

q−4
∑

Mmod q

e(tr((A+ SC− A′)M)/q) (by (R2)).

= q−4
∑

Dmod CΛ
:
(

A ∗
C D

)
∈Γ2

e(tr(AC−1N + TC−1D))
∑

Mmod q

e(tr(A− A′)M/q)×

×
∑

S∈ΛmodΛ(tC,q)

e(tr(SCM/q))

= q−4[Λ : Λ(tC, q)]
∑

mod q
(CM+t (CM))/2εqΛ∗

e(− tr(A′M/q))
∑

Dmod CΛ
:
(

A ∗
C D

)
∈Γ2

e(tr(AC−1(N + (1/(2q))(CM+ t MtC)) + TC−1D))

= q−4[Λ : Λ(tC, q)]
∑

Mmod q
(CM+t (CM))/2∈qΛ∗

e(− tr A′M/q))K(N + 1/(2q)(CM+ t(CM)),T; C).

Hence Proposition 1.5.6 would follow immediately from �

Proposition 1.5.14.Let C = U−1
(

c1 0
0 c2

)
V−1, for U, V ∈ GL2(Z), 0 < 104

c1|c2. For P, T ∈ Λ∗, we have, for anyε > 0.

K(P,T : C) = O(c2
1c1/2+ε

2 (c2, t)
1/2),
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where t is the(2, 2) entry of T[V].

To prove this, we need several lemmas.

Lemma 1.5.15.We have K(P,T; U−1CV−1) = K(P[tU],T[V]; C) for P,
T ∈ Λ∗, U, V ∈ GL2(Z) and C∈ M2(Z) with detC , 0.

Proof. Since
(
tU 0
0 U−1

) (
A ∗
C D

) (
V−1 0
0 tV

)
=

(
tU AV−1 ∗

U−1 CV−1 U−1DtV

)
,

Dmod CΛ⇐⇒ U−1DtVmod U−1CΛtV ⇐⇒ U−1DtVmod U−1CV−1
Λ.

Hence we have

K(P,T; U−1CV−1) =
∑

Dmod CΛ

e(tr(tUAV−1(U−1CV−1)−1P

+ (U−1CV−1)−1U−1DtVT))

=

∑

Dmod CΛ

e(tr(AC−1P[tU] +C−1DT[V]))

= K(P[tU],T[V] : C).

�

Lemma 1.5.16. For the diagonal matrices C= [c1, c2], F = [ f1, f2],
H = [h1, h2], suppose that f1| f2, h1|h2, ci = fihi , fi , hi > 0(i = 1, 2)
and that f2, h2 are relatively prime. Put X1 = s f22 F−1, X2 = th2

2H−1 for
integers s, t with s f22 + th2

2 = 1. If then

(
A1 B1

F D1

)
,

(
A2 B2

H D2

)
∈ Γ2, Γ2 ∋

(
A B
C D

)
=

(
X2A1 + X1A2 ∗

HF HD1 + FD2

)

and the mappingϕ : (D1,D2) 7→ D induces a bijection from

{D1mod FΛ|
(
∗ ∗
F D1

)
∈ Γ2} × {D2mod HΛ|

(
∗ ∗
H D2

)
∈ Γ2}

to {|Dmod CΛ|
(
∗ ∗
C D

)
∈ Γ2}.
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Proof. Let
(

A1 B1
F D1

)
,
(

A2 B2
H D2

)
∈ Γ2 and put105

A = X2A1 + X1A2,D = HD1 + FD2, B = (HF)−1(tAD− E2).

Recall that, for
(

A B
C D

)
∈M4(Z),

(
A B
C D

)
∈ Γ2 if and only if tAD− tCB=

E2 andtAC, tBD are symmetric. �

Now

B = X2B1 + X1B2 + th2
2H−1A1H−1D2 + s f22 F−1A2F−1D1

is integral and both

tAC = (tA1X2 +
tA2X1)FH = th2

2
tA1F + s f22

tA2H

and

tBD = (tDA− E2)C−1D = tDAC−1D −C−1D

=
tDAC−1D − F−1D1 − H−1D2

are symmetric. Moreover,tAD − tCB = E2 and so
(

A B
C D

)
∈ Γ2. If

HD1+FD2 ∈ CΛ, thenF−1D1+H−1D2 ∈ Λ and soF−1D1, H−1D2 ∈ Λ
since (f2, h2) = 1. Henceϕ is injective. It is easy to see that for the above(

A B
C D

)
∈ Γ2,

(
HA HB−XtAD
F X2D

)
and

(
FA FB−X2

tAD
H X1D

)
are also inΓ2. From

H(X2D) + F(X1D) = D follows the surjectivity ofϕ.

Lemma 1.5.17.Let C, F, H, X1, X2 be as in the previous lemma. Then
for P, T ∈ Λ∗, we have

K(P,T; C) = K(tP[h2H−1]),T; F)K(sP[ f2F−1],T; H).

Proof. By the previous lemma, we have

K(P,T; C) =
∑

D

e(tr(AC−1P+C−1DT))

=

∑

D1,D2

e(tr((X2A1 + X1A2)F−1H−1P

+ F−1H−1(HD1 + FD2)T))
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=

∑

D1

e(tr(X2A1F−1H−1P+ F−1D1T))

∑

D2

e(tr(X1A2F−1H−1P+ H−1D2T))

= K(tP[h2H−1],T; F)K(sP[ f2F−1],T; H).

By virtue of Lemmas 1.5.15 and 1.5.17, in order to prove Proposition106

1.5.14, we have only to show

K(P,T;

(
pe1 0
0 Pe2

)
) = O(P2e1+e2/2(Pe2, t)1/2),

whereP is a prime number 0≤ e1 ≤ e2, T = ( ∗ ∗∗ t ) and the implied
constant is independent ofp, e1, e2, P, T. Put C =

(
pe1 0
0 pe2

)
, D =(

d1 d2
d3 d4

)
. C−1D is symmetric if and only ifd3 = pe2−e1d2. HenceC, D are

symmetric and coprime if and only ifd3 = pe2−e1d2 and one of (i) - (iv)
holds:

(i) e1 = e2 = 0, (ii) e1 = 0, e2 > 0, p ∤ d4,

(iii) 0 < e1 < e2, p ∤ d1d4, (iv) 0 < e1 = e2, d1d4 − d2
2 . 0mod p.

D runs over classes mod C if and only ifd1, d2, d4 runs over classes
mod pe1, mod pe1, mod pe2 respectively. For a symmetric coprime pair
C, D, we can takeA satisfying the conditionstAC is symmetric and
B = C1(tAD− E2) ∈M2(Z), so that

(
A B
C D

)
∈ Γ2.

Put

P =

(
p1 p2/2

p2/2 p4

)
, T =

(
t1 t2/2

t2/2 t4

)

(i) In casee1 = e2 = 0, we can takeA = D = 0 andK(P,T; C) = 1.

(ii) In casee1 = 0, e2 > 0, we can take
(

0 0
0 d

)
, with dmod pe2 and

p ∤ d asD and then we may takeA =
(

0 0
0 a

)
with ad ≡ 1mod pe2.

Now K(P,T; C)107

=

∑

dmod pe2

p∤d

e(tr(

(
0 0
0 a/pe2

)
p+

(
0 0
0 d/pe2

)
T))
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=

∑

dmod pe2

p∤d

e((ap4 + dt4)/pe2) is a genuine Kloosterman

sum and we are through.

(iii) In case 0< e1 < e2, putδ = d1d4− pe2−e1d2
2(. 0mod p) and for an

integerd with dδ ≡ 1mod pe2, we can takeA = d
(

d4 −pe2−e1d2
−d2 d1

)
.

Then we have

K(P,T; C) =
∑

d1,d2mod pe1

d4mod pe2

p∤d1d4

e(d(d4p1p−e1 − d2p2p−e1 + d1p4p−e2)+

+d1t1p−e1 + d2t2p−e1 + d4t4p−e2),

taking a in Z with ad1 ≡ 1mod pe2(⇐⇒ d4 ≡ aδ + pe2−e1ad2
2

mod pe2).

Hence

K(P,T; C) =
∑

d1,d2mod pe1 ,p∤d1

e(d1t1p−e1 + d2t2p−e1

+ ap1p−e1 + ad2
2t4p−e1)

×
∑

δmod pe2 ,p∤δ

e({d(ad2
2 p1p2(e2−e1) − d2p2pe2−e1

+ d1p4) + δ(at4)}/pe2)

where the last sum onδ is the ordinary Kloosterman sum, and
sincep ∤ a, we have

K(P,T; C) = p2e1O(pe2/2(t4, p
e2)1/2).

(iv) In case 0< e1 = e2 = e, d1, d2, d4 runs overZ/pe with δ =

d1d4− d2
2 . 0mod p. TakingA = d

(
d4 −d2
−d2 d1

)
for an integerd with 108

dδ ≡ 1mod pe, we have

K(P,T; C) =
∑

d1,d2,d4mod pe

δ.0mod p

e({d{d4p1 − d2p2 + d1p4)
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+ (d1t1 + d2t2 + d4t4)}/pe)

=

∑

p|d2

+

∑

p∤d2

=

∑

1

+

∑

2

(say).

We have
∑
1
= O(p2e+e/2(t4, pe)1/2) quite similarly to the previous

case. For dealing with
∑

2, we define integersδ1, δ2 by d1 ≡
d2δ1mod pe andd4 ≡ d2δ4mod pe; thenδ := d1d4−d2

2 ≡ d2
2(δ1δ4−

1)mod pe and 1≡ dd2
2(δ1δ4 − 1)mod pe. Then

∑
2 is transformed

to
∑

2

=

∑

d2,δ1,δ4mod pe

p∤d2
δ1δ4.1mod p

e(d2{d(δ4p1− p2+ δ1p4)+ δ1t1+ t2+ δ4t4}/pe);

noting thatdd2 · d2(δ1δ4 − 1) ≡ 1mod pe and denoting byx′ the
inverse class ofxmod pe,
∑

2

=

∑

δ1,δ4mod pe

δ1δ4.1mod p

∑

d2mod pe

p∤d2

e({d′2((δ1δ4 − 1)′(δ4p1 − p2 + δ1p4))+

+ d2(δ1t1 + t2 + δ4t4)/pe)

=

∑

δ1,δ4mod pe

δ1δ4.1mod p

O(pe/2(δ1t1 + δ4t4, p
e)1/2).

= O(pe/2
∑

xmod pe
(x, pe)1/2)♯

{
δ1, δ4mod pe

∣∣∣∣
δ1δ4.1mod p

x≡δ1t1+t2+δ4t4mod pe

}

�

Put (t4, pe) = ps; then 0≤ s ≤ e. If s = e, then
∑
2
= O(p3e) (by109

the trivial estimation)= O(p2e+e/2(pe, t4)1/2) is what we want. Suppose
s< eandt4 = ups with (u, p) = 1; then

∑

2

= O(pe/2
∑

xmod pe
(x, pe)1/2♯

{
δ1, δ4mod pe

∣∣∣∣
x≡δ1t1+t2mod ps

uδ4≡(x−δ1t1−t2)/psmod pe−s

}
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= O(pe/2
∑

0≤i≤e

p(e−i)/2
∑

vmod pi

p∤v

ps♯

{
δ1mod pe|vpe−i ≡ δ1t1 + t2mod ps

(taking x = vpe−i )

}

= pe+s
∑

0≤i≤e

p−i/2O(♯
{
δ1mod pe, vmod pi |vpe−i

≡ δ1t1 + t2mod ps p ∤ v
}
.

In caseps|t1 andps|t2, we have
∑

2

= pe+s
∑

0≤i≤e
e−i≥s

pi/2+eO(1) = O(1)p5e/2+s/2.

In caseps|t1 but ps ∤ t2, vpe−i ≡ δ1t1 + t2mod ps if and only if vpe−i ≡
t2mod ps. Puttinga2 = ordp t2 < s, we havee− i = a2 and then

∑

2

= pe+s−(e−a2)/2O
(
♯
{
δ1mod pe, vmod pe−a2

∣∣∣∣
vpa2≡t2mod ps

p∤v

})

= pe+s−(e−a2)/2+e+(e−a2−(s−a2))O(1).

= p5e/2+a2/2O(1) = p5e/2+s/2O(1).

Thus, we are through in caseps|t1. In casea1 = ordp t1 < s anda2 = 110

ordp t2 < a1, vpc−i ≡ δ1t1+ t2mod ps(p ∤ v) implies ord(δ1t1+ t2) = a2 <

s and soe− i = a2, moreover,v ≡ δ1t1p−a2 + t2p−a2mod ps−a2. Hence
v ≡ t2p−a2mod pa1−a2 and the number of possiblev is at mostpe−a1 and
for eachv, δ1 satisfiesδ1 ≡ (v − t2p−a2)(t1p−a2)−1mod ps−a1 and so the
number of possibleδ1 is not larger thanpe−s+a1. Thus we have
∑

2

= pe+s+(a2−e)/2+e−s+a1+e−a1O(1) = O(1)p5e/2+a2/2 = O(1)p5e/2+s/2.

Finally in casea1 = ordp t1 < s, a2 = ordp t2 ≥ a1, δ1t1 + t2 ≡
0mod pa1 anda1 < s imply e− i ≥ a1, and fromδ1(t1p−a1) = vpe−i−a1 −
t2p−a1mod ps−a1, it follows that the number of possibleδ1 is at most
pe−(s−a1) for eachv. Hence we have

∑

2

= O(1)pe+s
∑

0≤i≤e−a1

p−i/2+i+e−s+a1
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= O(1)p2e+a1+
1
2 (e−a1)

= O(p5e/2+s/2).

Thus we have completed the proof of Proposition 1.5.14 and soof
Proposition 1.5.6.

Now it remains to prove Proposition 1.5.7.
Let T =

(
t1 t2/2

t2/2 t4

)
∈ Λ∗. SinceT[x] = t1x2

1 + t2x1x2 + t4x2
2, the sum

γ(T, n) =
∑

x∈S(n)
(T[x], n)1/2 is well-defined.

Lemma 1.5.18.For integers m, n with(m, n) = 1 we haveγ(T,mn) =
γ(T,m)γ(T, n).

Proof. For x = t(bd), y = t(b′d′) with (b, d) = (b′, d′) = 1 we take
z = t(ac) with (a, c) = 1 so thatz ≡ xmod m, z ≡ ymod n. It is111

easy to see that this induces a bijective mapping fromS(m) × S(n) to
S(m, n). �

Hence the left hand side is equal to
∑

S(mn)∋x
(T[x],m)1/2(T[x], n)1/2

=

∑

S(m)∋x
S(n)∋x

(T[z],m)1/2(T[z], n)1/2
(
z≡ x mod m
z≡ y mod n

)

= The right hand side.

Thus we have only to give the proof for the casen = pe wherep is
a prime number ande≥ 1. PutS′ = {(t(bd)|(b, d, p) = 1} and define the
equivalencet(bd) ≈ t(b′d′) by t(bd) ≡ n t(b′d′)mod pe for some integer
n; then we have

γ(T, pe) =
∑

S′/≈∋x
(T[x], pe)1/2,

sincex 7→ x induces a bijective mapping fromS(pe) to S′/ ≈. Since
V ∈M2(Z) with detV . 0mod p operates onS′/ ≈, we haveγ(T, pe) =∑
S′/=∋x

(T[Vx], pe)1/2.

Hence we may suppose, without loss of generality thatT has a
canonical form mod pe and more explicitly (i)T is the diagonal ma-
trix = [upa1, uvpa2] O ≤ a1 ≤ a2, p ∤ uv (ii) 2a

(
1 1/2

1/2 1

)
, a ≥ 0
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if p = 2 or (iii) 2a
(

0 1/2
1/2 0

)
a ≥ 0 if p = 2. Our aim is to prove 112

γ(T, pe) = O(pe(1+ǫ)(e(T), pe)1/2) wheree(T) = pa1, 2a, 2a according
to (i), (ii), (iii) respectively.

Lemma 1.5.19. (i)
∑

nmod pe

p∤n

(n2
+v, pe−a1)1/2

= O(pe) if p ∤ v,0 ≤ a1 <

e, and

(ii)
∑

nmod pe−1
(p2n2

+ vpa2−a1, pe−a1)1/2
= O(pe(1+ε)) for any ε > 0, if

p ∤ v, 0 ≤ a1 < a2 and e≥ 1.

Proof. First we prove (i). Ifp , 2 and

(
−v
p

)
= −1, then (i) is trivial

sincep ∤ (n2
+ v). Supposep , 2 and

(
−v
p

)
= 1. Take ap-adic integerg

so thatg2
+ v = 0. If n2

+ v ≡ 0mod p, thenn = ±g+mps with m∈ Z∗p,
s≥ 1 and son2

+ v = ps(±2gm+m2ps) is exactly divisible byps. Thus
we have

∑

nmod pe

p∤n

(n2
+ v, pe−a1)1/2

=

∑

nmod pe

p∤n,n2
+v≡0mod p

(n2
+ v, pe−a1)1/2

+

∑

nmod pe

p∤n,n2
+v.0(p)

1

≤2
∑

1≤s≤e

∑

mmod pe−s

p∤m

(ps, pe−a1)1/2
+ pe

= 2
∑

1≤s≤e−a1

ps/2ϕ(pe−s) + 2
∑

e−a1<s≤e

p(e−a1)/2ϕ(pe−s) + pe

whereϕ is the Euler function. �

The first partial sum is equal to 113

∑

1≤s≤e−a1−1

ps/2pe−s(1− p−1) + p(e−a1)/2ϕ(pa1)
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= pe− 1
2 (1− p−(e−a1−1)/2)(1+ p−

1
2 ) + p(e−a1)/2ϕ(pa1) = O(pe).

The second isp(e−a1)/2(ϕ(pa1−1) + · · · + ϕ(1)) = p(e+a1)/2−1
= O(pe).

Thus, in this case, we are through.
Supposep = 2 andv . 7mod 8; thenn2

+ V . 0mod 8 for oldn.
Hence we have

∑

nmod 2e
2∤n

(n2
+ v, 2e−a1)

1
2 ≤

∑
(4, 2e−a1)

1
2 = O(2e).

Lastly, we supposep = 2,v ≡ 7mod 8, and takeg ∈ Z∗2 so thatg2
+v = 0.

Since, forn = g+ 2rmwith r ≥ 1, 2 ∤ m, n2
+ v = 2r+1m(g+ 2r−1m), we

have
∑

nmod 2e
2∤n

(n2
+ v, 2e−a1)

1
2

=

∑

mmod 2e−1

2∤m

(22m(g+m), 2e−a1)
1
2 +

∑

2≤r≤e

∑

mmod 2e−r

2∤m

(2r+1, 2e−a1)
1
2

=

∑

nmod 2e−1

2|n

(22n, 2e−a1)
1
2 +

∑

2≤r≤e

2e−r−1(2r+1, 2e−a1)
1
2

=

∑

1≤r≤e−1

2e−2−r (22+r , 2e−a1)
1
2 +

∑

2≤r≤e

2e−r−1(2r+1, 2e−a1)
1
2

= 2e
∑

2≤r≤e

2−r (2r+1, 2e−a1)
1
2 = 2e

∑

2≤r≤e−a1−1

2
1
2 (1−r)

+ 2e
∑

e−a1≤r≤e

2−r+ 1
2 (e−a1)

= O(2e).

Thus (i) has been proved. Let us prove (ii). Ifa2 ≥ e, then we have114

∑

nmod pe−1

(p2n2
+ vpa2−a1, pe−a1)1/2

=

∑

nmod pe−1

(p2n2, pe−a1)1/2
=

∑

0≤r≤e−1

ϕ(pe−1−r )(p2+2r , pe−a1)1/2
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=

∑

0≤r≤(e−a1)/2−1

ϕ(pe−1−r )p1+r
+

∑

(e−a1)/2≤r≤e−1

ϕ(pe−1−r )p(e−a1)/2

= O(epe) = O(pe(1+ε)).

Supposea2 < e; then we have
∑

nmod pe−1

(p2n2
+ vpa2−a1, pe−a1)1/2

∑

0≤r<(a2−a1−2)/2

ϕ(pe−1−r )p1+r
+

∑

r=(a2−a1−2)/2
mmod pe−1−r

p∤m

p(a2−a1)/2(m2
+ v, pe−a2)1/2

+

∑

(a2−a1)/2≤r≤e−1

ϕ(pe−1−r )p(a2−a1)/2(n = mpr , p ∤ m)

= O(epe) + p(a2−a1)/2
∑

r=(a2−a1−2)/2
mmod pe−1−r

p∤m

(m2
+ v, pe−a2)1/2.

The last partial sum vanishes ifa2 . a1mod 2. Supposea2 ≡ a1mod 2
and putE := e−1− r, A1 = 0. ThenE = e− (a2−a1)/2 > (a2+a1)/2 >
0 = A1 andE ≥ e− a2. Hence the last partial sum is not larger than 115

p(a2−a1)/2
∑

mmod pE

p∤m

(m2
+ v, pE)

1
2

= p(a2−a1)/2O(pE), (by (i)) = O(pe).

Thus we have completed the proof of Lemma 1.5.19.
To proveγ(T, pe) = O(pe(1+ε)(e(T), pe)

1
2 ), note thatt(n, 1)(nmod pe),

t(m, pt) (p ∤ m,mmod pe−t, 1 ≤ t ≤ e) give a complete set of repre-
sentatives ofS′/ ≈. SupposeT to be in diagonal form [upa1 , uvpa2],
0 ≤ a1 ≤ a2, p ∤ uv; then

γ(T, pe) =
∑

nmod pe
(n2upa1 + uvpa2 , pe)

1
2

+

∑

1≤t≤e

∑

mmod pe−t

p∤m

(m2upa1 + uvpa2+2t, pe)
1
2 .



96 1. Fourier Coefficients of Siegel Modular Forms

We want to show thatγ(T, pe) = O(pe(1+ε)+min(a1,e)/2).
If a1 ≥ e, then

γ(T, pe) = pe/2{pe
+ ϕ(pe−1) + · · · + ϕ(1)}

= pe/2{pe
+ pe−1} = O(p3e/2).

In casea1 < e, we have

γ(T, pe) = p
1
2a1

∑

nmod pe

p∤n

(n2
+ vpa2−a1, pe−a1)

1
2+

+ p
1
2a1

∑

nmod pe−1

(p2n2
+ vpa2−a1, pe−a1)

1
2+

+ p
1
2a1

∑

1≤t≤e

∑

mmod pe−t

p∤m

(m2
+ vpa2−a1+2t, pe−a1)

1
2

Hence ifa1 = a2 < e, then116

γ(T,Pe) = pa1/2O(pe) + p
1
2a1+e−1

+ pa1/2
∑

1≤t≤e

ϕ(pe−t) = O(pa1/2+e).

If a1 < eanda1 < a2, then

γ(T,Pe) = pa1/2ϕ(pe) + pa1/2O(pe(1+ε)) + pa1/2
∑

1≤t≤e

ϕ(pe−t)

= O(pe(1+ε)+a1/2).

SupposeT = 2a
(

1 1
2

1
2 1

)
, a ≥ 0 andp = 2. Since

T

(
x1

x2

)
= 2a(x2

1 + x1x2 + x2
2), ordT[x] = 2a if ( x1, x2, 2) = 1.

Hence

γ(T, 2e) =
∑

x∈S′/≈
(2a, 2e)

1
2 = (2e

+ 2e−1)2|(a,e)/2
= O(2e+min(a,e)/2).
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SupposeT = 2a
(

0 1
2

1
2 0

)
; then

γ(T, 2e) =
∑

nmod 2e
(2an, 2e)

1
2 +

∑

1≤t≤e

∑

mmod 2e−t

2∤m

(2a+tm, 2e)
1
2

=

∑

0≤t≤e

ϕ(2e−t)(2a+t, 2e)
1
2 +

∑

1≤t≤e

ϕ(2e−t)(2a+t , 2e)
1
2

= 2e−1+min(a,e)/2
+ 2

∑

1≤t≤e−1

2e−t−1+min(a+t,e)/2
+ 2e/2

≤ 2e+min(a,e)/2
+ 2(e− 1)2e+min(a,e)/2

= O(2e(1+ǫ)+min(a,e)/2)

sincee− t − 1+min(a+ t, e)/2 ≤ e+min(a, e)/2.

1.6 Estimation of Fourier Coefficients of Modular
Forms

Let {n, k, s} denote the space of modular forms of degreen, weightk and 117

level s. In this section, we first obtain a Representation Theorem for
{n, k, s} with evenk ≥ 2n+ 2 in terms of the Eisenstein seriesEk

n, j(Z; f )
in the sense of Klingen [13] arising as ‘lifts’ of cusp formsf in { j, k, s}
for j ≤ n. Then we shall derive an estimate for the Fourier coefficients
of modular forms in{n, k, s} for even (integral)k ≥ 2n + 2, following
Kitaoka [10]. We first prove a few preparatory lemmas for the Repre-
sentation Theorem, following H. Braun [3] and Christian [6].

Lemma 1.6.1. For any R∈ Sp(n,Q), there exist an upper triangular Q
in GL(n,Q) and an(n, n) rational symmetric S such that M= R

( tQ tQS
0 Q−1

)

is in Γn.

Proof. Let R =
(

A B
C D

)
with (n, n) matricesA, B, C, D. For some

d , 0 inZ, (−dtC, dtA) is an integral symmetric pair and further (−tCtA)
has rankn. Hence, for someU in GL(2n,Z), (−dtCdtA)U = (G 0)
with (n, n) invertible integralG. Clearly thenC′ := −dG−1tC, D′ :=
dG−1tA form a coprime symmetric pair and constitute therefore the last
n rows of N = (M′)−1 for some M′ in Γn, so that we haveNR =
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( ∗ ∗
dG−1(−tCA+tAC) ∗

)
=

( ∗ ∗
0 Q1

)
with Q1 in GL(n,Q). By easy induction,

there existsV in GL(n,Z) with Q := VQ1 in upper triangular form. The
lemma is now immediate withM = M′

(
tV 0
0 V−1

)
. �

Let us fix, in the sequel,M1, . . . ,Mt in Γn so thatΓn =
∐

1≤i≤t
Γn(s)Mi.

Then, by Lemma 1, anyR ∈ Sp(n,Q) can be written in the form118

N′Mi

( tQ tQS
0 Q−1

)
for some N′ in Γn(s) and Mi with Q, S as in

Lemma 1.6.1. Forf in {n, k, s}, we have therefore

( f |kR)(Z) = ((( f |kN′)|kMi

(
tQ tQS
0 Q−1

))
(Z)

= ( f |kMi)(
tQ(Z + S)Q) (detQ)k.

Now, for any j with 1 ≤ j ≤ n andZ1 ∈ Gn− j , the jth-iterateΦ j of
the Siegel operator on anyf : Gn → C is defined by

(Φ j f )(Z1) = lim
λ→∞

f

((
Z1(n− j) 0

0 iλE j

))
;

it is known that forf in {n, k, s},Φ j f exists and is in{n− j, k, ∗}.

Definition. We call f in{n, k, s} a j-cusp form, if Φ j( f |kR) = 0 for every
R in Sp(n,Q). For j = 1, we call f just acusp form.

Lemma 1.6.2. Any f in {n, k, s} is a j-cusp form if any only if
Φ

j( f |kMi) = 0 for 1 ≤ i ≤ t.

Proof. To prove the lemma, it is enough to show thatf is a j-cusp form
if Φ j( f |kM) = 0 for everyM in Γn (or equivalently ifΦ j( f |kMi) = 0 for
1 ≤ i ≤ t). The limit asλ tends to∞ in the definition ofΦ j( f |kMi)(Z1)
can be applied termwise to the Fourier expansion

( f |kMi)

(
Z1 0
0 iλE j

)
=

∑

T=

(
T(n− j)

1 T2

∗ T3

)
≥0

a(T; f ; Mi )e
2πi tr(T

(
Z1 0
0 iλE j

)
)/s

and hence

Φ
j( f |kMi)(Z1) =

∑

T(n− j)
1 ≥0

a(
(

T1 0
0 0

)
; f ; Mi)e

2πi tr((T1Z1))/s
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The assumptionΦ j( f |kMi) = 0 for 1 ≤ i ≤ t is equivalent then to119

a(
(

T1 0
0 0

)
; f ; Mi) = 0 for all T1 ≥ 0 and 1≤ i ≤ t. On the other hand, we

know from Lemma 1.6.1 that forR in Sp(n;Q),

Φ
j( f |kR)(Z1) = Φ j( f |Mi

(
tQ tQS
0 Q−1

)
)(Z1)

for suitableMi andQ, S as above

= lim
λ→∞

( f |Mi)(
tQ(

(
Z1 0
0 iλE j

)
+ S)Q)

=

∑
a(T; f ; Mi )e

2πi
s (tr(T1Z1[Q1]+tr(T3Z1[Q2])+2 tr(T2

tQ2Z1Q1)))×

T =

(
T(n− j)

1 T2

∗ T3

)
≥ 0× e

2πi
s tr(TS′) lim

λ→∞
e
−2πλ

s tr(T3[tQ3]),

writing Q =

[
Q(n− j)

1 Q2

0 Q3

)
and S′ = tQS Q. Now since detQ3 , 0,

tr(Q3T3
tQ3) , 0 unlessT3 = 0 and therefore for everyT with T3 = 0

and therefore for everyT with T3 , 0, the limit of the corresponding
term asλ tends to∞, is zero. IfT3 = 0, thenT2 = 0 as well, in view
of “T ≥ 0”. Thus in the limit asλ tends to∞, at most the terms corre-

sponding toT =
(

T(n− j)
1 0
0 0

)
can survive. Our assumption “Φ j( f |kMi) = 0”

above implies a (T; f ; Mi ) = 0 for these latter type ofT are 0, leading to
Φ

j( f |kR) = 0 for everyR in Sp(n,Q) and also proving the lemma. �

For 0 < j ≤ n, let ∆n,n− j(s) = {M ∈ Γn(s)| the entries of the first
2n− j columns of the lastj rows of M are 0}.

Then

∆n,n− j (s) =


M =



A 0 B ∗
∗ Q−1 ∗ ∗
C 0 D ∗
0 0 0 Q


∈ Γn(s)



and is indeed a subgroup ofΓn(s); any M in ∆n,n− j (s), Q ≡ E j(mod s)
in GL( j,Z) and furtherM :=

(
A B
C D

)
is in Γn− j(s). The mappingM 7→ M 120
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is a homomorphism of∆n,n− j ontoΓn− j(s), with kernel





En− j 0 0 ∗
∗ E j ∗ ∗

En− j ∗
0 0 E j


∈ ∆n,n− j (s)



We denote∆n,n− j(1) simply as∆n,n− j .

Definition. For N1, N2 in Γn, we say N1 ˜j, s N2 if, for some M inΓn(s),
we have N= N−1

1 MN2 ∈ ∆n,n− j .

Lemma 1.6.3.For N1, N2 in Γn with N1 ˜j, sN2 and f in{n, k, s}, we have
Φ

j( f |N1) = 0⇐⇒ Φ j( f |N2) = 0 for 0 ≤ j ≤ n.

Proof. Writing Z =
(

Z1 Z2
tZ2 Z3

)
with Z1 ∈ Gn− j , we have, forj < n, N <

Z >=
(

N<Z1> ∗
∗ ∗

)
and detN{Z} = detN{Z1} detQ for someQ in GL( j,Z).

ThusΦ j( f |N2) = Φ j( f |MN2) = Φ j( f |N1N) = (detQ)k(Φ j( f |N1))|N, for
0 ≤ j < n. �

The lemma follows on noting that forj = n,Φn( f |Ni) = the constant
term in the Fourier expansion off |Ni and|a(0,N1)| = |a(0,N2)|.

For T ≥ 0, let121

Γn(s; T) =

{(
tU ∗
0 U−1

)
∈ Γn(S)|T[tU] = T

}
.

Then, for even (integral)k > n + 1 + rankT, we define the Poincaré
seriesgk andpk by

gk(Z,T; Γn(s)) :=
∑

M∈Γn(s,T)\Γn(s)

e
2πi
s tr(T M<Z>)(detM{Z})−k,

pk(Z,T; N; Γn(s)) :=
∑

N−1M∈Γn(s,T)\N−1Γn(s)

e
2πi
s tr(TN−1M<Z>)(detN−1M{Z})−k

for N in Γn. These series converge absolutely, uniformly on compact
subsets ofGn and belong to{n, k, s} for k > n + 1 + rank(T). For
T = 0, they are just Eisenstein series. Clearlypk(Z,T; E2 j;Γn(s)) =
gk(Z,T;Γn(s)).



1.6. Estimation of Fourier Coefficients of Modular Forms 101

Lemma 1.6.4. For k > n+ 1+ rankT and N inΓn, we have

pk(Z,T; N;Γn(s)) = gk(Z,T;Γn(s))|N−1.

Proof. SupposeM′ runs over a complete set of representatives of the
right cosets ofΓn(s) moduloΓn(s∗,T). ThenM : NM′N−1 is in Γn(s)
andM′N−1

= N−1M. FurtherM′N−1 runs over a complete set of rep-
resentatives of elements inN−1

Γn(s) such that, forno two such distinct
elements, sayN−1M1, N−1M2 we haveN−1M1 ∈ Γn(s,T)N−1M2; oth-
erwise, we will have forM′1 , M′2 with M′i N

−1 := N−1Mi, i = 1, 2,
M′1 ∈ Γn(s,T)M′2, a contradiction. �

Now 122

gk(Z,T;Γn(s)|N−1
=

∑

M′∈Γn(s,T)\Γn(s)

e
2πi
s tr(T M′<N−1<Z>>)

detM′{N−1 < Z >}−k detN−1{Z}−k

=

∑

M′
e

2πi
s tr(T(M′N−1)<Z>)(det(M′N−1){Z})−k

=

∑

N−1M∈Γn(s,T)\N−1Γn(s)

e
2πi
s tr(T(N−1M)<Z>)

(det(N−1M){Z})−k

= pk(Z,T; N;Γn(s))

Lemma 1.6.5. For T =
(

T(n− j)
0 0
0 0

)
with T(n− j)

0 > 0 and Z =
(

Z(n− j)
0 ∗
∗ ∗

)
∈

Gn we haveΦ j(gk(Z,T;Γn(s)) = ∗gk(Z0,T0;Γn− j(s)) if 0 < j < n and
Φ

n(gk(Z, 0;Γn(s)) = 1.

Proof. The involved limit withZ =
(

Z0 0
0 iλEg

)
(asλ → ∞) in Φ j can be

applied termwise to the series defininggk, namely to each term

e
2πi
s tr(T M<Z>)(detM{Z})−k

= e
2πi
s tr(T0(M<Z>)0)(detM{Z})−k

where (M < Z >)0 denote the top (leftmost) (n− j, n− j) submatrix of
M < Z >. Let

(
C1 C2 D1 D2
C3 C4 D3 D4

)
with (n− j, n− j) submatricesC1, D1 be the
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matrix formed by the lastn rows ofM(in Γn(s)) andY0 = Im(Z0). As in
Klingen (Math. Zeit. 102 (1967), p.35), we have 123

abs(detM{Z})−2
= det(Im((M < Z >)0)/(detY0P(λ) where P(λ) :=

det(λY−1
0 [[Zt

0C3 +
tD3]] + E j[[ iλ

tC4 +
tD4]])

with tS̄ RSabbreviated asR[[S]]; we are using here the relations

(
(YM)0 YM,2

∗ YM,3

)−1

{=
(
∗ ∗
∗ (YM,3 − (YM)−1

0 [YM,2])−1

)
}

= (Im(M < Z >))−1
= (Im(Z))−1[[ t(CZ+ D)]] =

=

(
Y−1

0 0
0 1

λE j

)
[[

(
∗ t(C3Z0 + D3)
∗ t(iλC4 + D4)

)
]] ,

and

(abs(det((CZ+ D)2)/((detY0)λ j)

= 1/det(Im(M < Z >)) = 1/((det(YM)0)(det(YM,3 − (YN)−1
0 [YM,2])))

= (1/det(Im((M < Z >)0))(det(Y−1
0 [[ t(C3Z0 + D0))]

+
1
λ

E j [[
t(iλC4 + D4)]])

Now
∣∣∣∣e

2πi
s tr(T0(M<Z>)0) det(Im((M < Z >)0))k/2

∣∣∣∣ ≤
∏

1≤ℓ≤n− j

(λk/2
ℓ

e−cλℓ )

wherec = c(T0) > 0 andλ1, . . . , λn− j are the eigenvalues of Im((M <

Z >)0); hence it is bounded for allM, uniformly asλ goes to infinity.
We can now conclude from above that, for fixedZ0,

lim
λ→∞

e
2πi
s tr(T M<Z>)(detM{Z})−k

= 0,

unlessP(λ) is a constant. Next we determine, for whatM, P(λ) can
turn out to be a constant. The relation above connectingP(λ) and abs
(detM{Z})−2 shows thatP(λ) > 0 while each ofλY−1

0 [[Z0
tC3+

tD3]] and
E j [[ iλtC4 +

tD4]] is non-negative definite. Hence, for allλ,124
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det(λ2C4
tC4 + Dt

4D4) = det(E j [[ iλ
tC4 +

tD4]])

≤ det(λY−1
0 [[Zt

0C3 +
tD3]] + E j [[ iλ

tC4 +
tD4]]) .

If P(λ) were constant, both sides have the constant value detD4
tD4 and

henceC4 = 0; alsoY−1
0 [[Z0

tC3 +
tD3]] is necessarily 0, implying that

C3 = D3 = 0. Finally, thereforeM ∈ ∆n,n− j(s), under the assumption

thatP(λ) is a constant. Thus, forj < n, lim
λ→∞

e
2πi
s tr(T M<Z>) detM{Z}−k

=

0 unlessM is in∆n,n− j(s); in that case, the limit is, in fact,e
2πi
s tr(T0M<Z0>)

detM{Z0}−k, since detM{Z}−k
= detDk

4 det(C1Z0+D1)−k
= detM{Z0}−k

ande
2πi
s tr(T M<Z>)

= e
2πi
s tr(T0(M<Z>)0)

= e
2πi
s tr(T0M<Z0>). To complete the

proof for j < n, we need only observe that to any coset

Γn(s,
(

T0 0
0 0

) 
A1 0 B1 ∗
∗ U ∗ ∗

C1 0 D1 ∗
0 0 0 tU−1

 ,

if we make correspond the cosetΓn− j(s,T0)
(

A1 B1
C1 D1

)
, this mapping is

clearly well-defined and surjective onΓn− j(s,T0)\Γn− j(s); it is also eas-
ily checked to be injective, since



A1 0 B1 ∗
∗ U1 ∗ ∗

C1 0 D1 ∗
0 0 0 tU−1

1





A1 0 B1 ∗
∗ U2 ∗ ∗

C1 0 D1 ∗
0 0 0 tU−1

2



−1

=



En− j 0 0 ∗
∗ U1U−1

2 ∗ ∗
En− j ∗

0 tU−1
1

tU2


∈ Γn(s,

(
T0 0
0 0

)
).

Thus

Φ
j(gk(Z,

(
T0 0
0 0

)
;Γn(s))Γn(s)) = gk(Z0,T0, Γn− j(s)), for j < n.

�

The proof for the casej = n is immediate on puttingZ = iλEn in the 125

Fourier expansion of the Eisenstein seriesgk(Z, 0;Γn(s)) the only term
surviving in the limit is the constant term 1.
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Lemma 1.6.6. For N1, N2 in Γn with N1 ∤
j,s

N2 and j < n, we have

Φ
j(pk(Z,

(
T(n− j)

0 0
0 0

)
, N1, Γn(s))|N2)) = 0.

Proof. IndeedΦ j(pk(Z,
(

Tn− j
0 0
0 0

)
, N1, Γn(s)|N2) =

Limλ→∞ gk(

(
Z0 0
0 iλE j

)
,T, Γn(s))|N−1

1 N2) (with T =

(
T(n− j)

0 0
0 0

)
).

=

∑

M′∈Γn(s,T)\Γn(s)

Limλ→∞ e

2πi
es tr(T(M′N−1

1 N2)<


Z0 0
0 iλE j

>)

(det(M′N−1
1 N2){

(
Z0 0
0 iλE j

)
})−k

= 0,

since, for noM′ in Γn(s), M′N−1
1 N2 = N−1

1 · (N1M′N−1
1 )N2 ∈ ∆n,n− j , by

the hypothesisN1 /
j,s

N2 and so the limit of every term is 0, by the same

arguments as in the proof of Lemma 1.6.5. �

We now recall the structure of the finite dimensional spaceγ of cusp
forms in (n, k, s). As we know, givenf , g in {n, k, s} at least one of which126

is a cusp from, the scalar product (f , g) is defined by

1
v

∫

Tn(s)\Gn

f (Z)g(Z)
dXdY

(detY)n+1−k

with the customary (invariant) volume elementdv= (detY)−(n+1)dX dY.
Corresponding toZ = X + iY in Gn and v :=

∫

Γn(s)\Gn

dv < ∞. If

f (Z) =
∑

T>0
a(T)e

2πi
s tr(TZ) is a cusp form in{n, k, s}, the scalar product

( f (Z), gk(Z,S;Γn(s)) is, upto a constant factor, equal to (detS)
n+1

2 −ka(S)
for S > 0 and 0 if detS = 0. If I denotes the subspace ofγ gen-
erated bygk(Z,T;Γn(s)) for semi-integralT(n) > 0. Then, using the
(non-degenerate) scalar product ( , ) inγ, there exists an orthogonal
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complementn for I in γ i.e. γ = I ⊕ n. We claim thatn = {0}; in
fact, any f in n is orthogonal togk(Z,S;Γn(s)) for every semi integral
S > 0 and hence the Fourier expansion off has all coefficients equal to
0 i.e. f = 0.

Lemma 1.6.7.Suppose that, for f∈ {n, k, s},Φ j( f |R) is a cusp form for
R inΓn, whenever j< n. Then there exists

ϕR, j(Z) = ϕR, j(Z; f ) :=
∑

ν

Cνpk(Z;

(
TR,ν 0
0 0

)
; R;Γn(s))

such thatΦ j(( f − ϕR, j)|R) = 0, for every R inΓn.

Proof. First, let j < n. SinceΦ j( f |R) is a cusp form, there exist, by127

the above remarks, finitely manyT(n− j)
R,ν > 0 and constantscν = cν(R; f )

such that

(Φ j( f |R))(Z0) =
∑

ν

cνgk(Z0; TR,ν;Γn− j(s)) (Z0 ∈ Gn− j )

=

∑

ν

cνΦ
j(gk(Z;

(
TR,ν 0

0 0

)
;Γn(s))), by Lemma 5

=

∑

ν

cνΦ
j(pk(Z;

(
TR,ν 0
0 0

)
; R;Γn(s))|R), by Lemma 4

which proves the lemma forj < n. For j = n, we need only to take
ϕR,n(Z) = a(0,R)pk(Z, 0;R;Γn(s)), since

Φ
n( f |R) = Φn(

∑
a(T,R)e

2πi
s tr(TZ)) = a(0,R) and

Φ
n(pk(Z, 0;R;Γn(s))|R) = Φn(gk(Z, 0;Γn(s)) = 1. �

From Lemma 1.6.2, we know thatΦ j ( f |R) = 0 for every R in
Sp(n,Q), if alreadyΦ j( f |Mi) = 0 for finitely manyM1, . . . ,Mt in Γn.
From theseMi, we pick a maximal set of representatives, sayM′1, . . . ,
M′uj

which are mutually ˜j, s-inequivalent. Let nowf satisfy the condi-
tions stated in Lemma 1.6.7. For fixedj, let us consider

ψ j(Z) :=
∑

1≤ℓ≤uj

ϕM′
ℓ
, j(Z) =

∑

1≤ℓ≤uj

∑

γ

cℓ,νpk(Z;

(
TM′ℓ ,ν

0
0 0

)
; M′ℓ;Γn(s))
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with the same notation as in Lemma 1.6.7. Now anyMi(1 ≤ i ≤ t) is
∼
j,s

M′m for somem with 1 ≤ m≤ u j ; we have then,128

Φ
j(( f − ψ j)|Mi) = Φ

j( f |Mi − ϕM′m, j |Mi) = Φ
j(( f − ϕM′m, j)|Mi) = 0,

in view of Lemmas 1.6.6, 1.6.7 and 1.6.3, giving us

Lemma 1.6.8.For ϕ in {n, k, s}, suppose that, whenever j< n,Φ j(ϕ|M)
is a cusp form, for every M inΓn. Then there existsψ j in {n, k, s}n− j :=

{linear-combinations of pk(Z;
(

T(n− j)
0 0
0 0

)
, M, Γn(s))} such thatΦ j((ϕ −

ψ j)|M) = 0 for every M inΓn and1 ≤ j ≤ n.

Finally we state and prove the following Representation Theorem
for modular forms.

Theorem 1.6.9. For even integral k> 2n + 1, every f in{n, k, s} is
a finite linear combination of the Poincaré series pk(Z,T,N, Γn(s)) for
semi-integral T≥ 0 and N inΓn.

Proof. First we need to formulate an inductive statement, following H.
Braun. Let 2≤ j ≤ n andR=

(
A B
C D

)
∈ Γn− j+1 with (n− j + 1, n− j + 1)

submatricesA, B, C, D. Then

R′ :=



A 0 B 0
0 E j−1 0 0
C 0 D 0
0 0 0 E j−1



is inΓn and further for anyf ′ in {n, k, s} Φ j( f ′|MR′) = Φ(Φ j−1( f ′|MR′))
for anyM in Γn and from the special form ofR′, we haveΦ j−1( f |MR′) =129

(Φ j−1( f ′|M))|R. Thus we have, for anyM in Γn andR in Γn− j+1,

Φ
j( f ′|MR′) = Φ((Φ j−1( f ′|M))|R). (∗)

Now, from Lemma 1.6.7, there existsψn in {n, k, s} such that

Φ
n(( f − ψn)|M) = 0 for every M in Γn.
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Assume now that, for any fixedj with 1 ≤ j ≤ n and for the given
f denoted asf0, we have already constructedfn− j in {n, k, s} so that
Φ

j( fn− j |M)) is a cusp form for everyM in Γn. Then by Lemma 1.6.8,
there existsψ j (corresponding toϕ = fn− j) such that

Φ
j(( fn− j − ψ j)|M) = 0 for every M in Γn, (∗∗) j

whereψ j ∈ {n, k, s}n− j , is a linear combination of the Poincaré series

pk(Z;

(
T(n− j) 0

0 0

)
; M′;Γn(s)).

Note that for j = n, aψn with Φn(( f0 − ψn)|M) = 0 for everyM in Γn

already exists. From (∗∗) j and (∗), we obtain

Φ((Φ j−1)(( fn− j − ψ j)|M))|R) = 0 for every M in

Γn and every R in Γn− j+1

whenever 2≤ j ≤ n. If we set fn− j+1 = fn− j − ψ j, the last relation
means that, for everyM in Γn,Φ j−1( fn− j+1|M) is a cusp form. Applying
Lemma 1.6.8 tofn− j+1 in place of f and j−1 in place ofj (for which we 130

had the condition 2≤ j ≤ n), there existsψ j−1 in {n, k, s}n− j+1 as defined
above, such thatΦ j−1(( fn− j+1 − Ψ j−1)|M) = 0 for everyM in Γn, which
is just (∗∗) j−1. Thus the inductive argument is complete, giving us the
validity of (∗∗)1, i.e.

0 = Φ(( fn−1 − Ψ1)|M) = Φ(( f −
∑

1≤ℓ≤n

ψℓ)|M) for every M in Γn.

In other words,f − ∑
1≤ℓ≤n

ψℓ is a cusp form. Since the space of cusp

forms is generated bypk(Z; T(n); E2n;Γn(s)) with semi-integralT > 0,
the proof of the theorem is complete. �

Let us now identify the Poincaré seriesgk in terms of “lifts” (i.e.
Eisenstein seriesE(Z; f ), in the sense of Klingen, arising) from cusp
forms f of degree≤ n. Let f be a cusp form in{r, k, s}. Then for every
k > n+ r + 1, we define, after Klingen,

Ek
n,r(Z; f ) :=

∑

M∈∆n,r (s)\Γn(s)

f ((M < Z >)∗)(detM{Z})−k
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where, for any (n, n) matrix A, we denote its top(leftmost) (r, r) sub-
matrix by A∗. The series is well-defined, since forM, N in Γn(s) with
M in ∆n,r (s)N, we can easily verify thatf (M < Z >∗)(detM{Z})−k

=

f (N < Z >∗)(detN{Z})−k; further it represents an element of{n, k, s}. If

T(n)
=

(
T(r)

0 0
0 0

)
with T0 > 0, then we know already that the correspon-131

dence

Γn(s,T)M = Γn(s,T)



A(r)
0 0 B(r)

0 ∗
∗ U ∗ ∗

C(r)
0 0 D(r)

0 ∗
0 0 0 tU−1


7→ Γr(s,T0)

(
Λ0 B0

C0 D0

)

= Γr(s,T0)M

from the coset spaceΓn(s,T)\∆n,r (s) to the coset spaceΓr(s,T0)\Γr(s)
is a bijection. From the coset decompositionsΓn(s) =

∐
Mℓ

∆n,r (s)Mℓ,

∆n,r (s) =
∐
Nj

Γn(s,T)N j , we getΓn(s) =
∐

Mℓ ,Nj

Γn(s,T)N j Mℓ.

Now

e
2πi
s tr(T(Nj Mℓ)<Z>)

= e
2πi
s tr(T0((Nj Mℓ)<Z>)∗)

=

= e
2πi
s tr(T0(Nj<Mℓ<Z>>)∗)

= e
2πi
s tr(T0Nj<(Mℓ<Z>)∗>)

with N j in Γr(s) corresponding toN j in ∆n,r(s) in the sense explained
already. Moreover,

(det(N j Mℓ){Z})−k
= (detN j{Mℓ < Z >})−k × (detMℓ{Z})−k

= (detN j{(Mℓ < Z >)∗})−k(detMℓ{Z})−k.

Now we have132

gk(Z,T; Γn(s)) =
∑

M∈Γn(s,T)\Γn(s)

e
2πi
s tr(T M<Z>)(detM{Z})−k

=

∑

Mℓ∈∆n,r (s)\Γn(s)
N j∈Γn(s,T)\∆n,r (s)

e
2πi
s tr(T(N j Mℓ)<Z>)(det(N j Mℓ){Z})−k

=

∑

Mℓ

(detMℓ{Z})−k
∑

N j

e
2πi
s tr(T0N j<(Mℓ<Z>)∗>)
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(detN j{(Mℓ < Z >)∗})−k

=

∑

Mℓ∈∆n,r (s)\Γn(s)

(detMℓ{Z})−k
∑

N j∈Γr (s,T0)\Γr (s)

e
2πi
s tr(T0N j<(Mℓ<Z>)∗>)

(detN j{(Mℓ < Z >)∗})−k

= Ek
n,r(Z; gk(∗,T0; Γr (s))).

We may reformulate the theorem above as the following assertion: for
even integralk > 2n+ 1, the space{n, k, s} is generated byEk

n,r(Z; g)|M
asg varies over cusp forms of degreer(≤ n) andM overΓn.

Using the above Representation Theorem for{n, k, s} in terms of the
Eisenstein seriesEk

n, j(Z; f ) constructed from cusp formsf in { j, k, s}
and the estimate for Fourier coefficients of cusp forms (analogous to
Theorem 1.1.1), we proceed now to derive an estimate for the Fourier
coefficients of modular forms in{n, k, s} for even integralk ≥ 2n+ 2. To
this end, we shall prove, following Kitaoka [10], a series oflemmas and
propositions.

We decompose anyM in Γn asM =
(

AM BM
CM DM

)
with (n, n) submatrices 133

AM, BM, CM, DM. For any (p, q) matrix F and anyswith 1 ≤ s≤ p, we
denote the (s, q) matrix formed from the lasts rows ofF by λs(F). For
0 ≤ r ≤ n, {M ∈ Γn| the firstn+ r columns ofλn−r (M) are 0} is just the
group∆n,r (1) introduced earlier. Indeed, for any suchM,

AM =

(
A1 A2

A3 A4

)
, BM =

(
B1 B2

B3 B4

)
,CM =

(
C1 C2

0 0

)
,DM =

(
D1 D2

0 D4

)

with A1, B1, C1, D1 of size (r, r) and furtherD4 is in GLn−r(Z), A4
tD4 =

En−r , A2
tD4 = 0,C2

tD4 = 0, and thereforeA2 = 0, C2 = 0, A =
(

A1 0
A3 A4

)
.

Moreover,∆n,r (s) = ∆n,r ∩ Γn(s). If we write M1 =
(

A1 B1
C1 D1

)
for any

(such)M in ∆n,r , thenM1 is in Γr . If Z1 is the leading (r, r) submatrix
of Z in Gn, then it is easy to see thatM1 < Z1 > is the leading (r, r)
submatrix ofM < Z > and further detM{Z} = (detM1{Z1}). detD4,
whereN{Z} := CNZ + DN for anyN in Γn.

Lemma 1.6.10.For M, N inΓn, ∆n,r M = ∆n,r N if and only ifλn−r (M) ∈
GLn−r(Z)λn−r (N).
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Proof. From the form of the elements of∆n,r , clearly∆n,r M = ∆n,r N 134

implies thatλn−r (M) = Vλn−r(N) for someV in GLn−r(Z). On the other
hand, ifλn−r (M) ∈ GLn−r (Z)λn−r (N), we may already suppose, with-
out loss of generality, thatλn−r (M) = λn−r (N) after replacingM by(

tU−1 0
0 U

)
M for U =

(
Er 0
0 V

)
with a suitableV in GLn−r (Z). But then we

have evidentlyλn−r (MN−1) = (0(n−r,n+r)En−r ) and we are through. �

Lemma 1.6.11.For any M inΓn with rank (λs(CM)) < s= n− r(< n),
there exists N in∆n,n−1 such that∆n,r M ∋ N

(
U 0
0 tU−1

)
for some U in

GLn(Z).

Proof. From the hypothesis, there existV in GLs(Z) andW in GLn(Z)

such thatλ1(Vλs(CM)W) = 0. Then, forK :=
( ∗ 0

Er 0
0 0 V

)
M

(
W 0
0 tW−1

)
,

we haveλ1(CK) = 0 and hence the elements ofλ1(DK) are relatively
prime. It is clear thatDK =

( ∗
0...01

)
F for someF in GLn(Z). If we set

N = K
( tF 0

0 F−1

)
, thenλ1(N) = (0 . . . 01) and consequentlyN is in∆n,n−1.

The lemma follows on takingU =WtF. �

Let f be a cusp form in{r, k, ℓ} for fixed r ≤ n− 1 and even integral135

k ≥ n+ r + 2. Let us denote, in the sequel, the leading (r, r) submatrix
P1 of P(n,n)

=

(
P1 P2
P3 P4

)
, by P∗. For anyM in Γn, let us abbreviatef ((M <

Z >)∗) (det(CMZ + DM))−k as (f |M)(Z). For any givenR in Γn, we split
the (absolutely convergent) Eisenstein seriesEk

n,r(Z; f )|R as the sum of
two subseries

∑
i
=

∑
N

( f ||N)(Z), i = 1, 2 whereN runs over a complete

set of elementsN1, N2, . . . in Γn(ℓ)R such thatNi < ∆n,r (ℓ)N j for i , j
and the rank ofλn−r (CN) is n−r for N occurring in

∑
1

and< n−r for N in
∑
2

. NowCM = CN for M := N
(

En ℓS
0 En

)
and any integral symmetricS(n,n).

Thus the subseries
∑
i

represent functions invariant under all translations

Z→ Z+ℓS and admit Fourier expansions
∑

T≥0 ai(T) exp(2πi tr(TZ)/ℓ).
Lemmas 1.6.10, 1.6.11 lead to the following

Proposition 1.6.12.For a cusp form f in{r, k, ℓ} as above and R inΓn,
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all the Fourier coefficients a2(T) for T > 0 of
∑

2

=

∑

N∈∆n,r (ℓ)\Γn(ℓ)R
rank(λn−r (CN))<n−r

( f ||N)(Z)

vanish.

Proof. By Lemma 1.6.11, there existK in ∆n,r , M in ∆n,n−1 andU in
GLn(Z) such thatN = KM

(
U 0
0 tU−1

)
. Let K∗ :=

(
A1 B1
C1 D1

)
in Γr formed

from the leading (r, r) submatrices ofAK, BK, CK, DK =
( ∗ ∗

0 D4

)
. It is

easy to verify that 136

detN{Z} = (det(KM){UZtU})/(detU)

= (det((CKAM + DKCM)UZtU +CKBM + DKDM)) detU

= det(CK M < UZtU > +DK) det(CMUZtU + DM) detU

= det(C1M < UZtU >)∗ + D1) detD4 · det(M{UZtU}) detU

= det(K∗{(M < UZtU >)∗} det(M{UZtU}) detD4 · detU

and moreover,

(N < Z >)∗ = ((KM) < UZtU >)∗ = (K < MUZtU >>)∗

= K∗(M < UZtU >)∗ > .

On the other hand, there exist constantsα1, . . . , αm (depending onf and
K) such that

f (K∗ < W >)(detK∗{W})−k
=

∑

1≤ j≤m

α j f j(W) for W ∈ Gr

where f1, . . . , fm form a basis of the space of cusp forms in{r, k, ℓ}.
Hence (f ||N)(Z) = f (K∗ < (M < UZtU >)∗ >)(detK∗{(M < UZtU >

)∗})−k(detM{UZtU})−k
=

∑
j
α j f j((M < UZtU >)∗)(detM{UZtU})−k

=

∑
j
α j( f j ||M)(UZtU). DecomposingZ = X + iY in Gn as

(
Z1 Z2
tZ2 Z3

)
with Z1

in Gn−1 and writing

AM =

(
A′1 0
A′3 a4

)
, BM =

(
B′1 B′2
B′3 b4

)
,CM =

(
C′1 0
0 0

)
,DM =

(
D′1 D′2
0 d4

)
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with A′1, B′1, C′1, D′1 of size (n−1, n−1), we have detM{Z} = det(C′1Z1+

D′1)d4 andM < Z > has (A′1Z1 + B′1)(C
′
1Z1 + D′1)−1 as its leading (n − 137

1, n − 1) submatrix. Thus (f j ||M)(Z) is independent of the variablesZ2

andz3.

For Y = (ypq) = Im Z, let us write
∂

∂Y
=

(
εpq

∂

∂ypq

)
with εpq = 1

or 1/2 according asp = q or p , q and denote byDY the differential

operator (detY)(det
∂

∂Y
) known to be invariant underY 7→ VYtV for all

V in GLn(R). Then it is clear that

DY(( f ||N)(Z)) =
∑

j

α jDY(( f j ||M)(UZtU))

=

∑

j

α jDY(( f j ||M)(UXtU + iY)) (using Y 7→ UYtU)

= 0

and soDY(
∑
2

) = 0. On the other hand, we know that

(det
∂

∂Y
)(exp(2πi tr(TZ)/ℓ) = det(−(2π/ℓ)T) exp(2πi tr(TZ)/ℓ).

Thus, on applyingDY termwise to the Fourier expansion of
∑
2

(as is

indeed permissible), it follows that
∑

T≥0

a2(T) det(−(2π/ℓ)T) exp(2πi tr(TZ)/ℓ) = 0.

Consequently, for allT > 0, we havea2(T) = 0 and the proposition is
proved. �

Our objective being to get an estimate for the Fourier coefficients of
Eisenstein series forT > 0 or (indeed) fora1(T), in view of Proposition
1.6.12 above, we should first get a system of representativesof the right
cosets ofΓn(ℓ) modulo∆n,r(ℓ) containingN with rank(λn−r (CN)) = n−r.138

The next few lemmas tackle this question forℓ = 1.

Lemma 1.6.13. For any n-rowed symmetric pair(C,D) there exists a
coprime symmetric pair(P,Q) such that CtP+ D tQ = 0.
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Proof. If C = 0, we can trivially takeP = E(n), Q = 0. Let thenC , 0

and first, let detC , 0. Then there existU in GLn(Z) andV =
(

V(n)
1 V2

V3 V4

)

in GL2n(Z) such thatU(CD)V−1
= (G0) with (n, n) integral non-singular

G. Hence (G−1UCG−1UD) = (V1V2); evidently (V1,V2) is a symmetric
pair, which being primitive is coprime as well. The lemma follows on
taking P = V2, Q = −V1. If 0 < r = rankC < n, there existU1,
U2 in GLn(Z) with U1CU2 =

(
C1 0
0 0

)
and detC1 , 0. Now U1CU2

andU1DtU−1
2 =

(
D(r,r)

1 D2

D3 D4

)
form a symmetric pair again implying that

(C1,D1) is a symmetric pair; furtherC1
tD3 = 0 and soD3 = 0. By

the earlier case, there anr-rowed coprime symmetric pair (P1,Q1) with
C1

tP1 + D1
tQ1 = 0. The lemma is now immediate, on takingP =(

P1 0
0 En−r

)
tU2, Q =

(
Q1 0
0 0

)
U−1

2 . The next lemma is quite vital for the
sequel. �

Lemma 1.6.14. For any M in Γn with rank(λn−r (CM)) = n − r, there
exists N in∆n,r M such thatdetCN , 0 and further(ANC−1

N )∗ is integral.

Proof. First, there existU4 in GLn−r (Z) and V in GLn(Z) such that 139

U4λn−r (CM)tV = (0 C(n−r,n−r)
4 ); necessarily then, detC4 , 0. Then

for

U :=

(
Er 0
0 U4

)
,K :=

(
tU−1 0

0 U

)
M

(
tV 0
0 V−1

)
is in ∆n,r M

(
tV 0
0 V−1

)

and moreover,CK =
(

C1 C2
0 C4

)
. Correspondingly, ifAK =

(
A1 A2
A3 A4

)
, then,

from the relationtCKAK =
tAKCK, we get tC1A1 =

tA1C1. Apply-
ing Lemma 1.6.13 to ther-rowed symmetric pair (tC1,

tA1), there exists
an r-rowed coprime symmetric pair (R1,S1)-and consequently, some(

Q1 P1
S1 R1

)
in Γr-such thattC1

tR1 +
tA1

tS1 = 0 i.e. R1C1 + S1A1 = 0. �

Now L :


Q1 0 P1 0
0 tU−1

4 0 0
S1 0 R1 0
0 0 0 U4

 is in ∆n,r and further, clearly, forH :=

LM
( tV 0

0 V−1

)
, we haveAH =

(
A′1 A′2
A3 A4

)
andCH =

(
0 C′2
0 C4

)
.

From tCHAH =
tAHCH, we obtaintA′1C

′
2 +

tA3C4 = 0 i.e. A3 =

−tC−1
4

tC′2A′1. Since the rank of the matrix formed by the firstr columns
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of H is r, the last relation implies thatA′1 has necessarily rankr i.e.

detA′1 , 0. Now N :=
(

En 0
Er 0 En
0 0

)
H

(
tV−1 0

0 V

)
is evidently in∆n,r M and

moreover,CN =
(

A′1 A′2+C′2
0 C4

)
tV−1 is indeed non-singular. SinceAN =140 (

A′1 A′2
A3 A4

)
tV−1, (ANC−1

N )∗ = Er , which proves the lemma.

Let (C4,D4) be an (n − r)-rowed integral symmetric pair with
detC4 , 0 andD3 an (n− r, r) integral matrix such thatF := (C4D3D4)
is primitive. ToF, we associate a unique right coset ofΓn modulo∆n,r

as follows (and denote it by∆n,r M{C4,D3,D4}. Indeed, there existsV
in GL2(n−r)(Z) such that (C4D4)V−1

= (0 G) for an integral (n− r, n− r)
nonsingular matrixG. Now (G−1C4,G−1D4) = (0,En−r )V is an inte-
gral symmetric pair which (being primitive) is a coprime pair as well.
Further, since (D3C4D4) = (D3(0G)V) is primitive, so are (D30G) and
(D3G). Thus there existsU in GLn(Z) with λn−r (U) = (D3G). Now it
is clear thatC := U

(
0 0
0 G−1C4

)
, D := U

(
E(r) 0
0 G−1D4

)
form a coprime sym-

metric pair andλn−r (C) = (0C4), λn−r (D) = (D3D4). Choose anyM in
Γn with λn(M) = (CD); then, clearlyλn−r (M) = (0C4D3D4). By Lemma
1.6.14, there existsN in ∆n,r M such that detCN , 0 and (ANC−1

N )∗

is integral. Now there existsW4 is GLn−r(Z) such thatW4λn−r (N) =
λn−r (M) and we take, forM{C4,D3,D4}, the matrixP =

(
tW−1 0

0 W

)
N

whereW :=
(

Er 0
0 W4

)
. Clearly λn−r (P) = W4λn−r (N) = λn−r (M) =

(0C4D3D4), detCp , 0 and (APC−1
p )∗ is integral. Any suchP is denoted

asM{C4,D3,D4}; by Lemma 1.6.10,∆n,r M{C4,D3,D4} is uniquely de-
termined by (C4D3D4) from which we started above.

Denote byCn,r the set ofF = (C4D3D4) as described at the be-141

ginning of the last paragraph and define two such matricesF, F′ to be
equivalent (in symbols,F ∼ F′) if F = WF′ for someW in GLn−r (Z).

Let P(n, r;Z) = {U =
(

U (r,r)
1 U2

0 U4

)
∈ GLn(Z)}. In Cn,r , introduce also

another equivalence relationF = (C4D3D4) = (C′4D′3D′4) = F′ by the
conditionWF′ = (C4D3 + C4S3D4 + C4S4) for someW in GLn−r (Z),
integral (n− r)-rowed symmetricS4 and (n− r, r) integralS3. It is easily
verifiedF − F′ if and only if

∆n,r M{C′4,D′3,D′4} = ∆n,r M{C4,D3,D4}P for
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P =



E(n) 0(r,r) tS3

0 S3 S4

0 E(n)

 in Γn.

We now prove the following crucial

Lemma 1.6.15. (i)
∐

M∈Γn
rank(λn−r (CM ))=n−r

∆n,r M =
∐
∆n,r M{C4,D3,D4}

( tU 0
0 U−1

)

where, on the right hand side,(C4D3D4) runs over a complete set
C̃ of representatives of the - equivalence classes inCn,r and tU
runs over a complete setU of representatives of the right cosets
P(n, r;Z)\GLn(Z)

(ii)
∐

M∈Γn
rank(λn−r (CM))=n−r

∆n,r M =
∐
∆n,r M{C4,D3D4}

(
En S
0 En

) ( tU 0
0 U−1

)

where, on the right hand side,(C4D3D4) runs over a complete
set ˜̃

C of representatives of the≈ -equivalence classes inCn,r , tU
runs overU as in(i) and S runs over all(n, n) integral symmetric 142

matrices of the form
(

0(r,r) ∗
∗ ∗

)
.

Proof. Given M in Γn with rank (λn−r (CM)) = n− r, we can find, as in
the proof of Lemma 1.6.4,H in Γn with λn−r (H) = (0C4D3D4) for some
(C4D3D4) in Cn,r andW in GLn(Z) such that∆n,r M = ∆n,r H

( tW 0
0 W−1

)
=

∆n,r M{C4,D3,D4}
( tW 0

0 W−1

)
. To get the chosen representatives inC̃ and

U , we need only to take

(
∗ 0

Er 0
0 0 U′4

)
M{C4,D3,D4}

( tW′tW 0
0 (W′)−1W−1

)
for

suitableU′4 in GLn−r (Z) and W′ in P(n, r;Z). To prove (i), we have
therefore only to prove that the cosets on the right hand sideare all
disjoint. Let, if possible,

∆n,r M{C4,D3,D4}
(
tU 0
0 U−1

)
= ∆n,r M{C′4,D′3,D′4}

(
tU′ 0
0 (U′)−1

)

for the chosen representatives fromC andU . Writing M, M′ instead
of M{C4,D3,D4}, M{C′4,D′3,D′4} for the moment, we know thatAM =
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(
A1 A2
A3 A4

)
, CM =

(
C1 C2
0 C4

)
andCM′ =

(
C′1 C′2
0 C′4

)
. TakingV = 1 in the proof of

Lemma 1.6.14, we may find a suitableL′ in ∆n,r so that forH′ := L′M,
the first r columns ofCH′ are 0. Since the coset∆n,r M is unchanged
in the process, we may suppose already that the firstr columns ofCM

and likewise ofCM′ are 0. Now, for someK in ∆n,r , we haveKM =

M′
( tV 0

0 V−1

)
with V = U−1U′ =

(
V(r,r)

1 V2

V3 V4

)
.

Also143

CM =

(
0 C2

0 C4

)
,CM′ =

(
0 C′2
0 C′4

)
,AM =

(
A1 A2

A3 A4

)
,CK =

(
C∗1 0
0 0,

)

DK =

(
D∗1 D∗2
0 D∗4

)
with detC4. C′4 , 0. Further,CKM = CM′

tV gives

C′4
tV2 = 0, so thatV2 = 0, tU′ ∈ P(n, r;Z)tU and soU′ = U. Hence

KM = M′, D∗4(C4D3D4) = (C′4D′3D′4) with D∗4 in GLn−r(Z) and so
(C4D3D4) = (D′4D′3D′4). This proves assertion (i). We omit the proof of
(ii), since it is similar to that of (i). �

As an immediate generalization of the well-known formula
∫

R

exp

(−ax2
+ 2bx)dx =

√
π/aexp(b2/a) for Re (a) > 0, with

√
π/a > 0 for

a ∈ R, we know that for (m,m) complexA = tA with ReA > 0 and any
m-rowed columnb,

∫

Rm

exp(−txAx+2tbx)dx= (detπA−1)1/2 exp(tbA−1b)

with (detπA−1)1/2 > 0 for A > 0. As a further generalization, we have

Lemma 1.6.16.Let W(r,r)
= W = tW > 0, A an(n − r, n − r) complex

symmetric matrix with Re A> 0 and Q a complex(n− r, r) matrix. Then

∫

X(r,n−r)

exp(−2π tr(WXAtX) + 2π tr(XQ))dX

= (detW)(r−n)/22r(r−n)/2(detA−1)r/2 exp(π tr(tQA−1QW−1)/2)

where the integration with respect to X= (xi j ) is over the space of
(r, n − r) real matrices, dX=

∏
i, j

dxi j and (detA−1)r/2 > 0 for real A =

tA > 0.
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Proof. Writing tX = (tx1, . . . ,
txr) wherex1, . . . , xr are ther rows of X144

with n − r entries each, we have tr(XAtX) = txBxwith tx := (x1 . . . xr )

andB =
(

A 0 0
· · ·
0 · A

)
being the ((n − r)r, (n − r)r) matrix whoser blocks of

size (n− r, n− r) on the diagonal are all equal toA and other (n− r, n− r)
matrix blocks are 0. IfW0 is the positive square root ofW andQW−1

0 =

(y1 . . . yr ) with columnsyi , we have tr(XQW−1
0 ) = (ty1 . . .

tyr )x. Thus the
integral on the left hand side becomes

(detW0)r−n
∫

X

exp(−2π tr(XAtX) + 2π tr(XQW−1
0 ))dX

= (detW)(r−n)/2
∫

R(n−r)r

exp(−2πtxBx+ 2π(ty1 . . .
tyr )x)dx

= (detW)(r−n)/22r(r−n)/2(detA−1)r/2 exp(π tr(tW−1
0

tQA−1QW−1
0 )/2)

on using the formula preceding this lemma. �

Lemma 1.6.17. For Z in Gn, N in Γn with detCN , 0 and (ANC−1
N )∗

integral,
(

W(r,r)
1 W2

tW2 W3

)
=W := (CNZ + DN)tCN and cusp form f in{r, k, s},

we have

f ((N < Z >)∗)(det(CNZ + DN))−k
= (detCN)k(detW3)−k

∑

1≤ j≤m

α j f j(W4)

where { f1, . . . , fm} is a basis for the space of cusp forms in{r, k, s},
α1, . . . , αm are (bounded) constants depending on f ,(ANC−1

N )∗ and W4 =

W1 −W2W−1
3

tW2.

Proof. Dropping the suffix N from AN, BN, CN, DN, we note thatN <

Z >= AC−1 − tC−1(CZ+ D)−1
= AC−1 −W−1, in view of the relations

B − AC−1D = B − AtDtC−1
= (BtC − AtD)tC−1

= −tC−1. From the 145

Babylonian identity

W =

(
Er W2W−1

3
0 En−r

) (
W4 0
0 W3

) (
Er 0

W−1
3

tW2 En−r

)
,
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we have (W−1)∗ =W−1
4 . On the other hand, there exist constantsα1, . . . ,

αm depending onf and the residue class of (ANC−1
N )∗ modulo s such

that

( f |
(
(ANC−1

N )∗ − Er

Er 0

)
)(Z1) = f ((ANC−1

N )∗ − Z−1
1 )(detZ1)−k

=

∑

1≤ j≤m

α j f j(Z1)for Z1 ∈ Gr .

Thus

( f ||N)(Z) = f ((ANC−1
N )∗ −W−1

4 )(detWtC−1)−k

=

∑

1≤ j≤m

α j f j(W4)(detW4)k(detW)−k(detC)k

=

∑

j

α j f j(W1 −W2W−1
3

tW2)(detW3)−k(detC)k.

Since the number of residue classes of (r, r) integralS = tS modulos is
finite, |α j | ≤ ν for 1 ≤ j ≤ m and a constantν = ν( f ). �

Let us nowfix N in Γn as in Lemma 1.6.17 with detCN , 0 CN =(
C(r,r)

1 ∗
0 ∗

)
, (ANC−1

N )∗ integral and a natural numberc0 with c0C−1
N integral.

We shall study more closely the subseries

S ( f ; N) :=
∑

S

( f ||N
(
En C−1StC−1

0 En

)
)(Z)

where S =
(

0(r,r) S2
tS2 S3

)
runs over all matrices of this form inaΛn :=146

{aT(n,n)|T = tT integral} anda := sc2
0. Recall

Λ
∗
n = {T(n,n)

= (ti j )|tii , 2ti j = 2t ji ∈ Z},

the lattice dual toΛn. Let us further writeetas(∗) for exp(2πi ∗ |s) and
η for η1. As usual, lettBABbe abbreviated asA[B]. In view of Lemma
1.6.17,

S ( f ; N) =
∑

j

α j

∑

S2,S3

(detCN)k(det(W3 + S3))−k f j
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(W1 − (W3 + S3)−1[t(W2 + S2)])

whereS2, S3 have entries divisible bya. As a first step, we note that,
for T0 > 0 inΛ∗r ,

∑

S(r,n−r)
2 ≡0(mod 1)

ns(− tr(T0W−1
3 [t(w2 + aS2)])

=

∑

S(r,n−r)
2

∫

X(r,n−r)

ηs(− tr(T0W−1
3 [t(W2 + aX)])η(tr(S2

tX))dX

(Poisson formula)

= ηs(− tr(T0W−1
3 [tW2]))

∑

S2

∫

X

η(− tr((a2|s)T0W−1
3 [tX]))

(− tr

(
2a
s

XW−1
3

tW2T0

)
+ tr(XtS2))dX

= ηs(− tr(T0W−1
3 [tW2]))

∑

S2

(
det

(
2a2

s
T0

))(r−n)/2

(det(−iW3))r/2η
(
− s

4a2
tr

(
tQW3QT−1

0

))

whereQ := −2ia
s

W−1
3

tW2T0 + itS2. Now

tr(tQW3QT−1
0 ) = −4a2

s2
tr(T0W−1

3 [tW2])+
4a
s

tr(S2
tW2)−tr(W3[tS2]T−1

0 )

and so

∑

S(r,n−r)
2 ≡0(mod a)

ηs(− tr(T0W−1
3 [t(W2 + S2)]) =

(
2a2

s

)r(r−n)/2

(detT0)(r−n)/2(det(−iW3))r/2

∑

S(r,n−r)
2 integral

η

(
−1

a
tr(S2

tW2) +
s

4a2
tr(W3[tS2]T−1

0 )

)
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For the Fourier coefficientsb j(T0) of the cusp form 147

f j(Z
∗) =

∑

0<T0∈Λ∗r

b j(T0)ηn(T0Z∗),

we know from an analogue [19] of Theorem 1.1.1 (Hecke) thatb j(T0) =
O((detT0)k/2). Using this Fourier expansion, we prove

Lemma 1.6.18.For a cusp form f in{r, k, s} and Z inGn, we have, with
the same notation as in Lemma 1.6.17,

∑

S=
(
0(r) S2
tS2 0

)
∈aΛn

( f ||N
(
En C−1

N S tCN

0 En

)
)(Z) = (detCN)k

(
2a2

s

)r(r−n)/2

(detW3)−k(det(−iW3))r/2×
×

∑

j

α j

∑

0<T0∈Λ∗r
S(r,n−r)

2 integral

(detT0)(r−n)/2b j(T0)ηs(tr(T0W1))η

(
−1

a
tr(W2

tS2) +
s

4a2
tr(W3[tS2]T−1

0 )

)

the series over T0 and S2 being absolutely convergent.

Proof. In view of the arguments preceding this lemma, for its proof
we need only to insert the Fourier expansion for eachf j(1 ≤ j ≤ m)
and show the resulting (double) series overT0 andS2 to be absolutely
convergent. �

Let us observe that the matrixP defined, for realX(r,n−r), by

P = Im(W1 −W−1
3 [t(W2 + X)]) + (Im(W−1

3 ))

[t(X + ReW2 + Im(W2)(Re (W−1
3 ))(Im(W−1

3 ))−1)]

is actually independent ofX, since the terms involvingX give

− (Re (W2) + X)(Im(W−1
3 ))(tX + Re (tW2))

− Im(W2)Re (W−1
3 ) · (tX + Re (tW2))
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− (Re (W2) + X)ReW−1
3 · Im

tW2

+ (Re (W2) + X)(Im(W−1
3 ))(tX + Re, (tW2))

+ Im(W2)Re (W−1
3 )(tX + Re (tW2)) + (ReW−1

3 · Im tW2 = 0.

On the other hand, for any realX(r,n−r), clearly W +
(

0(r) X
tX 0

)
∈ Gn and 148

hence the imaginary part of the leading (r, r) submatrix

(W1 −W−1
3 [t(W2 + X)])−1 of (W+

(
0(r) X
tX 0

)
)−1

is negative definite. ThusP = P(X0) = Im(W1 −W−1
3 [t(W2 + X0)]) > 0

takingX0 = −Re (W2) − Im(W2) · Re (W−1
3 )(Im(W−1

3 ))−1. Now

|ηs(tr(T0(W1 −W−1
3 [t(W2 + S2)])|

= exp(−2π
s

tr(T0(P− (Im(W−1
3 ))[t(S2 − X0)]))

< exp

(
−2πρ

s
tr(T0 + (S2 − X0)t(S2 − X0))

)

whereρ > 0 is such thatP−√ρE(r), Im(−W−1
3 )− √ρE(r) andT0−

√
ρE(r)

are all> 0. The series on the left hand side of the asserted identity

= O



∑

0<T0∈Λ∗r
S(r,n−r)

2 ≡0(mod a)

(detT0)k/2|ηs(tr(T0(W1 −W−1
3 [t(W2 + S2)])))



and is now easily seen to be absolutely convergent.
To prove the absolute convergence of the double series on theright

hand side, it suffices to prove that

∑

S(r,n−r)
2 integral

|ηs(tr(T0W1) − s
a

tr(W2
tS2) +

s2

4a2
tr(W3[tS2]T−1

0 ))

= O((detT0)n−r exp(−2πρ tr(T0)) for some ρ > 0.

Now 149
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Im(tr(T0W1) − s
a

tr(W2
tS2) +

s2

4a2
tr(W3[tS2]T−1

0 )) =

= tr(Im(W)

(
T0 − (s/2a)S2

−(s/2a)tS2 (s2/4a2)T−1
0 [S2]

)
)

= tr((Im(W))

[
Er 0

− s
2a

tS2T−1
0 En−r

] (
T(r)

0 0
0 0

)
)

and further takingρ1 > 0 with Im(W) > ρ1En, we see that the above
series overS2 is

O


∑

S2

expintegral

(
−2πρ1

s
tr

(
T0 +

s2

4a2
S2

tS2T−1
0

)) .

To complete the proof of the lemma, we have only to show that for
ρ′ = 2πsρ1/(4a2) and for everyT0 > 0 inΛ∗r ,

∑

S(r,n−r)
2

expintegral(−ρ′ tr(S2
tS2T−1

0 )) = O((detT0)n−r ).

For this purpose, we may assume, without loss of generality thatT−1
0 is

M-reduced, so thatT−1
0 =


t1 ... 0
...
. . .

...
0 ... tr


[ 1 ∗
. . .

0 ... 1

]
and forρ2 = ρ2(r) > 0,

ρ3 = ρ3(r) > 0,

ρ2T′0 := ρ2



t1 . . . 0
...

. . .
...

0 . . . tr


< T−1

0 < ρ3



t1 . . . 0
...

. . .
...

0 . . . tr


,

(Λ∗r ∋)T0 < ρ
−1
2



t−1
1 . . . 0
...

. . .
...

0 . . . t−1
r



and henceti < ρ−1
2 (1 ≤ i ≤ r). Thus, as a majorant for the last mentioned

series overS2, we have150
∑

S(r,n−r)
2

expintegral(−ρ′ρ2 tr(S2
tS2T′0))
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=

∏

1≤i≤r


∑

ℓ∈Z
exp(−ρ′ρ2tiℓ

2)



n−r

≤
∏

1≤i≤r

(
1+

2 exp(−ρ′ρ2ti)
1− exp(−ρ′ρ2ti)

)n−r

<
∏

i

(
1+

2
ρ′ρ2ti

)n−r

=

∏

i

(
2+ ρ′ρ2ti
ρ′ρ2ti

)n−r

<
∏

(ρ′ + 2)/ρ′ρ2)n−r (detT0)n−r

which proves our claim above and the lemma as well.

Lemma 1.6.19.For 0 < T0 in Λ∗r , we have

∑

S3∈aΛn−r

(det(W3 + S3))−k(det(−i(W3 + S3))r/2η((s/4a2) tr((W3 + S3)

T−1
0 [S2]) = i(r−n)k(2π)(n−r)(k−r/2)2(r−n)(n−r−1)/2a(r−n)(n−r+1)/2

(4a2t0)(r−n)(2k−n−1)/2(1/Γn−r (k− r/2))η((s/a2) tr(W3T−1
0 [S2])

∑

T

(detT)k(n+1)/2η((1/4a2t0) tr(TW3))

where t0 is a fixed natural number with t0T−1
0 integral, S(r,n−r)

2 is integral,
Γm(ℓ) := πm(m−1)/4 ∏

0≤ν≤m−1
Γ(ℓ − ν/2) and T runs over{T ∈ Λ∗n−r |T >

0,
1
4a

(sT−1
0 [S2] + t−1

0 T) ∈ Λ∗n−r }.

Proof. The left hand side is just 151

ik(r−n)η((s/4a2) tr(W3T−1
0 [S2]))

∑

S3∈Λn−r

det(−i(W3 + aS3))r/2−kη((s/4a) tr(S3T−1
0 [S2]))

= ik(r−n)η((s/4a2) tr(W3T−1
0 [S2]))

∑

Λn−r∋S′3mod 4at0

η(s/4a) tr(S′3T−1
0 [S2]))

∑

S3∈Λn−r

det(−i(W3 + aS′3 − 4a2t0S3))r/2−k
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= ik(r−n)η((s/4a2) tr(W3T−1
0 [S2]))

∑

S′3mod 4at0

η((s/4a) tr(S′3T−1
0 [S2]))

(
π

2a2t0

)(n−r)(k−r/2)

× 2(r−n)(n−r−1)/2(1/Γn−r (k − r/2))
∑

0<T∈Λ∗n−r

(detT)k−(n+1)/2η((1/4a2t0) tr(T(W3 + aS′3))),

on using the well-known formula (for ReY1 > 0 andρ > m+ 1)

2m(m−1)/2
Γm(ρ)

∑

F∈Λm

(det(Y1 + 2πiF ))−ρ

=

∑

0<T∈Λ∗m

(detT)ρ−(m+1)/2 exp(− tr(TY1)).

The lemma now follows from
∑

Λn−r≥S′3mod 4at0

η((s/4a) tr(S′3T−1
0 [S2]) + (1/4at0) tr(TS′3))

=



(4at0)(n−r)(n−r+1)/2 if sT−1
0 [S2]+

+t−1
0 T ∈ 4aΛ∗n−r

0 otherwise

�

Going back toS ( f ; N), we have, in view of Lemma 1.6.18 and
1.6.19,

S ( f ; N) =
∑

j

α j

∑

S3∈aΛn−r

(detCN)k
(
2a2

s

)r(r−n)/2

∑

0<T0∈Λ∗r
S(r,n−r)

2 integral

(detT0)(r−n)/2b j (T0)ns(tr(T0W1) − s
a

tr(Wt
2S2))×

×(det(W3 + S3))−k(det(−i(W3 + S3))r/2η
( s

4a2
tr((W3 + S3)T−1

0 [S2])
)
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= (detCN)k 2(r−n)(n−1)/2i(r−n)k(2π)(n−r)(k−r/2)a(r−n)(r+n+1)/2

sr(r−n)/2Γn−r(k− r/2)
×

×
∑

1≤ j≤m

α j

∑

T0,S2,T

(detT0)(r−n)/2(4a2t0)(r−n)(2k−n−1)/2b j(T0)(detT)k− n+1
2 ×

×ηs(tr(T0W1) − s
a

tr(W2
tS2) +

s

4a2t0
tr(TW3) +

s2

4a2
tr(W3T−1

0 [S2]))

where 0< T0 ∈ Λ∗r , S(r,n−r)
2 is integral, 0< T ∈ Λ∗n−r , sT−1

0 [S2]+t−1
0 T ∈ 152

4aΛ∗n−r . Let

P :=

(
T0 − s

2aS2

− s
2a

tS2
s

4a2 (t−1
0 T + sT−1

0 [S2])

)
=


P(r)

1 P2
tP2 P(n−r)

3

 , say.

Then from

P =

(
T0 0
0 s

4a2t0
T

) [
Er − s

2aT−1
0 S2

0 En−r

]
,

we see thatP > 0 and further detP =

(
s

4a2t0

)
detT0 · detT.

Out assumptions above onT0, S2 andT mean precisely thatP1 ∈

Λ
∗
r ,

2a
s

P2 is integral,
a
s
P3 ∈ Λ∗n−r and

4a2

s
t0P3 − st0T−1

0 [S2] is in Λ∗n−r

(the last condition being superfluous). Now{T0,S2,T} is in bijective
correspondence withP as above and

tr(WP) = tr(W1T0) − s
a

tr(W2
tS2) +

s

4a2
(tr(t−1

0 W3T) + tr(sW3T−1
0 [S2])).

We have thus proved 153

Lemma 1.6.20.For a cusp form f in{r, k, s} and N inΓn as in Lemma
1.6.17,

S ( f ; N) =
(detCN)k2(r−n)(n−1)/2i(r−n)k(2π)(n−r)(k−r/2)

a(n−1)(n+r+1)/2s(n−r)(k−(n+r+1)/2)Γn−r(k − r/2)
×

×
∑

j

α j

∑

0<P

b j(P1)(detP1)
r+1−2k

2 (detP)
2k−n−1

2 ηs(tr(PW))

where P1 ∈ Λ∗r , 2c2
0p(r,n−r)

2 is integral and c20P3 ∈ Λ∗n−r .
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We recall that forN in Γn fixed above,C = CN =

(
C(r)

1 C2

0 C4

)
and

c0C−1
= c0

(
C−1

1 −C−1
1 C2C−1

4

0 C−1
4

)
is integral. Let us defineG, G′ by

G = {λn−r (S
tC−1)|S =

(
0(r) S2
tS2 S3

)
∈ aΛn},

G′ = {λn−r (CS)|S =
(
0(r) S2
tS2 S3

)
∈ sΛn}.

Clearly G′ = {(C4
tS2,C4S3)|1

s
S(r,n−r)

2 integral, S3 ∈ sΛn−r} is a sub-

group of index abs(detC4)r in the (additive) groupG0 = {(tS′2,C4S3)|1
s

S′2 integral and of size (n−r, r), S3 ∈ sΛn−r}. Moreover,G = {(tS2
tC−1

1 −

St
3(C−1

1 C2C−1
4 ), S3

tC−1
4 )|1

a
S(r,n−r)

2 integral,S3 ∈ aΛn−r } ⊂ G′. As repre-

sentatives ofG0/G, we can take representatives of{C4S3|S3 ∈ sΛn−r }/
{S3

tC−1
4 |S3 ∈ aΛn−r } together with representatives of{tS′2|S′2 of size

(r, n − r) and with entries insZ}/{tS2
tC−1

1 |S2 of size (r, n − r) and with
entries inaZ}. Hence

[G0 : G] = [sΛn−r : aC−1
4 Λn−r

tC−1
4 ] abs(det(a/s)tC−1

1 )n−r

= abs(detc0c−1
4 )n−r+1 abs(detc2

0C
−1
1 )n−r

and so154

[G′ : G] = c(n−r)(n+r+1)
0 abs((detC1)r−n/(detC4)n+1) = ν0(CN), say.

Let

S′j =

(
0 S j,2

tS j,2 Si,3

)
∈ sΛn for 1 ≤ j ≤ ν0(CN)

be chosen such thatλn−r (CNS′j) are representatives forG′/G. We now

claim that for tS = S ≡ 0(mod s) andM = N
(

En S
0 En

)
, ( f ||M)(Z) is

determined already byλn−r (M). Indeed, let

M′ = N

(
En S′

0 En

)
,M′′ = N

(
En S′′

0 En

)
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with integral symmetricS′, S′′ ≡ O(mod s) and letλn−r (M′) = λn−r

(M′′). Then, by Lemma 1.6.10,M′ = KM′′ for someK in ∆n,r and
the hypothesis onS′, S′′ forcesK to be in∆n,r(s) and the associated
K∗ in Γr to lie in Γr(s); hence we have (f ||M′)(Z) = ( f ||KM′′)(Z) =
(( f ||K∗)||M′′)(Z) = ( f ||M′′)(Z). Writing therefore (f ||(λn−r (CM), λn−r

(DM))(Z) for M = N
(

En S
0 En

)
in Γn as above, we have

T ( f ,N) : =
∑

S=
(
0(r) S2
tS2 S3

)
∈sΛn

( f ||N
(
En S
0 En

)
)(Z)

=

∑

H∈G′
( f ||(λn−r (CN), λn−r (DN) + H))(Z)

=

∑

i

∑

H∈G
( f ||λn−r (CN), λn−r (D +CS′i )) + H))(Z)

=

∑

i

∑

S=
(
0(r) S2
tS2 S3

)
∈aΛn

(
f ||N

(
En S′i
0 En

) (
En C−1

N StC−1
N

0 En

))
(Z).

For M = N
(

E(n) S′i
0 E(n)

)
, we have, however,CM = CN =

(
C(r)

1 C2

0 C4

)
,

DM = CS′i + DN, (AM C−1
M )∗ is integral andCMZtCM + DM

tCM = 155

W+CMS′1
tCM. In view of Lemma 1.6.20, we have

T ( f ,N) = β(detCN)ka(r−n)(n+r+1)/2

∑

j,i

α j

∑

0<P

b j(P1)(detP1)(r+1−2k)/2(detP)k−(n+1)/2×

× ηs(tr(P(W+ S′i [
tCN])))

whereP =
(

P(r)
1 P2

tP2 P(n−r)
3

)
> 0 runs over all such matrices withP1 ∈ Λ∗r ,

2c2
0P2 integral,c2

0P3 ∈ Λ∗n−r and

β : = i(r−n)k2(r−n)(n−1)/2(2π)(n−r)(k−r/2)×
s(r−n)(k−(n+r−1)/2)/Γn−r(k − r/2).

For any suchP and anyH = (H(n−r,r)
1 ,H(n−r,n−r)

2 ) in G′, let χ(H) :=
ηs(2 tr(H1

tC1P2) + 2tr(H2
tC2P2) + tr(H2

tC4P3)). Then it is not hard to
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prove thatχ(H) = 1 for all H in G and ηs(tr(PS[tCN]) = χ((C4
tS2,

C4S4)) = χ(λn−r (CS)) for S =
(

0 S2
tS2 S3

)
∈ sΛn. Therefore, in view of

our choice ofS′i , we have
∑
i
ηs(tr(PS′i [

tC])) =
∑

H∈G′/G χ(H) = ν0(N)

or 0 according asχ is trivial or not. Now,χ is clearly trivial if and only
if 2tC1P2C4 ≡ O(mod 1) andtC2P2C4 +

tC4
tP2C2 + P3[C4] ∈ Λ∗n−r .

Lemma 1.6.21.For P as above and T:= P[CN] =
(

T(r)
1 T2

tT2 T3

)
, we have

P1 ∈ Λ∗r,2c2
0P2 ≡ 0(mod 1), c2

0P3 ∈ Λ∗n−r

2tC1P2C4 ≡ 0(mod 1),
tC2P2C4 +

tC4
tP2C2 + P3[C4] ∈ Λ∗n−r


⇐⇒


T ∈ Λ∗n
T1[C−1

1 ] = (T[C−1
N ])∗ ∈ Λ∗r

Proof. T = P[CN] is equivalent to the conditions156

T1 = P1[C1],T2 =
tC1P1C2 +

tC1P2C4,

T3 = P1[C2] + tC4
tP2C2 +

tC2P2C4 + P3[C4].

From the assumptions onP, we see thatT1 = P1[C1] ∈ Λ∗r , 2T2 =

2tC1P1C2 + 2tC1P2C4 ≡ 0(mod 1) andT3 ∈ Λ∗n−r , proving the impli-
cation=⇒. We uphold next the reverse implication. FromT ∈ Λ∗n and
T1[C−1

1 ]. (T[C−1
N ])∗ ∈ Λ∗r , we have

P1 = T1[C−1
1 ] ∈ Λ∗r , tC2P2C4+

tC4
tP2C2+P3[C4] = T3−P1[C2] ∈ Λ∗n−r .

Further

2tC1P2C4 = 2T2 − 2tC1P1C2 ≡ 0(mod 1),

2c2
0P2 = 2c0

tC−1
1 (2tC1P2C4)c0C

−1
4 ≡ 0(mod 1),

P3 = T3[C−1
4 ] − P1[C2C

−1
4 ] − tC−1

4 (tT2 − tC2P1C1)C−1
1 C2C

−1
4

− t(C−1
1 C2C

−1
4 )(T2 − tC1P1C2)C−1

4

and soc2
0P3 ∈ Λ∗n−r , in view of c0C−1

= c0

(
C−1

1 −C−1
1 C2C−1

4

0 C−1
4

)
being inte-

gral. �
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Putting together the results above, we have, forf andN as above,

T ( f ,N) = β
(detC1)k/(detC4)k

s(n−r)(n+r+1)/2

∑

j

α j

∑

0<T∈Λ∗n

b j([T[C−1
N ])∗)(detT∗)(r+1)/2−k(detT)k−(n+1)/2

× ηs(tr(TC−1
N DN))ηs(tr(TZ))

Lemma 1.6.22.The number of(D3,D4) such that F= (C4D3D4) runs
over a set of representatives of≈ -equivalence classes inCn,r for fixed
C4 with detC4 , 0 is at mostabs(detC4)rδn−r

1 . . . δn−r whereδ1| . . . |δn−r

are elementary divisors of C4.

Proof. For fixedC4, the number of≈ -inequivalentF is at most the in-
dex of {C4H|H = H(n−r,r) integral} in {H|H(n−r,r) integral} multiplied by
the index of{C4L|L ∈ Λn−r } in {D(n−r,n−r)

4 integral|C−1
4 D4 is symmetric}

and hence at most equal to abs(detC4)r · σn−r (C4) whereσn−r(C4) is
the index ofΛn−r in {tS = S(n−r,n−r) with entries inQ|C4S integral}. 157

Now there existU1, U2 in GLn−r (Z) such thatU1C4U2 = δ is a diago-
nal matrix with diagonal entriesδ1, . . . , δn−r for which δ1| . . . |δn−r . For
calculatingσn−r (C4), there is no loss of generality in takingC4 to be
already equal toδ and soσn−r (C4) = δn−r

1 . . . δr , proving the lemma. �

We are finally in a position to state

Theorem 1.6.23([10], [20]). Let f be a cusp form of degree r, (even)
weight k≥ n + r + 1 and stufe s, for1 ≤ r ≤ n − 1. Then for T(n,n)

=(
T∗(r,r) ∗
∗ ∗

)
> 0 in Λ∗n, the Fourier coefficients a(T, f ; M) of the transform

Ek
n,r(Z, f )|M of the Eisenstein series, for M inΓn, we have the estimate

a(T, f ; M) = O((detT)k−(n+1)/2/(detT∗)k−(r+1)/2)

the O-constants depending on f , n, s and k and being uniform aslong
as T lies in a fixed Siegel domain.

Proof. Now Ek
n,r(Z, f )|M :=

∑
N∈∆n,r (s)\Γn(s)M

( f ||N)(Z) and in view of

Proposition 1.6.12, contributions toa(T, f ; M) arise only from terms for
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which rank (λn−r (CN)) = n− r. By Lemma 1.6.15, we have

Γn(s)M =
∐

(C4D3D4)∈
≈
C n,r

∆n,r (s)KM{C4,D3,D4}

(
En S′

0 En

) (
En sS
0 En

) (
tU 0
0 U−1

)

(
0(r,r) ∗
∗ ∗

)
= S′ = tS′mod s, tS= S=

(
0(r,r) ∗
∗ ∗

)
integral

K ∈ ∆n,r (s)\∆n,r ,
tU ∈ P(n, r,Z)\GLn(Z)

where the accent on
∐

indicates that only the (C4D3D4), K = K(S′,U)158

andtU relevant for the decomposition of the left hand side appear.(In-
deed (KM(C4,D3,D4)

(
En S′

0 En

)
)−1M

(
tU−1 0

0 U

)
must be inΓn(s), this con-

dition clearly being independent of the matricessS). Applying the for-
mula for T ( f ,N), stated just prior to Lemma 1.6.22, tof |K∗ instead
of f , Z + S′ instead ofZ (since

(
En S′

0 En

)
commutes with

(
En sS
0 En

)
and

N = M{C4,D3,D4} we get, for the Fourier coefficienta(T, f ; M) corre-
sponding toT > 0 inΛ∗n an expression of the form

γ
∑

j

α′j

′∑
(C4D3D4)∈

≈
C n,r

K,S′,tU

((detC1)k/(detC4)k)b j((T[tU−1C−1
N ])∗)

(det(T[tU−1])∗)
r+1
2 −k(detT)k− n+1

2 ×
× ηs(tr(TS′))ηs(tr(T[tU−1]C−1D))

with a similar connotation for the account on
∑

as for
∐′ earlier and

furtherγ = β/s(n−r)(n+r+1)/2 and bounded constantsα′j(1 ≤ j ≤ m). By
Lemma 1.6.22, we know that the number of (D3,D4) such that (C3D3D4)

runs over
≈
C n,r , for fixed (non-singular)C4 with δ1, . . . , δn−r as elemen-

tary divisors is at most (abs detC4)rδn−r
1 . . . δn−r . Under the equivalence

≈, C4 andVC4 for V in GLn−r(Z) have to be identified and hence, in
order to estimate the number of integral invertibleC4 with δ1, . . . , δn−r

as elementary divisors, we may assumeC4 =


c1 ...

...
...
. . . ci j

0 ... cn−r

 in triangu-

lar form with c1, . . . , cn−r > 0 and 0 ≤ ci j < ci for j ≥ i. Since
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δn−r
1 . . . δ1 = δ1(δ1δ2) . . . (δ1 . . . δn−r ) ≤ c1(c1c2) . . . (c1 . . . cn−r ) and the

number of suchC4 for fixed c1, . . . , cn−r is evidently≤ c2 . . . cn−r−1
n−r , we

may now conclude, in view also of the estimate for Fourier coefficients
of cusp derived earlier, the finiteness of the number ofK, S′ and the 159

boundedness ofα′j , that

a(T, f ; M) = O(
∑

(C4D3D4)∈
≈
C n,r

tU∈P(n,r ;Z)\GLn(Z)

(detC1/detC4)k(det(T[tU−1])∗/

detC2
1)k/2(det(T[tU−1])∗)

r+1
2 −k × (detT)k−(n+1)/2

= O((
∑

1≤c1,...,cn−r<∞
(c1 . . . cn−r )

−k+rcn−r
1 . . . cn−rc2 . . . c

n−r−1
n−r )

(
∑

tU∈P(n,r;Z)\GLn (Z)

(det(T[tU−1])∗)
r+1−k

2 (detT)k− n+1
2 )

= ζ(k− n)n−rO((detT∗)(r+1−k)/2(detT)k−(n+1)/2)

since, for the sum overtU which is a Selberg zeta function, we have
the aboveO-estimate involving detT∗ and detT, as long asT stays in a
fixed Siegel domain (see page 143 and the Theorem on page 144, [17]).
This completes the proof of Theorem 1.6.23. �

Remarks. 1) The case of half-integralk ≥ n+ r +1 can also be dealt
with similarly.

2) Let f (Z) =
∑
T

a(T)ηs(tr(TZ) ∈ {n, k, s} for evenk ≥ 2n + 2, such

that the constant term of the Fourier expansions at all the cusps
vanish. Then, forT > 0, and min(T) ≥ X > 0, we havea(T) =
O((detT)k−(n+1)/2/(min(T))k/2−1). (This is just Theorem D stated
on page 7 and it follows from the reformulation of Theorem 1.6.9
given immediately thereafter and Theorem 1.6.23, on notingthat
(detT∗)(r+1−k)/2 ≪ ((min(T∗))−r(k−r−1)/2 ≤ (min(T))−r(k−r−1)/2 <

(minT))1−k/2, sincer(k − r − 1)/2 ≥ k/2 − 1 for 1 ≤ r ≤ n ≤
(k/2)− 1.
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3) Applying the theorem above to the theta series

ϑn(Z,S) :=
∑

G(m,n)

exp(2πi tr(S[G]Z))

associated with an integral (m,m) positive-definite matrixS, we
get, for the numberr(S,T) of integral representations ofT =
T(n,n) > 0 byS, an ‘asymptotic formula’ form≥ 4n+ 4:160

r(S,T) = 2n(m−n+1)/2
n−1∏

j=0

π(m− j)/2
Γ((m− j)/2)

(detT)
m−n−1

2

∏

p

αp(S,T)+

+O((detT)(m−n−1)/2/(minT)
m
4−1)

as min(T) tends to infinity.

1.7 Primitive Representations
161

We fix a natural numbern. For GP = GLn(QP) ∩Mn(ZP) andUP =

GLn(ZP), L(UP,GP) stands for a vector space overQ spanned by left
cosetsUPg, g ∈ GP. UP acts canonically from the right onL(UP,GP)
and we denote byH(UP,GP) the set of all invariant elements ofL(UP,

GP) under this action. The abbreviationUPgUP(g ∈ GP) denotes an
element

∑
UPgi of H(UP,GP) whereUPgUP =

∐
UPgi is a left coset

decomposition. It is easy to see that the set{UPgUP|g ∈ GP} is a basis
of H(UP,GP). If we introduce a product inH(UP,GP) by (

∑
aiUpgi)) ·

(
∑

b jUph j):

=

∑
aib jUpgih j(ai , b j ∈ Q, gi , h j ∈ Gp),

it is well defined. Let

πp(i) := Up[p, . . . , p︸   ︷︷   ︸
i

, 1, . . . 1]Up (i = 0, 1, . . . n),

Tp(k) :=
∑

r1+···+rn=k
r1≥...≥rn≥0

Up[pr1, . . . , prn]Up if k ≥ 0, and

Tp(k) := 0 if k < 0. Then the following is a fundamental result of
Tamagawa [ ]:
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Lemma 1.7.1. H(Up,Gp) is a commutative ring and

n∑

h=0

(−1)hph(h−1)/2Tp(k− h)πp(h) = 0 for k ≥ 1.

Let V be a vector space overQ with dimV = n. By a lattice in V
we mean a finitely generatedZ-submoduleL of V with rankL = n. Let
Ṽ be the vector space overQ whose basis is the set of all lattices onV.
Then any element of̃V is a formal sum of lattices onV with rational
coefficients. If we consider a latticeL on V as an element of̃V, then we 162

denote it by [L]. Now Ṽ becomes aH(UP,GP) module as follows: Let
L be a lattice inV andg ∈ GP. For a fixed basis{ui} of Zp ⊗ L, let L′p
be lattice inQp ⊗ V spanned by (u1, . . . , un)g−1. Then we definegL =
V∩ (

⋂
q,p
Zq⊗ L∩ L′p). For a left coset decompositionUpgUp =

∐
Upgi ,

∑
i [giL] is independent of the choice of the basis{ui} and determined

uniquely byUpgUp, and L. Hence we can setUpgUp[L] =
∑
i
[gi L]

whereUpgUp =
∐

Upgi .
If {pe1, . . . , pen} are elementary divisors ofg ∈ Gp, thenUpgUp[L]

is a sum inṼ of latticesM in V such thatM/L ≃ Z/(pe1)⊕ . . .⊕Z/(pen).
If UpgUp =

∐
UpGi, UphUp =

∐
Uph j , thenUphUp(UpgUp[L]) =

UphUp(
∑

[gi L]) =
∑

i j [h jgi L] = ((UphUp)(UpgUp))[L].
ThusV becomes aH(Up,Gp)-module.

Theorem 1.7.2.Let V be a regular quadratic space overQwithdimV =
n, and B(, ) the bilinear form on V. Let P be a linear mapping from̃V to
C such that P([L]) = 0 unless d(L) := detB(xi , x j) ∈ Z where{xi} is a
basis of L.

Putting

R(L) : =
∑

M⊃L

P(M), we have

P(L) =
∑

M⊃L

π(M, L)R(M) where

π(M, L) is defined as follows: SupposeZpM/ZpL = Z/(p) ⊕ . . . ⊕ Z/(p)︸                   ︷︷                   ︸
hp

163
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for every prime p; thenπ(M, L) =
∏
p

(−1)hp php(hp−1)/2 and otherwise,

π(M, L) = 0.

Proof. If M ⊃ L, then clearlyd(L) = [M : L]2d(M) and soR(L) is a
finite sum of nonzeroP(M).

By Lemma 1.7.1, we have

P([L]) = P(
∞∑

k=0

n∑

h=0

(−1)hph(h−1)/2Tp(k− h)πp(h)[L])

=

n∑

h=0

(−1)hph(h−1)/2P(
∞∑

k=0

Tp(k− h)πp(h)[L])

=

n∑

k=0

(−1)hph(h−1)/2P(
∞∑

k=0

Tp(k)πp(h)[L])

=

∑

0≤h1...,ht≤n

t∑

i=1

(−1)hi phi (hi−1)/2P(
∑

k1,...,kt≥0

Tp1(k1) . . .

. . .Tpt (kt)πp1(h1) . . . πpt (ht)[L])

=

∑

0≤h1,...,ht≤n

t∏

i=1

(−1)hi phi (hi−1)/2R(πp1(h1) . . . πpt (ht)[L]),

wherep1, . . . , pt are prime divisors ofd(L), sinceR(L) = p(
∏
p

∑
k

Tp(k)

[L]). Sinceπp1(h1) . . . πpt (ht)[L] is a sum inṼ of latticesM such that164

Zpi M/Zpi L = Z/(pi) ⊕ . . . ⊕ Z(Pi)︸                   ︷︷                   ︸
hi

, the proof is complete. �

In the following, we fix a positive definite quadratic spaceW over
Q dimW = m ≥ n and a latticeS on W such thatB(x, y) ∈ Z, B(x, x) ∈
2Z for everyx, y ∈ S whereB is a bilinear form onW. For a latticeL
on a positive definite quadratic space onV with dimV = n, we denote
by R(L) andP(L) the number of isometries fromL to S and the number
isometriesσ from L to S such thatS/σ(L) is torsion-free. An isometry
σ from L to S induces canonically an isometry fromV to W and we
denote the extension by the same letterσ. Consideringσ 7→ a pair
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(σ|M,M) where M = σ−1(σ(V) ∩ S), we obtainR(L) =
∑

M⊃L
P(M).

Hence we haveP(L) =
∑

M⊃L
π(M, L)R(M).

Let {Si} be a complete system of representatives of the (finitely
many) classes in the genus ofS and E(Si) the order of the group of
isometries ofSi. Denote byS W(L) (= Siegel’s weighted sum)

(
∑

i

E(Si)
−1

∑

i

R(L; Si)
E(Si)

whereR(L; Si) is the number of isometries fromL to Si , and putA(L) =
R(L) − S W(L). If T is an (n, n) matrix corresponding toL, thenA(L) is
the Fourier coefficient ofe(tr(TZ)) for a Siegel modular form of degree
n, weight m/2 and some level whose constant term vanishes at every
cusp. PutS WP(L) =

∑
M⊃L

π(M, L)S W(M) and Ap(L) =
∑

M⊃L π(M, L)

A(M); thenP(L) = S Wp(L) + Ap(L). It is known that

S Wp(L) = (some constant depending onn,S) × d(L)(m−n−1)/2
∏

p

dp(L,S),

wheredp(L,S) is a so-called primitive density and for a fixed prime165

p the number of possible values ofdp(L,S) is finite whenL runs over
regular lattices with rankL = n. Moreover ifm≥ 2n+ 3 andS Wp(L) ,
0, thenS Wp(L) ≫ d(L)(m−n−1)/2, and if m = 2n + 2, S Wp(L) , 0, then
S Wp(L) ≫ n(L)−εd(L)(m−n−1)/2 for any ε > 0, wheren(L) is a natural
number defined byn(L)Z = Z{Q(x)|x ∈ L}.

Theorem 1.7.3. Suppose that, for every Siegel modular form f(z) =∑
a(T)e(tr(Tz)) of degree n, weight m/2 and some level, whose con-

stant term vanishes at each cusp, the estimate a(T) = O(min(T)−ε

(detT)(m−n−1)/2) holds forminT ≥X (= an absolute constant indepen-
dent of f ). If m≥ 2n + 2 andε is a sufficiently small positive number,
then Ap(L) = O((min(L))−ε(d(L)(m−n−1)/2).

Proof. Let a ≥ X (a ∈ Z), and without loss of generality we may
supposeB(x, y) ≡ 0mod a for anyx, y ∈ S. If, then min(L) < X ,
S W(L) = R(L) = A(L) = 0. Hence we may suppose that the estimate
for a(T) holds without the restriction “min(T) ≥ X ”. For a positive
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definite matrixT and integral non-singular matrixG, min(T[G−1) =
min(detG−2.T[detG · G−1] > detG−2 min(T). Hence, forM ⊃ L, we
have min(M) ≥ [M : L]−2 min(L). From this, we have

Ap(L) =
∑

M⊃L

π(M, L)A(M)

=

∑

M⊃L
d(M)∈Z

|π(M, L)|O((min(M))−ε(d(M))(m−n−1)/2

=

∑

M⊃L
d(M)∈Z

|π(M, L)|O([M : L]2ε(min(L))−ε×

× ([M : L]−2d(L))(m−n−1)/2)

≪ (min(L))−ε(d(L))(m−n−1)/2
∑

M⊃L
d(M)∈Z

|π(M, L)|[M : L]−(m−n−1)+2ε ,

where the last sum is bounded by166
∏

p|d(L)

(1+
∑

1≤h≤n

ph(h−1)/2−h(m−n−1)+2hε+h(n−h)+α) )

for anyα > 0 by Lemma 1.4.7.

≤
∏

P

(1+
∑

1≤h≤n

ph(−h/2−3/2+2ε)+α)(m≥ 2n+ 2)

≤
∏

P

(1+ np−1.5) ≪ 1.

If n = 1 andm ≥ 4, then the supposition in Theorem 1.7.3 is valid
and leads us to an asymptotic formula forAp(L); we can thus conclude
that if a natural numbert is primitively represented byS at every prime,
then t is primitively represented globally byS if t is sufficiently large.
A similar assertion is also true forn = 2, m ≥ 7. Let n = 2, m = 6.

The error term isO((min(L))−ε log

√
d(L)

min(L)
(d(L))3/2) by Theorem 1.5.13

under the Assumption (∗). Since

√
d(M)

min(M)
≤
√

d(L)
min(L)

[M : L] for M ⊃ L,

log

√
d(M)

min(M)
≤ log

√
d(L)

min(L)
+ O([M : L]α) for anyα > 0. Similarly, we
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getAp(L) = O((min(L))−ε log

√
d(L)

min(L)
(d(L))3/2).

�





Chapter 2

Arithmetic of Quadratic
Forms

IN THIS CHAPTER, we exhibit several theorems on representations of 167

quadratic forms obtained by an arithmetical approach. The only basic
reference on quadratic forms here is

[S] J. -P. Serre, A Course in Arithmetic, Springer-Verlag, New York-
Heidelberg- Berlin, 1973.

2.0 Notation and Terminology

Let k be a field with characteristic, 2, ando(∋ 1) a ring contained ink
(with k as quotient field).

Let M be ano-module andQ a mapping fromM to k such that

(1) Q(ax) = a2Q(x) for a ∈ o andx ∈ M

(2) Q(x + y) − Q(x) − Q(y) = 2B(x, y) is a symmetric bilinear form.
Then we call the triple (M,Q, B) or simplyM aquadratic module
over o, andQ (resp.B) thequadratic form(resp. thebilinear form
associated withM.

Hereafter, we consider only modules which are finitely generated
and torsion-free.

139
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2.0.0

Let M be a quadratic module overo and suppose thatM has a basis
{vi} over o. Then we writeM =< (B(vi , v j)) >; det(B(vi , v j)) is deter-
mined up to multiplication by an element ofox2

= {x2|x ∈ ox}. Now
det(B(vi , v j))ox2

is called thediscriminantof M and denoted byd(M)
(= disc (Q) in [S]). If d(M) , 0, then we say thatM is regular (=
non-degenerate in [S]]. We write d(M) = (det(B(vi , v j)) if there is no168

ambiguity.

2.0.0

Let M, M′ be quadratic modules overo. If f is an injective linear map-
ping form M to M′ which satisfies

Q( f (x)) = Q(x) for x ∈ M,

then f is called anisometryfrom M to M′ (= injective metric morphism
in [S]), and we say thatM is represented byM′. If, moreover, f is
surjective, thenM andM′ are called isometric (= isomorphic in [S]) and
we write f : M � M′ (or M � M′). The group of all isometries fromM
onto M is denoted byO(M); 0+(M) stands for{x ∈ 0(M)|detx = 1}.

2.0.1.1

Let M be a quadratic module overo and suppose thatM is the direct
sum of submodulesM1, . . . ,Mn. If, for any different indicesi, j,

B(x, y) = 0 for x ∈ Mi and y ∈ M j ,

then we write

M = M1 ⊥ . . . ⊥ Mn.

(⊕̂ is used in [S] instead of⊥).



2.1. Quadratic Modules OverQp 141

2.0.2.2

Let M be a quadratic module overo andN a subset ofM. We denote by
N⊥ (= N0 in [S]) the orthogonal complement ofN, i.e.,

N⊥ = {x ∈ M|B(x,N) = 0}.

2.0.3.3

Let V be a quadratic module overk andM ano-module onV. We call
M a (o−) lattice if kM = V.

2.0.4.4

Let M be a quadratic module overo and suppose thatM contains a non- 169

zeroisotropic vector x, that is,M ∋ x , 0, Q(x) = 0. ThenM is called
an isotropicquadratic module. (This definition is different from [S].) If
M contains no (non-zero) isotropic element,M is said to beanisotropic.

2.0.5.5

Let K ⊃ k be fields andK ⊃ õ, k ⊃ o rings and suppose that̃o ⊃ o.
For a quadratic moduleM over o, õM denotes a canonically induced
quadratic modulẽo⊗

o
M over õ. Let M (resp.V) be a quadratic module

overZ (resp.Q). For a prime numberp, we denote byMp, Vp quadratic
modulesZpM,QpV respectively. Forp = ∞, we writeRM,RV for M∞,
V∞.

2.1 Quadratic Modules OverQp

In this paragraph,p is a prime number and we denote byo = Zp, k = Qp

the ring ofp-adic integers and the field ofp-adic numbers.

2.1.0

Let V be a regular quadratic module overk. Suppose

V =< a1 >⊥ . . . ⊥< an > (ai ∈ kx),
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that is, there is a basis{vi} such thatQ(vi) = ai , B(vi , v j) = 0 for i , j.
ThenS(V) =

∏
i≤ j

(ai , a j)(= ε(V)(dV,−1) in the sense of [S]) where ( , ) -

the Hilbert symbol ofk-is an invariant ofV and we quote the following
theorem from ([S], p.39).

Theorem 2.1.1. Regular quadratic modules over k are classified by
d(V), S(V), dimV.

Corollary. Let V, W be regular quadratic modules over k. IfdimV+3 ≤170

dimW, then V is represented by W.

Proof. Without loss of generality, we may assume dimV + 3 = dimW.
Let a, b, c be non-zero elements ofk which satisfy



ckx2
= d(V) · d(W),

−ac < kx2
,

S(W) = (c, d(V))(a, c)(ab, ac)(bc,−1)S(V).

and putW′ =< a >⊥< ab>⊥< bc>⊥ V.
After simple manipulations, we get

d(W) = d(W′),S(W) = S(W′), dimW = dimW′.

The theorem implies thatW �W′. �

2.1.0 Modular and Maximal Lattices

Let M be a regular quadratic module overo.
By thescale s(M) (resp. the normn(M)) of M we mean ano-module

in k generated by

B(x, y) for x, y ∈ M(resp.Q(x) for x ∈ M).

2s(M) ⊂ n(M) ⊂ s(M) follows from Q(x+ y) − Q(x) − Qy) = 2B(x, y)
andQ(x) = B(x, x). Hencen(M) is s(M) or 2s(M).

If there exista ∈ kx and a symmetric matrixA ∈Mn(o) with detA ∈
ox such that

M =< aA>,
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then we callM ((a)-) modular. Whena ∈ ox, M is said to beunimodular.171

If M is (a)-modular, thens(M) is equal to (a). We call M ((a)-)
maximal (a ∈ kx) if n(M) ⊂ (a) and M is the only latticeN which
satisfiesM ⊂ N ⊂ kM andn(N) ⊂ (a).

The fundamental fact on maximal lattices is the following

Theorem 2.1.2.Let V be a regular quadratic module over k and a∈ kx.
If M, N are (a)-maximal lattices on V, then M, N are isometric.

To prove this, we need several lemmas.

Lemma 2.1.1.Let V be a regular quadratic module over k withdimV =
n and M a lattice on V. If n(M) ⊂ (a)(a ∈ kx) and (2na−nd(M)) = o or
(p), then M is(a)-maximal.

Proof. Suppose that a latticeN on V containsM andn(N) ⊂ (a). Then
d(M) = [N : M]2d(N), as is obvious. Since (d(N)) ⊂ s(N)n ⊂ (2−1

n(N))n ⊂ (a/2)n, we have (2na−nd(N)) ⊂ o. Then it implies

o or (p) = (2na−nd(M)) = [N : M]2(2na−nd(N)) ⊂ [N : M]2o.

From this it follows that [N : M] = 1 andM is maximal. �

Corollary . If M is a unimodular lattice with n(M) ⊂ (2), then M is
(2)-maximal.

Proof. Sincen(M) = (2) follows, Lemma 2.1.1 yields immediately the
corollary. �

Lemma 2.1.2. Let V=<
(

0 1
1 0

)
> be a hyperbolic plane over k and M a

lattice on V. The following assertions are equivalent:

(1) M is (2a)-maximal(a ∈ kx),

(2) M is (a)-modular with n(M) ⊂ (2a)(= 2s(M)),

(3) M =<
(

0 a
a 0

)
>. 172
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Proof. (3)⇒ (2) is trivial.
(2)⇒ (1) : n(M) = (2a), (dM) = (a2) and Lemma 1 complete this

step.
(1)⇒ (3) : Since any isotropic primitive vector ofM is extended to

a basis ofM, there exists a basis{ei} of M such that (B(ei , ej)) =
(

0 b
b c

)
,

b, c ∈ k. Q(e2) = c, Q(e1 + e2) = 2b + c ∈ n(M) ⊂ (2a) imply
c ∈ (2a), b ∈ (a). Supposebp−1 ∈ (a). SinceQ(a1p−1e1 + a2e2) =
2a1a2p−1b + a2

2c ∈ (2a) for a1, a2 ∈ o, M $ L = o[p−1e1, e2] and
n[L] ⊂ (2a). This is a contradiction. Therefore we havea = bu(u ∈ ox)

andM = o[ue1, e2 −
c
2b

e1] =<
(

0 a
a 0

)
>. �

Lemma 2.1.3. Let V be a regular quadratic module over k and M a
lattice on V. Suppose that L is a modular o-module in M. B(L,M) ⊂
s(L) if and only if M= L ⊥ K for some module K.

Proof. Let s(L) = (a). Suppose thatM = L ⊥ K. ThenB(L,M) =
B(L, L) = s(L). Conversely, supposeB(L,M) ⊂ (a). We define a
submoduleL by L⊥ = {x ∈ M|B(L, x) = 0}. Then L ⊥ L⊥ ⊂ M
andkL ⊥ kL⊥ = kM. Take any elementx ∈ M and decomposex as
x = y + z(y ∈ kL, z ∈ kL⊥). ThenB(L, y) = B(L, x) ⊂ B(L,M) ⊂ (a).
Let {v j} be a basis ofL, then (B(vi , v j)) = a(ai j ), det(ai j ) ∈ ox for
ai j ∈ o. Put y =

∑
c jv j(c j ∈ k) and B(vi , y) = aai (ai ∈ o). These

imply (c1, . . . , cn)a(ai j ) = a(a1, . . . , an) and thenci ∈ o. Hence we have
y ∈ L, andz ∈ L⊥ with L ⊂ M. ThusL ⊥ L⊥ = M follows. �

Lemma 2.1.4. Let V be a regular quadratic module over k and M173

an (a)-maximal lattice on V. For an isotropic primitive element x of
M, there is an isotropic element y of M such that M= o[x, y] ⊥ ∗,
o[x, y] =<

(
0 a/2

a/2 0

)
>.

Proof. By definition,B(x,M) ⊂ s(M) ⊂ 1
2

n(M) ⊂ 1
2

(a) holds. Suppose

B(x,M) ⊂ 1
2

(pa). Then, for everyw ∈ M, we haveQ(w + p−1x) =

Q(w) + 2p−1B(w, x) ∈ (a). Hencen(M + p−1ox) ⊂ (a) follows. This
contradictsM being (a)-maximal sinceM + p−1ox % M. Taking an

elementz ∈ M such thatB(x, z) =
1
2

a, we puty = z− a−1Q(z)x ∈ M;
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o[x, y] =<
a
2

(
0 1
1 0

)
>⊂ M is (a/2)-modular andB(o[x, y],M) ⊂ s(M) ⊂

(a
2

)
. We may now apply Lemma 2.1.3 to complete the proof. �

Lemma 2.1.5. Let V be an anisotropic quadratic module over k and M
an (a)-maximal lattice. Then we have

M = {x ∈ V|Q(x) ∈ (a)}.

Proof. We have only to proveQ(x+y) ∈ (a) if Q(x), Q(y) ∈ (a). Suppose
that 2B(x, y) < (a) for somex, y ∈ V with Q(x), Q(y) ∈ (a). Then
(2B(x, y)pn) = (a) for somen ≥ 1. This implies

d(x, y) = Q(x)Q(y) − B(x, y)2
= −B(x, y)2(1− Q(x)Q(y)/B(x, y)2),

and (Q(x)Q(y)B(x, y)−2) = (Q(x)Q(y)a−24p2n) ⊂ (4p2n). Hence
−d(x, y) ∈ kx2

follows and thenk[x, y] is a hyperbolic plane andV is
isotropic. This is a contradiction. Thus 2B(x, y) ∈ (a) andQ(x + y) ∈
(a). �

Lemma 2.1.6. Let V be a regular quadratic module over k and M an
(a)-maximal lattice on V. Then there are hyperbolic planes Hi , and an
anisotropic submodule V0 of V such that 174

V =⊥ Hi ⊥ V0,

M =⊥ (M ∩ Hi) ⊥ (M ∩ V0),

M ∩ Hi =<

(
0 a/2

a/2 0

)
>,

M ∩ V0 = {x ∈ V0|Q(x) ∈ (a)}.

Proof. This follows inductively from Lemmas 2.1.4 and 2.1.5. �

In Lemma 2.1.6, the number of hyperbolic planes andV0 up to isom-
etry are uniquely determined by Witt’s theorem. This provesthe theo-
rem.

Lemma 2.1.7. Let V be a regular quadratic module over k and L an
o-submodule in V with n(L) ⊂ (a)(a ∈ kx). Then there exists an(a)-
maximal lattice on V containing L.
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Proof. Suppose that{v1, . . . , vn} is a basis ofL over o, and{v1, . . . , vn,

. . . , vm} is a basis ofV over k. Put M = {v1, . . . , vn, ptvn+1, . . . , ptvm}.
It is easy to seen(M) ⊂ (a) for a sufficiently large integert. Here we
note the following two facts. (i) For latticeK $ N onV, d(K)/d(N) ≡ 0
mod p2. (ii) For a latticeK on V with n(K) ⊂ (a), d(K) ⊂ s(K)m ⊂
(
1
2

n(K))m ⊂ (a/2)m. If M is not (a)-maximal, then there is a latticeM1

on V with M ⊂ M1. If M1 is not (a)-maximal, repeat the preceding
step and continue in this way. However, this process must terminate at a
finite stage, and the last lattice is (a)-maximal. �

Proposition 2.1.10.Let V, W be regular quadratic modules over k with
dimV + 3 ≤ dimW, and M a maximal lattice on W. Then every lattice
L on V is represented by M if n(L) ⊂ n(M).175

Proof. From the Corollary to Theorem 2.1.1,V is represented byW.
Theorem 2.1.2 and Lemma 2.1.7 imply the proposition. �

2.1.0 Jordan Splittings

Let L be a regular quadratic module overo. We claim thatL is an or-
thogonal sum of modular modules of rank 1 or 2. Suppose that there is
an elementx ∈ L with (Q(x)) = s(L). Then, sinceox is (Q(x))-modular,
Lemma 2.1.3 impliesL = ox ⊥ ∗. Next, suppose that (Q(x)) , s(L)
for every x ∈ L. SinceQ(x) = B(x, x) ∈ s(L) for x ∈ L, we have
Q(x) ∈ ps(L) for x ∈ L. Hence, forx, y ∈ L with (B(x, y)) = s(L), it
is obvious thato[x, y) is s(L)-modular. Again by the same lemma,L is
split by o[x, y]. Grouping modular components of the above splitting,
we have a Jordan splitting

(♯) L = L1 ⊥ . . . ⊥ Lt.

where everyLi is modular ands(L1) % . . . % s(Lt).
For a quadratic moduleM we putM(a) = {x ∈ M|B(x,M) ⊂ (a)}(a ∈

k). Suppose thatM is (b)-modular. Then it is easy to seeM(a) = M
or ab−1M according as (b) ⊂ (a) or (b) % (a) respectively. Hence
s(M(a)) ⊂ (a); further s(M(a)) = (a) if and only if (a) = (b). On the
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other hand, we haveL(a) = L1(a) ⊥ . . . ⊥ Lt(a) for (♯). The above ar-
gument impliess(L(a)) = (a) if and only if (a) = s(Li) for somei. Thus
the numbert ands(Li) in the decomposition (♯) are uniquely determined.
Fix any i and takea ∈ kx with (a) = s(Li). ThenB(L j(a), L j (a)) ⊂ (pa)
for j , i; further Li(a) = Li is (a)-modular. SetV = L(a)/pL(a) and
B′(x, y) = a−1B(x, y) ∈ Z/(p) for x, y ∈ V. ThenV is a vector space over
Z/(p) andB′ is a symmetric bilinear form.B′ is identically zero on the
images ofL j(a)( j , i) on V and gives a regular matrix on the image of176

Li(a) on V. Hence we get dim{x ∈ V|B′(x,V) = 0} = ∑
j,i

rankL j . Thus

rank Li is also uniquely determined byL. If n(Li) , s(Li), thenp = 2
and 2s(Li) = n(Li), and it is the case if and only ifB′(x, x) is identically
zero forx ∈ V. This condition being satisfied or not is determined byL
ands(Li). Thus we have proved

Proposition 2.1.11.Let L be a regular quadratic module over o. Then
there is a decomposition

L = L1 ⊥ . . . ⊥ Lt,

where every Li is modular and s(L1) % . . . % s(Lt). Moreover the num-
ber t, s(Li), rankLi and the equality of n(Li) and s(Li) or otherwise are
uniquely determined by L.

Proposition 2.1.12.Suppose p, 2. Let L be a unimodular quadratic
module over o. Then L=< 1 >⊥ . . . ⊥< 1 >⊥< d(L) >. If rank L ≧ 3,
Q(L) = o.

Proof. For a unimodular moduleM, suppose (Q(x)) , o(= s(M)) for

every x ∈ M. Then we haveo = s(M) ⊂ 1
2

n(M) ⊂ (p/2). This

is a contradiction. Thus the proof of the previous propositions shows
L =< u1 >⊥ L1(u1 ∈ ox). SinceL is unimodularL1 is also unimodular.
Repeating this argument, we haveL =< u1 >⊥ . . . ⊥< un > (ui ∈ ox).
Since the Hasse invariant ofkL is 1, < u1 >⊥ . . . ⊥< un > and
< 1 >⊥ . . . ⊥< 1 >⊥< d(L) > are isometric overk after the exten-
sion of coefficient ring fromo to k, and they areo-maximal by Corol-
lary to Lemma 2.1.1. Hence they are isometric, by Theorem 2.1.2. If
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rank L ≧ 3, thenL �<
(

0 1
1 0

)
>⊥ ∗ holds. Therefore it follows that

Q(L) = o. �

Proposition 2.1.13.Suppose p= 2. Let L be a unimodular quadratic177

module over o. L has an orthogonal basis if and only if n(L) = s(L).
Otherwise L is an orthogonal sum of<

(
0 1
1 0

)
>, <

(
2 1
1 2

)
>,<

(
2 1
1 2

)
>⊥<(

2 1
1 2

)
> is isometric to<

(
0 1
1 0

)
>⊥<

(
0 1
1 0

)
>.

Proof. As in the proof of Proposition 2.1.13, we have a decomposition

L = L1 ⊥ L2,

whereL1 =< u1 >⊥ . . . ⊥< ut > (ui ∈ ox), L2 is an orthogonal sum
of <

(
2ai bi
bi 2ci

)
> (ai , ci ∈ o, bi , ∈ ox). Moreover,n(L) = s(L) if and

only if rankL1 ≧ 1. SupposeM = ox1 ⊥ o[x2, x3] and Q(x1) ∈ ox,
(B(xi , x j))i, j=2,3 =

(
2a b
b 2c

)
, a, b, c ∈ o, b ∈ ox. ThenN = o[x1 + x2, x3] is

unimodular andQ(x1+ x2) ∈ ox. The proof of Proposition 2.1.11 shows
thatN has an orthogonal basis andM is isometric toN ⊥ ∗ by Lemma
2.1.3. ThusM has an orthogonal basis. This proves the first assertion.
Let K = o[v1, v2], (B(vi , v j)) =

(
2a b
b 2c

)
(a, b, c ∈ o, b ∈ ox). ThenkK

is isometric to< 2a >⊥< 2ad >, d = 4ac− b2 ≡ −1 mod 4. After
easy manipulations, the Hasse invariantS(kK) is 1 (resp.−1) accord-
ing asd ≡ 3 (resp. 7) mod 8. Hence by virtue of Theorem 2.1.1,
kK is isometric to<

(
2 1
1 2

)
> (resp.<

(
0 1
1 0

)
>) if d ≡ 3 (resp. 7)

mod 8. Since they are (2)-maximal by Lemma 2.1.1, they are iso-
metric by Theorem 2.1.2. By Theorem 2.1.1 again, it is easy tosee
<

(
2 1
1 2

)
>⊥<

(
2 1
1 2

)
>⊥<

(
0 1
1 0

)
> overk. Overo, they are (2)-maximal

by Lemma 2.1.1 and then they are isometric. �

2.1.0 Extension Theorems
178

Let V, W be quadratic modules overk andM a (o)-lattice onV. Suppose
that

u : M →W

is a linear mapping overo. Then, putting, forw ∈W,

Bu(w)(x) = B(u(x),w) for x ∈ M
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we obtainBu(w) ∈ Hom(M, k). The following theorem is fundamental.

Theorem 2.1.14.Suppose that there is an o-submodule G in W such
that, for k∈ Z, the conditions

(♯)k



Hom(M, o) = {Bu(w)|w ∈ G} + Hom(M, po),

pk−1n(G) ⊂ 2o,

Q(u(x)) ≡ Q(x) mod 2pko for x ∈ M

are satisfied. Then there is an element u′ ∈ Hom(M,W) satisfying

u′(x) ≡ u(x) mod pkG for x∈ M and (♯)k+1.

If, moreover, V is regular, there is an isometry u0 from M to W satisfying

u0(x) ≡ u(x) mod pkG for x∈ M.

Proof. Let {v1, . . . , vm} be a basis ofM. Put

a
(∑

xivi ,
∑

yivi

)
=

1
2

p−k
∑

i

(Q(u(vi )) − Q(vi ))xiyi + p−k

∑

i< j

(B(u(vi), u(v j )) − B(vi , v j))xiy j .

SinceQ(
∑

wi) = Q(wi) + 2
∑
i< j

B(wi,w j), we have 179

2pka(x, x) = Q(u(x)) − Q(x) for x ∈ M.

It is obvious that

1
2

p−k(Q(u(vi )) − Q(vi)) ∈ o and

p−k{B(u(vi), u(v j )) − B(vi , v j)} =
1
2

p−k{Q(u(vi + v j)) − Q(u(vi ))

− Q(u(v j)) − Q(vi + v j) + Q(vi)

+ Q(v j )} ∈ o.
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Thusa(x, y) is ano-valued bilinear form onM. Therefore, for eachi,
there existgi ∈ G andmi ∈ Hom(M, po) such that

a(x, vi ) = B(u(x), gi) +mi(x) for x ∈ M.

Making use ofgi , we definev ∈ Hom(M,G) by

v(
∑

xivi) = −
∑

xigi (xi ∈ o).

We putu′(x) = u(x) + pkv(x). Thenu′(x) ≡ u(x) mod pkG is obvious
for x ∈ M. We must verify the property (♯)k+1 for u′. For x ∈ M, w ∈ G,
we have

Bu′(w)(x) = B(u′(x),w) = B(u(x),w) + pkB(v(x),w)

= Bu(w)(x) + pkB(v(x),w).

Here the linear mappingx → pkB(v(x),w) is in Hom(M, po) since

pkB(v(x),w) ∈ pks(G) ∈ 1
2

pkn(G) ⊂ po. Hence the first equation is

valid for u′.
For x =

∑
xivi ∈ M, we have

Q(u′(x)) = Q(u(x)) + p2kQ(v(x)) + 2pkB(u(x), v(x))

= Q(u(x)) + p2kQ(v(x)) + 2pk(−
∑

xi B(u(x), gi))

= Q(u(x)) + p2kQ(v(x)) − 2pk(a(x, x) −
∑

ximi(x))

= Q(x) + p2kQ(v(x)) + 2pk
∑

ximi(x).

Here p2kQ(v(x)) ∈ p2kn(G) ⊂ 2pk+1o, 2pk ∑
ximi(x) ∈ 2pk+1o hold.180

Thus the third property of (♯)k+1 holds for u′, and the former part of
Theorem 2.1.14 is proved. Repeating this argument inductively, there is
an elementuℓ ∈ Hom(M,W)(ℓ ≥ 1) satisfying

Q(uℓ(x)) ≡ Q(x) mod 2pk+ℓo for x ∈ M,

uℓ(x) ≡ u(x) mod pkG for x ∈ M.

Hence there is an elementu0 ∈ Hom(M,W) such that

Q(u0(x)) = Q(x) and u0(x) ≡ u(x) mod pkG for x ∈ M.
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Supposeu0(y) = 0 for y ∈ M. Then we have

B(y,M) = B(u0(y), u0(M)) = 0.

If V is regular, theny = 0 follows. Henceu0 is injective and indeed an
isometry. This completes the proof of Theorem 2.1.14. �

Definition . Let V be a quadratic module over k and M a lattice on V.
Then we denote by M♯

{x ∈ V|B(x,M) ⊂ o}.

Corollary 1. Let V, W be regular quadratic modules over k and M, N
lattices on V, M respectively. Let h be an integer such that 181

phn(M♯) ⊂ 2o.

If u ∈ Hom(M,N) satisfies

Q(x) ≡ Q(u(x)) mod 2ph+1o for x ∈ M,

then there exists an isometry u′ from M to N such that

u′(M) = u(M)

u′(x) ≡ u(x) mod ph+1u(M♯) for x ∈ M.

In particular, we have u′ : M � u(M).

Proof. We claim thatu is injective. Suppose thatu(x) = 0 for 0 , x ∈
M. Without loss of generality, we may assume thatx is primitive in M.
Hence there existsx′ ∈ M♯ satisfyingB(x, x′) = 1. 2s(M♯) ⊂ n(M♯) ⊂
2p−ho implies B(phM♯,M♯) ⊂ o and thenphM♯ ⊂ (M♯)♯ = M. Thus
phx′ is in M. From

Q(x+ phx′) ≡ Q(u(phx′)) mod 2ph+1o

≡ Q(phx′) mod 2ph+1o

we have 0≡ Q(x) + 2ph ≡ Q(u(x)) + 2ph ≡ 2ph mod 2ph+1o. This is
a contradiction. Thusu is injective. Letϕ be an element of Hom(M, o).
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Thenϕ(x) = B(x, z) for somez ∈ M♯. We show that (♯)h+1 holds for
G = u(M♯). For x ∈ M, we have

phϕ(x) = B(x, phz) ≡ (B(u(x), phu(z)) mod ph+1o

and thenϕ(x) ≡ B(u(x), u(z)) mod po. Thus the first condition holds.182

For x ∈ M♯, we have

Q(phx) ≡ Q(phu(x)) and 2ph+1o

and ph+1Q(x) ≡ ph+1Q(u(x)) mod 2p2o.

From the assumptionphn(M♯) ⊂ 2o, it follows that

ph+1Q(x) ≡ 0 mod 2po and then ph+1Q(u(x)) ≡ 0 mod 2po.

Thusphn(G) ⊂ 2o. By Theorem 2.1.14, there exists an isometryu′ from
M to W such that

u′(x) ≡ u(x) mod ph+1u(M♯) for x ∈ M.

SincephM♯ ⊂ M, u′(x) ≡ u(x) mod pu(M) for x ∈ M. This implies
u′(M) = u(M). �

Corollary 2. Let V be a regular quadratic module over k and M a lattice
on V. Let h be an integer such that

phn(M♯) ⊂ 2o,

and let N be a submodule of M which is a direct summand of M as a
module, and suppose that u0 is an isometry from N to M satisfying

u0(x) ≡ x mod ph+1M♯ for x ∈ N.

Then u0 extends to an isometry u1 ∈ o(M) such that

u1(x) ≡ x mod ph+1M♯ for x ∈ M.

183
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Proof. We take a submoduleN′ such thatM = N ⊕ N′. We define an
endomorphismu of M by

u(x+ x′) = u0(x) + x′ for x ∈ N, x′ ∈ N′.

PutG = M♯. By assumption,phn(G) ∈ 2o. Forϕ ∈ Hom(M, o) there
existsz ∈ M♯ such that

ϕ(x) = B(x, z) for x ∈ M.

Then we have, forx ∈ M,

ϕ(x) − B(u(x), z)

= B(x− u(x), z) ∈ B(ph+1M♯,M♯) ⊂ B(pM,M♯)

⊂ po,

sincepnM♯ ⊂ M as in the proof of Corollary 1 to Theorem 2.1.14. Thus
Hom(M, o) = Bu(G) + Hom(M, po). For x ∈ N, x′ ∈ N′, we have

Q(u(x+ x′)) − Q(x+ x′) = Q(u0(x) + x′) − Q(x+ x′)

= Q(u0x)) − Q(x) + 2B(u0(x) − x, x′), putting u0(x) − x = ph+1y,

= 2B(ph+1y, x) + p2(h+1)Q(y) + 2B(ph+1y, x′) ∈ 2ph+1o holds.

Thus the condition (♯)h+1 in Theorem 2.1.14 is satisfied forV = W and
a linear mappingu satisfyingu = u0 on N. In the proof of this theorem,
we assume that{v1, . . . , vn} (respectively{vn+1, . . . , vm}) is a basis ofN
(respectivelyN′). Then Q(u(vi )) = Q(vi) for 1 ≦ i ≦ n, and hence
a(x, y) = 0 holds forx ∈ M, y ∈ N. Thus we can takegi = u, mi = 0 for 184

i ≦ n. This impliesv(N) = 0. Henceu′ constructed in Theorem 2.1.14
satisfies the conditionu′ = u = u0 on N. Repeating this argument, we
obtain an isometryu1 from M to V such that

u1(x) ≡ u(x) ≡ x mod ph+1M♯ for x ∈ M,

u1(x) = u0(x) for x ∈ N.

Now phM♯ ⊂ M implies thatu1(M) ⊂ M and thenu1(M) = M, on
comparing the discriminants. �
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Corollary 3. Let V be a regular quadratic module over k, M a lattice
on V, and{u1, . . . , un} a set of linearly independent elements of V. Then
there is an integer h such that for a set{v1, . . . , vn} of linearly inde-
pendent elements satisfying B(ui , u j) = B(vi , v j) and ui − vi ∈ phM for
1 ≤ i ≤ j ≤ n, there is an isometry u∈ o(M) such that u(ui ) = vi for
1 ≤ i ≤ n.

Proof. Without loss of generality, we may assume thatui ∈ M for 1 ≤
in ≤ n, taking pr M instead ofM. Put N = k[u1, . . . , un] ∩ M and let
{w1, . . . ,wn} be a basis ofN and

(u1, . . . , un) = (w1, . . . ,wn)A for A ∈ Mn(o).

We define an isometryu0 from N to M by u0(ui) = vi . Then we have

(. . . , u0(wi) − wi , . . .) = (. . . , u0(ui) − ui , . . .)A
−1

= (. . . , vi − ui , . . .)A
−1.

If h is sufficiently large, thenu0(x) ≡ x mod ph′+1M♯ for x ∈ N and a
sufficiently largeh′. From the previous corollary our assertion follows.

�

Corollary 4. Let L be a regular quadratic module over oand x1, . . . ,
xn ∈ L a set of elements of L satisfyingdet(B(xi , x j)) , 0. Then there ex-185

ists an integer h such that for any y1, . . . , yn ∈ L with yi ≡ xi mod phL,
there is an isometryσ ∈ 0(L) for which

σ(o[x1, . . . , xn]) = o[y1, . . . , yn]

holds.

Proof. Put M = o[x1, . . . , xn], N = o[y1, . . . , yn]. We take a sufficiently
largeh; then det(B(yi , y j))/det(B(xi , x j)) ∈ ox2

. Applying Corollary 1 to
Theorem 2.1.14 toM, N, u : xi → yi , we see that there arez1, . . . , zn ∈ N
such thatB(zi , zj) = B(xi, x j) andzi ≡ yi mod ph′L for a sufficiently
largeh′. From the previous corollary follows the existence of an isome-
try σ ∈ o(L) such thatσ(M) = o[z1, . . . , zn] = N. �
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2.2 The Spinor Norm

Let k be a field with characteristic, 2 andV a regular quadratic module
overk.

Let T(V) = ⊕
n≥0

n
⊗V(

0
⊗V = k,

1
⊗V = V) be the tensor algebra of

V and let I be the two-sided ideal ofT(V) generated by elements of
the form x ⊗ x − Q(x) ∈ T(V). ThenC(V) = T(V)/I is called the
Clifford algebraof V. It is easy to see thatC(V) is the direct sum of

the images ofT0 = ⊕(
n
⊗V) (n : even) andT1 = ⊕(

n
⊗V)(n : odd) since

I = (I ∩ T0) ⊕ (I ∩ T1).

Lemma 2.2.15.Let {v1, . . . , vn} be an orthogonal basis of V. Then the
centre of C(V) is contained in k+kv1 . . . vn (where v1 . . . vn is the product
of v1, . . . , vn in C(V)).

Proof. For x, y ∈ V, we have

Q(x+ y) = (x+ y)(x+ y) = Q(x) + Q(y) + xy+ yx in C(V),

and thenxy+ yx = 2B(x, y). For a subsetS of {1, . . . , n}, we identifyS 186

with vi1 . . . vi j (S = {i1 < . . . < i j}). If S = φ, then we take the identity in
C(V). Thenx ∈ C(V) is written as

x =
∑

S

a(S)S (a(S) ∈ k),

whereS runs over all subsets of{1, . . . , n}. Although it is known that
the expression is unique, i.e., dimC(V) = 2n, we do not need to prove
the lemma. Sete(S) = 1 (resp.−1) if the cardinality ofS is even
(resp. odd). Sinceviv j = −v jvi for i , j, we have, forS ⊂ {1, . . . , n},

S vi =


e(S)viS if i < S,

−e(S)viS if i ∈ S.

Hence it is easy to see that 1 andv1 . . . vn with n odd are in the centre
of C(V); moreover, 1 andv1 . . . vn for odd n are linearly independent,
since 1∈ T0 andv1 . . . vn ∈ T1. LetS consist of all subsets of{1, . . . , n},
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giving a basis ofC(V); we may assume thatS ∋ φ and{1, . . . , n} if n is
odd. Suppose thatx is an element of the centre ofC(V) and let

x =
∑

S∈S
a(S) S(a(S) ∈ k).

Thenxvi = vi x implies

xvi

∑
a(S)S vi

=

∑

i<S∈S
a(S)e(S)viS −

∑

i∈S∈S
a(S)e(S)viS

=

∑

S∈S
a(S)viS.

Multiplying vi from the left, we have187
∑

i<S∈S
e(S)=−1

a(S)S +
∑

i∈S∈S
e(S)=1

a(S)S = 0.

SinceS gives a basis ofC(V), we have

a(S) = 0,

if φ , S ( {1, . . . , n}, or S = {1, . . . , n} with n even. This completes the
proof of Lemma 2.2.15. �

For any anisotropic vectorv ∈ V (i.e. with Q(v) , 0), we define an
isometryτv of V by

τvx = x− 2B(x, v)
Q(v)

v.

It is called asymmetry(with respect tov)

Lemma 2.2.16.Supposeτu1 . . . τum = 1. Then Q(u1) . . .Q(um) ∈ kx2
.

Proof. First, we note thatm is even, since detτu = −1. For an aniso-
tropic u ∈ V and allx ∈ V we have

τux = x− 2B(u, x)
Q(u)

u
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= x− Q(u)−1(xu+ ux)u in C(V)

= −uxu−1 (u−1
= Q(u)−1u in C(V)).

Henceτu1 . . . τum = 1, implying that

u1 . . . umx = xu1 . . . um for all x ∈ V.

By the previous lemma, we have 188

u1 . . . um = a+ bv1 . . . vn,

wherea, b ∈ k and{v1, . . . , vn} is an orthogonal basis forV andb = 0 if
n is even. Ifn is odd, thenbv1 . . . vn is in the images ofT0 andT1, since
u1 . . .um − a ∈ T0.

Hencebv1 . . . vn is 0 andu1 . . .um = a ∈ k. Sincex1 ⊗ . . . ⊗ xt →
xt ⊗ . . . ⊗ x1 induces an anti isomorphismf of C(V). Hence we have

Q(u1) . . .Q(um) = u1 . . . umum . . . u1

= u1 . . . um f (um) . . . f (u1)

= u1 . . . um f (u1 . . .um)

= a2. Q.E.D.

�

The following theorem is implicitly proved in [S].

Theorem 2.2.17.The group O(V) is generated by symmetries.

Hence we can expressσ ∈ O(V) as a product of symmetries,

σ = τu1 . . . τum

and denote byθ(σ) the elementQ(u1) . . .Q(um) ∈ kx/kx2
. By Lemma

2.2.16, this mapping is well-defined and then it is obvious that θ is a
group homomorphism fromO(V) to kx/kx2 · θ(σ) is called thespinor
normof σ.

Definition. O′(V) = {σ ∈ O+(V)|θ(σ) ∈ (kx)2}.
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Proposition 2.2.18.Let L be a modular or maximal regular quadratic
module overZp with rankL ≥ 2. SupposerankL ≥ 3 unless L is modu-
lar with p , 2. Thenθ(O+(L)) ⊃ Zx

p.

Proof. Suppose thatL is (a)-modular. Let, firstp , 2. Proposition 189

2.1.12 implies

< a1 >⊥ . . . ⊥< an >�< b1 >⊥ . . . ⊥< bn >

if ai , bi ∈ Zx
p andΠai = Πbi .

Hence, for eachb ∈ Zx
p, there exists a decomposition

L = Zpv ⊥ ∗,Q(v) = ab.

Then τv induces an isometry ofL and θ(τv) = abQx2

p . Therefore
θ(O+(L)) ⊃ Zx

p. Supposep = 2. Let M = Z2[v1, v2] and (B(vi , v j)) =

a
(

0 1
1 0

)
. Foru ∈ Zx

2, it is clear thatτv1+uv2 ∈ O(M) andθ(τv1+uv2) = 2au.

Henceθ(O+(M)) ⊃ Zx
2Q

x2

2 . Next suppose thatM = Z2[v1, v2] and

(B(v1, v j)) = a
(

2 1
1 2

)
. ThenQ2M is anisotropic andM is (2a)-maximal,

since<
(

2 1
1 2

)
> is (2)-maximal by Lemma 2.1.1. HenceM = {x ∈

Q2M|Q(x) ∈ (2a)} andO+(M) = O+(Q2M) · Q(v1 + bv2) = 2a, 2a.3,
2a.7 and 2a.13 according asb = 0, 1, 2 and 3 respectively. Hence we
haveθ(O+(M)) ⊃ Zx

2Q
x2

2 . Thus, to prove our assertion, we have only to

show L =< a
(

2c 1
1 2c

)
>⊥ ∗(c = 0 or 1). From Proposition 2.1.13, it

follows that L has an orthogonal basis{vi} with Q(vi ) = aui , ui ∈ Zx
2.

Put M = Z2[v1 + v2, v2 + v3] =< a
(

u1+u2 u2
u2 u2+u3

)
>. Then M is (a)-

modular,M ⊂ L and henceL = M ⊥ ∗. Proposition 2.1.13 now implies
<

(
u1+u2 u2

u2 u2+u3

)
>�<

(
0 1
1 0

)
> or <

(
2 1
1 2

)
>, and the previous assertion

givesθ(O+(L)) ⊃ θ(O+(M)) ⊃ Zx
2Q

x2

2 . �

Suppose thatL is maximal. By virtue of Lemma 2.1.6 and the pre-190

vious results, we may assume thatQpL is anisotropic. By the same
lemma,L is fixed as a set for every isometry ofQpL. Suppose rank
L ≥ 4; then the corollary on page 37 in [S] impliesQ(QpL) = Qp.
Henceθ(O+(L)) = θ(O+(QpL)) = Qx

p ⊃ Zx
p. Suppose rankL = 3. From

the same corollary, it follows thatu ∈ Q(QpL) if −u < d(QpL). Since
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every non-zero element inQp is a product of two elementsu, v with u,
v ∈ −d(QpL), we haveθ(O+(L)) = θ(O+(QpL)) = Qx

p again.

Proposition 2.2.19. Let V be a regular quadratic module overQ with
dimV < 3. Then we have

θ(O+(V)) = {a ∈ Qx|a > 0 if RV is anisotropic}.

Proof. Suppose thatRV is anisotropic. ThenRV is definite andQ(V) ⊂
{a ∈ Q|a ≧ 0} or {a ∈ Q|a ≤ 0}. Hence the spinor norm is positive.
Put δ = −1 if RV is positive definite,δ = 1 otherwise, and leta be a
rational number such thata > 0 if RV is anisotropic. By Theorem 6
on page 36 in [S].QpV is isotropic except at a finite number of primes.
Hence we can chooseb ∈ Qx such thatb > 0, andδ.a.b.d(V) 1 Qx2

p ,

δ.b.d(V) 1 Qx2

p for a primep if QpV is anisotropic. ThenV ⊥< δb >,
V ⊥< δ.a.b > are isotropic at every prime spot by the same theorem
and hence they are isotropic by the Hasse-Minkowski theoremon page
41 in [S]. By Corollary 1 on page 33 in [S],−δb and−δab are inQ(V).
ThereforeaQx2

= (−δb)(−δab)Qx2 ⊂ θ(O+(V)). �

Proposition 2.2.20.Let V be a regular quadratic module overQp with
dimV ≧ 3. Thenθ(O+(V)) = Qx

p.

Proof. If Q(V) = Qp, the assertion is obvious. Otherwise, it follows
that dimV = 3 and if−a.d(V)(a ∈ Qx

p) is not a square, thenV represents 191

a. Henceθ(O+(V)) = Qx
p, as it is easy to see. �

Proposition 2.2.21.Let V be a regular isotropic quadratic module over
a field k withcharacteristic, 2. Then O′(V) is generated byτxτy(x, y ∈
V,Q(x) = Q(y) , 0).

Proof. LetΩ be the subgroup ofO(V) which is generated byτxτy(x, y ∈
V,Q(x) = Q(y) , 0). Then clearlyΩ ⊂ O′(V), and fromστxτyσ

−1
=

τσ(x)τσ(y)(σ ∈ 0(V)), it follows thatΩ is a normal subgroup ofO′(V).
Let V = H ⊥ W whereH = k[e1, e2], Q(e1) = Q(e2) = 0, B(e1, e2) = 1.
Let σ = τx1 . . . τxn ∈ O′(V); then takeyi ∈ H so thatQ(yi) = Q(xi).
Sinceτxiτyi ∈ Ω, σ = τy1 . . . τyn in O′(V)/Ω. Setη = τy1 . . . τyn; thenη
is identity onW, and henceη|H ∈ O′(H). Sinceη|H ∈ O′(H), there exist
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z1, z2 ∈ H such thatη|H = τz1 · τz2 andQ(z1)Q(z2) = 1. Thenη = τz1τz2

on V. Thus we haveσ = η = 1 in O′(V)/Ω and soO′(V) ⊂ Ω. �

2.3 Hasse-Minkowski Theorem

This section is a complement to§ 3 of Chapter IV in [S].

Theorem 2.3.22.V, W be regular quadratic modules overQ. If Vp, V∞
are represented by Wp, W∞ for every prime p, then V is represented by
W.

Proof. When dimV = 1, this is nothing but Corollary 1 on page 43
in [S]. We prove the theorem by induction on dimV. DecomposeV
asV =< a >⊥ V0, a ∈ Qx. The inductive hypothesis shows thatV0

is represented byW and hence there is a submoduleW0 in W which
is isometric toV0. SinceV is locally represented byW, < a > is lo-192

cally represented byW⊥0 := {x ∈ W|B(x,W) = 0}, using Witt’s theorem
(Corollary on page 32 in [S]). Hence< a > is represented byW⊥0 . Thus
V is represented byW. �

Corollary. Let V, W be regular quadratic modules overQ with dimV+
3 ≤ dimW. IfRV is represented byRW, then V is represented by W.

Proof. Corollary to Theorem 2.1.1 and the above theorem yield the as-
sertion. �

2.4 Integral Theory of Quadratic Forms

For a finite setS = {p1, . . . pn} of prime numbers, we define a ringZ[S]
by

Z[S] = Z[p−1
1 , . . . , p−1

n ].

If S = φ, thenZ[S] means the ringZ of rational integers. We define the
class, the spinor genus, and the genus of quadratic modules.
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Let V be a quadratic module overQ, S a finite set of primes, andL
aZ[S]-lattice onV. Now we put

clsL =

{
K
Z[S] − lattice onV such thatK = σ(L)
for someσ ∈ O(V)

}
,

spnL =


K
Z[S] − lattice onV such that there exists
isometriesσ ∈ O(V), andσp ∈ O′(Vp)
satisfyingσ(Kp) = σp(Lp) for everyp < S


,

genL =

{
K
Z[S] − lattice onV such that for everyp < S there
is an isometryσp satisfyingKp = σp(Lp)

}
.

It is obvious that genL ⊃ spnL ⊃ clsL. WhenK ∈ clsL, spnL, genL 193

respectively, we say thatK andL belong to the same class, spinor genus,
genus, respectively.

Here we recall the fundamental relations between global lattices and
their localizations.

Theorem 2.4.1.Let V be a finite dimensional vector space overQ, S a
finite set of prime numbers, and K aZ[S]-lattice on V. Suppose that a
collection{LP} of aZp-lattice on Vp(p < S) is given and that Lp is equal
to Kp = ZpK for almost all (= all but a finite number of) prime numbers.
Then M=

⋂
p<S

(V∩Lp) is aZ[S]-lattice on V satisfying Mp = ZpM = Lp

for every p< S .

2.4.0

The most fundamental result is the following

Theorem 2.4.2.Let V be a regular quadratic module overQ, S a finite
set of prime numbers. For anyZ[S]-lattice L on V,genL contains only
a finite number of distinct classes.

Proof. Suppose that the assertion is proved forS = φ. For p ∈ S, we
take and fix aZp-lattice Mp on Vp, and for K ∈ genL we put K0 =⋂
p<S

(V ∩ Kp)
⋂
p∈S

(V ∩ Mp). ThenK0 is aZ-lattice onV andK0 ∈ genL0
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as is obvious. By assumption, genL0 contains only a finite number of
distinct classes clsKi(i = 1, . . . , n). Hence there is an isometryσ ∈
O(V) such thatσ(K0) = Ki for somei = 1, 2, . . . , n, and thenσ(K) =
σ(Z[S]K0) = Z[S]Ki ∈ genL. Thus clsZ[S]Ki(i = 1, 2, . . . , n) are the
only classes contained in genL. �

Thus we have only to prove our assertion in caseS = φ. In the rest
of the proof, we assumeS = φ. For an integera , 0, it is obvious
that if genL = {clsKi} the genaL = {clsaKi}. Thus we may assume194

s(L) = {∑ B(xi , yi)|xi , yi ∈ L} ⊂ Z. If K ∈ genL, thend(L) = d(K) and
s(L) = s(K) sinces(L)Zp = s(Lp). Thus we have only to prove

Proposition 2.4.25. Let V be a regular quadratic module overQ and
d , 0 an integer. Then there is only a finite number ofclsL such that
s(L) ⊂ Z and d(L) = d.

Lemma 2.4.26.Let V be a regular quadratic module overQ and M a
Z-lattice with s(M) ⊂ Z on V. Suppose that N is a regular quadratic
submodule of M. Put K= N⊥ = {x ∈ M|B(x,N) = 0}. Then we have

N ⊥ K ⊂ M ⊂ M♯ ⊂ N♯ ⊥ K♯ and |d(K)|
∣∣∣∣|d(M)| · |d(N)|,

where, for a quadratic module L overZ, we denote{x ∈ QL|B(x, L) ⊂ Z}
by L♯.

Proof. The relations on inclusions are trivial, sinceL1 ⊂ L2 implies
L♯1 ⊃ L♯2. Let x be an element ofM. Then there is an elementy ∈ N♯

such thatB(x, z) = B(y, z) for all z ∈ N. This correspondenceϕ is linear
and we claim thatϕ−1(N) = N ⊥ K. Suppose thatϕ(x) ∈ N; then
B(x − ϕ(x), z) = 0 for z ∈ N and sox − ϕ(x) ∈ K. If, conversely,x =
x1+x2, x1 ∈ N, x2 ∈ K, thenB(x−ϕ(x), z) = B(x1−ϕ(x), z) = 0 for z∈ N
andϕ(x) = x1 ∈ N. Thus we have [M : N ⊥ K] = [ϕ(M) : N]|[N♯ :
N] = d(N), and|d(N) ·d(K)| = |d(M)| · [M : N ⊥ K]2||d(M)| · |d(N)|2. �

Lemma 2.4.27. For a regular quadratic module L overZ, min(L) :=
min{|Q(x)| |x ∈ L, x , 0} ≤ (4/3)(n−1)/2|d(L)|1/n where n= rankL.
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Proof. We use induction on rankL. In case rankL = 1, the assertion is
trivial. For rankL > 1, we takev1 ∈ L such that|Q(v1)| = m(L), v1 , 0.
If min(L) = 0, then we have nothing to prove. SupposeQ(v1) , 0, and195

{v1, . . . , vn} is a basis forL. Define a linear mappingp by p(v1) = v1,
p(vi) = vi − Q(v1)−1B(vi , v1)vi(i ≧ 2). Then the determinant ofp is one,
and hence

|d(L)| = |det(B(vi , v j))| = |det(B(pvi , pvj))|
= min(L)|det(B(pvi , pvj))i, j≥2|,

sinceB(v1, pvi) = 0 for i ≧ 2. Put M = Z[p(v2), . . . , p(vn)]. By the
inductive assumption, we have

min(M) ≦ (4/3)(n−2)/2|d(M)|1/n−1.

Takey ∈ M and a rational numberr such that

|Q(y)| = min(M), y+ rv1 = x(say)∈ L, |r | ≦ 1/2.

Then we obtain min(L) ≦ |Q(x)| = |Q(y) + r2Q(v1)| ≦ min(M) +
1
4

min(L). Hence

min(L) ≦
4
3

min(M)

≦ (4/3)n/2|d(M)|1/n−1

= (4/3)n/2|d(L)/min(L)|1/n−1

implying that
min(L) ≦ (4/3)(n−1)/2|d(L)|1/n.

�

We prove the proposition by induction on dimV. In the case of
dimV = 1, it is obvious.

Suppose thatM is a lattice onV such thats(M) ⊂ Z andd(M) = d.
If min(M) , 0, then forv ∈ M with |Q(v)| = min(M), we putN = Zv. If
min(M) = 0, then there is a primitive isotropic vectorv1 ∈ M. We can
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take a basis{v1, v2, . . .} of M such thatB(v1,M) = B(v1, v2)Z, B(v1, vi) =
0 for i ≧ 3. Hencea = |B(v1, v2)| dividesd. SinceQ(v2+bv1) = Q(v2)±
2ba, we may assume|Q(v2)| ≦ a. In this case, we putN = Z[v1, v2].
If dim V = 2, thenM = N and the number of possible corresponding196

matrices is finite. Hence, for a binary isotropic quadratic moduleV, the
assertion is proved. Otherwise, we have constructed a sub-moduleN of
M such that|d(N)| is bounded by a constant depending only ond(M)
and dimV. PutK = N⊥. ThenrankK = rankM− 1 or rankM− 2, and
|d(K)| ≦ |d(M)||d(N)| which is less than a constant depending only on
d(M) and dimV. By the inductive assumption, the number of possibleK
is finite and then the number of possibleK is finite and then the number
of possibleM for which N ⊥ K ⊂ M ⊂ N♯ ⊥ K♯ is also finite. This
completes the proof.

Theorem 2.2.28.Let W, V be regular quadratic modules overQ, S a
finite set of prime numbers, and M, LZ[S]-lattices on W, V respectively,
and suppose that Mp is represented by Lp for p < S and Wp,W∞ are
represented by Vp,V∞ for p ∈ S . Then there is a lattice K∈ genL such
that M is represented by K.

Proof. By the Hasse-Minkowski theorem, we may assume thatW is
a submodule ofV. Then there is an isometryσp ∈ 0(Vp) such that
σp(Mp) ⊂ Lp, and for almost allp,Mp ⊂ Lp. Hence qZ[S]-lattice K =⋂
M11Lp

(V∩σ−1
p (Lp))

⋂
Mp⊂Lp

(V∩ Lp) containsM and obviously,K ∈ genL

. �

2.2.0

In this paragraph, we give two different kinds of approximation the-
orems which are necessary latter. Before stating the results, we first
describe the topology. LetV be a vector space overQp with dimV =
n < ∞. Fixing a basis ofV overQp,V (resp. EndV) is isomorphic to
Qn

p(resp.Mn(Qp)). Using this isomorphism, we can introduce a topol-
ogy onV or EndV which is independent of the choice of bases. Take
two bases{ui}, {vi} of V. If u andv ∈ V or EndV) are sufficiently close
with respect to the topology introduced by{ui}, then they are also suffi-197
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ciently close with respect to{vi}. Hence we can use “sufficiently close”
without ambiguity, when a finite number of fixed bases are involved.

The first theorem is an approximation theorem for 0′(V).

Theorem 2.2.29.Let V be a regular quadratic modular overQ with
dimV ≧ 3 and suppose that Vv = QvV is isotropic for some spot v. (v
may be finite or infinite). Let L be aZ-lattice on V and S a finite set of
prime numbers with S= v. For a givenσp ∈ 0′(Vp) for p ∈ S , there is
an isometryσ ∈ 0′(V) such that

σ(Lp) = Lp for p < S ∪ {v} and

σ andσp are sufficiently close in EndVp for p ∈ S.

To prove the theorem, we need some preparatory lemmas.

Lemma 2.2.30. Let V be a regular quadratic module overQ and S a
finite set of spots including∞. For givenσv ∈ 0+(Vv) for v ∈ S , there
are vectors x1, . . . , x2n ∈ V such thatσv andτx1 · · · τx2n are sufficiently
close for v∈ S .

Proof. Put σv = τx1(v) · · · τx2n(v)(xi(v), ∈ Vv). Since the order of any
symmetry is 2, we may suppose thatn is independent ofv ∈ S. We have
only to choosexi ∈ V so thatxi andxi(v) are sufficiently close inVv for
v ∈ S. �

Lemma 2.2.31. Let W be a regular quadratic module ofdimW ≧ 3,
overQ,S a finite set of sports, and v a spot< S . For aZ-lattice K on W
there is an integerµ such that

(i) µ ∈ Zx
p if p ∈ S . 198

(ii) if a rational number a is represented by W, and

a ∈ Q(Kp) ∩ µZp for p , v, W∋ y with Q(y) = a and y∈ Kp for p , v.

Proof. ExtendingS, we may assume that ifp < S, p , v, thenKp is uni-
modular andp , 2. Let K1, . . . ,Kh be a complete set of representatives
of classes in genK. We show thatKi can be chosen so that (Ki)p = Kp

for p ∈ S. First, we note that every regular quadratic moduleM overZp
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has a symmetry, since, form ∈ M satisfying (Q(m)) = n(M), τm gives
a symmetry ofM . Hence by the definition of the genus, there is an
isometryσi,p ∈ 0+(Wp) such thatσi,p((Ki)p) = Kp, and then by Lemma
2.2.30 there is an isometryσi such thatσi andσi,p are sufficiently close
for p ∈ S. As representatives we have only to takeσi(Ki). Thus we
may assume (Ki)p = Kp for p ∈ S. Now we choose an integerλ so that
λKi ⊂ K for all i andλ ∈ Zx

p for p ∈ S, and putµ = λ2. The condition
(i) is satisfied. Suppose that a is a rational number as in (ii). If p ∈ S,
thena/µ ∈ Q(Kp). If p < S, p , v, thenp , 2, andKp is unimodular,
and thenKp �<

(
0 1
1 0

)
>⊥ ∗. Sincea/µ ∈ Zp, a/µ is represented by

<
(

0 1
1 0

)
>⊂ Kp. If v is a finite spot associated with a prime number

q, thena/µ · q2t ∈ Q(Kq) for a sufficiently large integert. Thusa/µ
or a/µ · q2t is locally represented byK according asv = ∞ or q. By
Theorem 2.2.28, there is a vectorx in someKi such thatQ(x) = a/µ or
a/µ · q2t according asv = ∞ or q. Theny = λx or λq−tx is what we
want. �

Lemma 2.2.32.Let V be a regular quadratic module overQ of dimv ≧
4 which is isotropic at a spot v, L aZ-lattice on V, and T a finite set of
prime numbers with T= v.

Suppose that a non-zero rational number a and zp ∈ Vp(p , v)199

satisfy

(i) Q(zp) = a ∈ Q(V) for every p, v, and

(ii) zp ∈ Lp if p < T.

Then there is a vector z∈ V satisfying

(i) z and zp are sufficiently close if p∈ T,

(ii) z ∈ Lp if p < T ∪ {v},

(iii) Q(z) = a.

Proof. Multiplying the quadratic form bya−1, we may assumea = 1
without loss of generality. ExtendingT, we may assume that ifp <
T ∪ {v}, then Lp is unimodular andp , 2. If V∞ is isotropic, then
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we have only to consider the case ofv = ∞. Thus we may assume that
a = 1, andV∞ is anisotropic in casev , ∞. Since we can take (

∏
p∈T

p)−r L

instead ofL(r ≧ 0), we may assume thatzp ∈ Lp if p , v. Take and fix
any vectorx such thatQ(x) = 1. Takeϕp ∈ 0+(Vp) so thatϕp(x) = zp

for p ∈ T. From Lemma 2.2.30, follows the existence of an isometry
ϕ ∈ 0+(V) such thatϕ andϕp are sufficiently close forp ∈ T, andy ∈ Lp

if p ∈ T. Choose an integerλ so thatλ and 1 are sufficiently close inZp

if p ∈ T, andλy ∈ Lp if p < T ∪ {v}, and setu = λy; thenu ∈ Lp if p , v
andQ(u) = λ2. SetW = u⊥ = {w ∈ V|B(u,w) = 0}, and we determine a
latticeK on W under the following conditions:

Kp = (L ∩W)p = Lp ∪Wp if p < T,

Kp ⊂ pr Lp for sufficiently larger if p ∈ T. K ⊂ L, as is obvious. Set200

Tλ = {p|λ < Zx
p, p , v}; then T ∩ Tλ = φ sinceλ ∈ Zx

p if p ∈ T.
Let µ be an integer in Lemma 2.2.31 forv < S = T ∪ Tλ and M. Set
Tµ = {p|µ < Zx

p, p , v}; thenTµ ∩ (T ∪ Tλ ∪ {v}) = φ. We claim that (♯)
there is a rational numberβ so that

1− λ2β2 ∈ µZp ∩ Q(Kp) andβ ∈ Zp if p , v,

β and 1 are sufficiently close ifp ∈ T,

1− λ2β2 ∈ Q(Wv) and 1− λ2β2 ∈ Q(W∞).

We return to the proof of this latter and first complete with its help the
proof of Lemma 2.2.32. By the Hasse-Minkowski Theorem, 1− λ2β2 ∈
Q(W). Applying the property (ii) in Lemma 2.2.31 toa = 1 − λ2β2,
there is a vectorw ∈ W such thatQ(w) = 1 − λ2β2 andw ∈ Kp for
p , v. We show thatz = βu + w is what we want. SupposeP ∈ T;
thenβ and 1 are sufficiently close inZp andw ∈ Kp ⊂ pr Lp. Thusz
andu are sufficiently close inVp. On the other hand,zp andy, u andy
are sufficiently close respectively. Hencez andzp are sufficiently close
for p ∈ T. If p < T ∪ {v}, then z = βλy + w ∈ βLp + Kp ⊂ Lp.
Lastly Q(z) = β2λ2

+ Q(w) = 1. Thus the assertions (i), (ii)., (iii) are
satisfied. It remains for us to prove the existence of a rational number
β. First, we constructβp ∈ Qp which satisfies the condition (♯) locally
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with 1− λ2β2
p , 0 for p ∈ T ∪ Tλ ∪ Tµ. Then we approximateβp by β,

noting thatQ(Kp)\{0}, Q(Wv)\{0}, Q(W∞)\{0} are open sets.
Let p ∈ T; take a non-zero numberαp ∈ Q(Kp) which is sufficiently

close to 0 and setβp = λ
−1(1−αp/2). Sinceλ and 1 are sufficiently close,

βp and 1 are also sufficiently close. Clearly, 1−λ2β2
p = 1− (1−αp/2)2 =201

αp(1 − αp/4) ∈ αpZ
x2

p ⊂ Q(Kp). SinceT ∩ Tµ = φ, we haveµ ∈ Zx
p

and then 1− λ2β2
p ∈ µZp. Thus the condition (♯) is satisfied forβp with

q− λ2β2
p , 0.

Let p ∈ Tµ; takeβp ∈ Qp so thatβp andλ−1 are sufficiently close but
βp , λ

−1. Sinceλ ∈ Zx
p, βp ∈ Zx

p. Obviously 0, 1− λ2β2
p ∈ µZp. Since

p < T and Q(u) = λ2 ∈ Zx
p, Kp = u⊥ in Lp is unimodular, by virtue

of Lemma 2.1.3. From Proposition 2.1.12, it follows thatQ(Kp) = Zp.
Thus the condition (♯) is satisfied forβp with 1− λ2β2

p , 0.
Let p ∈ Tλ; first, we claim thatKp contains a unimodular submodule

of rank ≧ 2. Let {vi} be a basis ofLp over Zp and assumev1 = by,
b ∈ Qp. SinceT ∩ Tλ = φ, Lp is unimodular and thenQ(v1) = b2 ∈
Zp. Supposeb ∈ Zx

p; then Lp = Zpv1 ⊥ (v⊥1 in Lp) = Zpv1 ⊥ Kp

by virtue of Lemma 2.1.3 and the definition ofK. HenceKp itself is
unimodular. Supposeb ∈ pZp; sinceLp is unimodular,B(v1, Lp) = Zp

and in view ofQ(v1) ∈ pZp, we may assumeB(v1, v2) = 1, without
loss of generality. ThenZp[v1, v2] is unimodular and so isZp[v1, v2]⊥

in Lp(⊂ Kp) by Lemma 2.1.3. Thus our claim above has been proved,
and then Proposition 2.1.12 implies thatQ(Kp) ∋ 1. Forβp = 0, the
condition (♯) is satisfied with 1− λ2β2

p , 0 sinceµZp = Zp.
Supposev = ∞; then we choose a large numberβ ∈ Q such thatβ

andβp are sufficiently close forp ∈ T∪Tλ∪Tµ, andβ ∈ Zp otherwise. If
p < T∪Tλ∪Tµ, thenµ ∈ Zx

p andKp is unimodular sinceLp is unimodular
and Q(u) ∈ Zx

p. HenceµZp = Q(Kp) = Zp, and the condition (♯) is202

satisfied for each prime number. By assumptionQ(W∞) ⊃ {a ∈ R|a <

0}, and then it is also satisfied forv = ∞.
Supposev = q < ∞. Setβq = q−r for a sufficiently larger; then

1 − λ2β2
q = −λ2β2

q(1 − λ−2q2r ) ∈ Q(Wv), sinceVq =< λ2 >⊥ Wq is
isotropic and 1−λ−2q2r is a square. We take a rational numberβ′ so that
β′ andβp are sufficiently close forp ∈ T ∪ Tλ ∪ Tµ ∪ {q} andβ′ ∈ Zp

otherwise. Next we take a sufficiently large integerm such thatqm and
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1 are sufficiently close forp ∈ T ∪ Tλ ∪ Tµ, and setβ = β′q−m. In the
process,V∞ is positive definite, and 1− λ2β2 is sufficiently close to 1 in
R. It is easy to see thatβ is the rational number required in (♯). �

PROOF of Theorem 2.2.29 when dimV ≧ 4.
Let V, v, S, σp be as in Theorem 2.2.29.

(i) Suppose thatσp = τxpτyp, Q(xp) = Q(yp) (xp, yp ∈ Vp) for any
p ∈ S.

Take a vectorx ∈ V so thatx andxp are sufficiently close forp ∈
S, andx ∈ Lp otherwise, and takeηp ∈ 0(Vp) so thatyp = ηpxp.
Choose a finite setS′ of prime numbers so thatS′ ∩ (S∪ {v}) = φ
and if p < S′, thenτxLp = Lp, Q(x) ∈ Zx

p, p , 2, andLp is
unimodular. Setzp = ηpx for p ∈ S, zp = x for p ∈ S′. If
p < S∪S′ ∪ {v}, then there existszp ∈ Lp such thatQ(zp) = Q(x)
sinceLp is unimodular (p , 2) andQ(x) ∈ Zx

p. Applying Lemma
2.2.32 tozp,T = S ∪ S′, 0 , a = Q(x) ∈ Q(V), there is a vector
z ∈ V with Q(z) = Q(x) such thatz andzp are sufficiently close
for p ∈ S ∪ S′, z ∈ Lp for p < S ∪ S′ ∪ {v}. If p ∈ S, thenτxτz 203

andτxpτyp = σp are sufficiently close. Ifp ∈ S′, thenτxτz and
τxτx = id are sufficiently close and henceτxτzLp = Lp. Suppose
p < S ∪ S′ ∪ {v}; thenτxLp = Lp by the definition ofS′, and
further τzLp = Lp sinceQ(z) = Q(x) ∈ Zx

p andz ∈ Lp. Thus
σ = τxτz is what we want.

(ii) Suppose thatσp = τx1,pτy1,p · · · τxr,pτyr,p, Q(xi,p) = Q(yi,p) for each
p ∈ S.

In this case, we may assume thatr is independent of eachp ∈ S,
since the order of any symmetry is 2. Applying (i) toτxi τyi , we
complete the proof.

(iii) General Case.

Setσp = τx1,p · · · τx2r,p with ΠQ(xi,p) = 1 and assumer is inde-
pendent of eachp ∈ S as in (ii). ExtendingS, we may assume
that Vp is isotropic if p < S, by virtue of Theorem 6 on page
36 in [S]. On this occasion, we setσp = the identity mapping
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for p which belongs not to the originaleS but to the extended
S. Take x1, . . . , x2r−1 ∈ V so that xi and xi,p are sufficiently
close for p ∈ S, 1 ≦ i ≦ 2r − 1 and so are

∏
1≦i≦2r−1

Q(xi) and
∏

q≦i≦2r−1
Q(xi,p)(, 0) for p ∈ S. Hence there is a unitεp ∈ Zx

p

such thatQ(x2r,p)−1
=

∏
1≦i≦2r−1

Q(xi,p) =∈2
p

∏
1≦i≦2r−1

Q(xi), and∈p

is sufficiently close to 1. We claim that there is a vectorx2r ∈ V
so thatQ(x2r ) =

∏
1≦i≦2r−1

Q(xi)−1, andx2r andx2r,p are sufficiently

close forp ∈ S. Seta =
∏

1≦i≦2r−1
Q(xi)−1; thena = Q(∈p x2r,p)

for p ∈ S, and sinceVp is isotropic forp < S, a is represented
by Vp for every prime numberp. If V∞ is isotropic, then a is also204

represented byV∞. If V∞ is anisotropic, then the sign of a is equal
to Q(x2r−1), and hence a is also represented byV∞. By virtue of
Hasse-Minkowski Theorem,a is represented byV. Take a vec-
tor w ∈ V with Q(w) = a, andηp ∈ 0+(Vp) with ηpw =∈p x2r,p

for p ∈ S, and approximateηp by η ∈ 0+(V) by Lemma 2.2.30.
We can takeη(w) as x2r . Then

∏
1≦i≦2r

Q(xi) = 1 andτx1 · · · τx2r

andτx1,p · · · τx2r,p are sufficiently close forp ∈ S. SetS′ = {p <
S∪{v}|τx1 · · · τx2r Lp , Lp}. SinceVp is isotropic forp ∈ S′, it fol-
lows thatτx1 · · · τx2r is a product ofτxτy(x, y ∈ Vp,Q(x) = Q(y))
for p ∈ S′. From (ii), follows the existence ofσ1 ∈ 0′(V) such
thatσ1 and 1 (resp.τx1 · · · τx2r ) are sufficiently close forp ∈ S
(resp. p ∈ S′) andσ1(Lp) = Lp for p < S ∪ S′ ∪ {v}. Then
σ = σ−1

1 τx1 · · · τx2r is what we want. Thus we have completed the
proof of Theorem 2.2.28 when dimV ≧ 4.

Suppose now that dimV = 3. Multiplying the quadratic form by a
constant, we may assumed(V) = 1, that is,V =< a1 >⊥< a2 >⊥<
a1a2 >, ai ∈ Qx. Now we define a quaternion algebraC = Q+Qi +Q j +
Qk by i2 = −a1, j2 = −a2, k2

= −a1a2 and− ji = k. The conjugatex of
x = a+ bi + c j + dk(a, b, c, d ∈ Q) is defined bya− bi − c j − dk. Then
the normN(x) of x is, by definition,xx = a2

+ b2a1 + c2a2 + d2a1a2,
and so it is a quadratic form and the corresponding bilinear form B(x, y)
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is
1
2

(xy + yx). ThusV is isometric to the subspaceQi + Q j + Qk and

we identify them. We note thatV andQ ⊂ C are orthogonal. Forx ∈ V
with N(x) , 0, we have

τxy = y− (xy+ yx)
N(x)

= −N(x)−1xyx= −xyx−1 for y ∈ V.

Thereforeϕ ∈ 0+(V) is written, for somez∈ C, as 205

ϕ(y) = zyz−1 for y ∈ V,

and then the spinor norm 0(ϕ) is N(z)Qx2
. SetL̃ = Z ⊥ L and extend the

givenσp ∈ 0′(Vp) to σ̃p ∈ 0′(Cp) whereσ̃p(1) = 1(∈ C). Similarly to
the foregoing, there is a vectorzp ∈ Cp so thatσ̃p(y) = zpyz−1

p (p ∈ S).
Sinceσ̃p(∈ 0′(Vp),Nzp = a2

p, ap ∈ Qx
p. Takinga−1

p zp instead ofzp, we
may assumeNzp = 1. If p < S, then setzp = 1. Let T(= v) be a
finite set of prime numbers such thatT ⊃ S and if p < T, then L̃p is
unimodular and a subring. Applying Lemma 2.2.32, there is a vector
z∈ C so thatN(z) = 1, zandzp are sufficiently close ifp ∈ T andz ∈ L̃p

if p < T ∪ {v}. We define an isometrỹσ0′(C) by σ̃(y) = zyz−1. Since
σ̃(1) = 1, σ̃(V) = V follows, and setσ = σ̃|V. If p ∈ S, thenz and
zp are sufficiently close, and theñσ andσ̃p are sufficiently close, and
hence so areσ andσp sinceσ̃(1) = σ̃p(1) = 1. If p ∈ T\S, thenσ̃
and id are sufficiently close, and theñσ(L̃p), and henceσ(Lp) = Lp.
Supposep < T; thenz ∈ L̃p, andL̃p is unimodular. Henceτz(L̃p) = L̃p,
sinceN(z) = 1. FromL̃p = τzL̃p = z̃Lpz = z̃Lpz2z−1 ⊂ z̃Lpz−1

= σ̃L̃p,
it follows thatσ̃ preserves̃Lp, and thenσ(Lp) = Lp. Thusσ is what we
wanted, and the proof of Theorem 2.2.29 is complete.

Theorem 2.2.33. Let V be a regular quadratic module overQ with
dimV = m ≧ 2 and suppose that V is not a hyperbolic plane, i.e.,
either dimV = 2 and d(V) , −1 or dimV ≧ 3, and that V∞ = RV �
(⊥

r
< 1 >) ⊥ (⊥

s
< −1 >). Suppose that the following are given: 206

(a) a Z-lattice M on V,
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(b) a finite set S of prime numbers p such that S∋ 2 and Mp is
unimodular for p< S ,

(c) integers r′, s′ with 0 ≦ r′ ≦ r, 0 ≦ s′ ≦ s,

(d) x1,p, . . . , xn,p ∈ Mp(r′ + s′ = η < m) for p ∈ S .

Then there are vectors x1, . . . , xn in M satisfying

(i) xi and xi,p are sufficiently close in Vp for p ∈ S ,1 ≦ i ≦ n,

(ii) for p < S ,det(B(xi , x j)) ∈ Zx
p with precisely one exception p= q,

where
det(B(xi, x j)) ∈ qZx

p,

(iii) a subspace spanned by{xi} in RV is isometric to(⊥
r ′
< 1 >) ⊥

(⊥
s′
< −1 >).

Proof. We use induction onn = r′+s′. First supposen = 1, m= 2. This
case is fundamental. LetVa(a ∈ Qx) denote the vector space provided
with a new quadratic formaQ(x). We shall useLa to denote the latticeL
when it is regarded as a lattice inVa. First, we show that if the theorem
is true forVa, then it holds forV. Suppose that the theorem holds for
Va(a ∈ Qx) and thatM,S, r′, s′, x1,p in (a), . . . , (d) are given. PutS(a) =
S ∪ {p|a < Zx

p}. Then for a latticeMa and S(a), the condition (b) is
satisfied. For a prime numberp ∈ S(a)\S, we can choosex1,p ∈ Mp

with Q(x1,p) ∈ Zx
p sincep is odd andMp is unimodular. If a is positive,

then we putr′′ = r′, s′′ = s′. Otherwise, putr′′ = s′, s′′ = r′. From the
assumption, it follows that there existsx ∈ Ma for which

(i′) x andx1,p are sufficiently close inVp for p ∈ S(a),

(ii ′) for p < S(a), aQ(x) ∈ Zx
p with precisely one exceptionp = q,

whereaQ(x) ∈ qZx
q, and

(iii ′) aQ(x) is positive (resp. negative) ifr′′ = 1, s′′ = 0 (resp.r′′ = 0,207

s′′ = 1).



2.4. Integral Theory of Quadratic Forms 173

(i′) (resp. (iii′)) implies (i) (resp. (iii)). If p < S(a), p , q, then
we haveaQ(x) ∈ Zxp anda ∈ Zx

p and thereforeQ(x) ∈ Zx
p. For p = q,

Q(x) ∈ qZx
q sinceq < S(a). For p ∈ S(a)\S, (i′) implies thatQ(x)

and Q(x1,p) ∈ Zx
p are sufficiently close. HenceQ(x) ∈ Zx

p. Thus we
get the assertions (i), (ii), (iii). Therefore, we may assume thatV is a
quadratic fieldk overQ and the quadratic formQ is equal to the norm
N from k to Q. We take a finite setS′ ⊃ S of prime numbers so that
for p < S′, Mp is equal to the localization of the maximal order ofk.
We choosex1,p ∈ Mp is equal to the localization of the maximal order
of k. We choosex1,p ∈ Mp for p ∈ S′\S such thatNx1,p ∈ Zx

p. By
the approximation theorem, there existsy ∈ k such thatNy is positive
(resp. negative) forr′ = 1, s′ = 0 (resp.r′ = 0, s′ = 1) andy andx1,p

are sufficiently close forp ∈ S′. Decompose the principal ideal (y) as
(y) = m̃̃n wherem̃, ñ are ideals ofk and the prime divisor̃p appears in
m̃ if and only if p̃ divides some prime numberp in S′. Thus it is known
that there exists a numberz ∈ k for which z and 1 are sufficiently close
for p ∈ S′, Nz is positive, and̃q = ñz is a prime divisor withNq̃ = q
prime. �

Putx = yz. Then the conditions (i), (iii) are obviously satisfied. For
p ∈ S′\S, y, x1,p andz, 1 are sufficiently close respectively andNx1,p ∈
Zx

p. HenceQ(x) ∈ Zx
p, for p ∈ S′\S. Since (x) = (yz) = m̃q̃, we

haveQ(x) = ±N(m̃)q. By the assumption oñm, the condition (ii) is
satisfied. By the construction, it is easy to see thatx is contained in every 208

localization ofM and hence inM. Thus we have completed the proof
for the casen = 1, m= 2. Suppose now thatn = 1 andm= dimV ≧ 3.
Take any primeh < S. Then there exists a basis{vi} of Mh such that
(B(vi , v j))i=1,2 =

(
0 1
1 0

)
, Q(v3) ∈ Zx

h andMh = Zh[v1, v2] ⊥ Zhv3 ⊥ · · · by
Proposition 2.1.12. We takex1 ∈ M so thatx1 andx1,p are sufficiently
close for p ∈ S, and x1 andv1 + hv2 are sufficiently close forh. Put
T = {p < S|Q(x1) < Zx

p} ∋ h. There existsx2 ∈ V such thatQ(x2) > 0
(resp. < 0) for r′ = 1, s′ = 0 (resp. r′ = 0, s′ = 1), for p ∈ T,
x2 ∈ Mp andQ(x2) ∈ Zx

p and moreover,x2 andv3 are sufficiently close
for p = h. Then we have a natural number a such thatax2 ∈ M and
p ∤ a for p ∈ T. The discriminant ofM′ = Z[x1, ax2] is divisible
exactly byh. HenceW = Q[x1, ax2] is not a hyperbolic plane. Put
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U = {p < S ∪ T |d(M′) < Zx
p} andx′1,p = x1 if p ∈ S ∪ U, x′1,p = x2 if

p ∈ T, andS′ = S ∪ T ∪ U. ThenM′p is unimodular forp < S′, since
d(M′p) is a unit andM′ ⊂ M. Applying the previous result to this, we
have an elementx ∈ M′ such that

(i) x andx′1,p are sufficiently close forp ∈ S′

(ii) for p < S′, Q(x) ∈ Zx
p with precisely one exceptionp = q, where

Q(x) ∈ qZx
p,

(iii) Q(x) > 0 (resp.< 0) if r′ = 1 (resp.r′ = 0).

It is easy to see that thisx is what we wanted. Now suppose 1<
n < m. Applying the inductive assumption tox1,p, . . . , xn−1,p,S andM,
there existx1, . . . , xn−1 ∈ M such thatxi and xi,p are sufficiently close
for 1 ≦ i ≦ n − 1, p ∈ S, det(B(xi, x j))i, j<n ∈ Zx

p for p < S ∪ {q1} for209

some primeq1 < S, det(B(xi , x j))i, j<n ∈ q1Z
x
q1

, and overR

(< B(xi , x j))i, j<n >⊥< δ >� (⊥
r ′
< 1 >) ⊥ (⊥

s′
< −1 >) for δ = ±1.

Put U =
n−1∑
i=1
Qxi, W = {x ∈ V|B(x,U) = 0}. ThenV = U ⊥ W.

Put A = Z[x1, . . . , xn−1]; then d(Aq1) ∈ q1Z
x
q1

. From the local version
of Lemma 2.4.26, it follows thatd(A⊥q1

in Mq1) ∈ Zx
q1

. On the other

hand,d(Mq1) ∈ Zx
q1

impliesd(Aq1) · d(A⊥q1
) ∈ Zx

q1
Qx2

q1
/Qx2

q1
. Thusd(A⊥q1

in
Mq1) ∈ q1Z

x
q1

. Let Aq1 = L1 ⊥ L2, A⊥q1
= L3 ⊥ L4 be Jordan splittings

so thatL1, L3 are unimodular and rankL2 = rank L4 = 1. SinceMq1 is
unimodular,L2 ⊥ L4 is contained in the unimodular module (L1 ⊥ L3)⊥

in Mq1, and thenAq1 ⊂ L1 ⊥ (L1 ⊥ L3)⊥. From d(Aq1) ∈ q1Z
x
q1

, it
follows thatAq1 is a direct summand inL1 ⊥ (L1 ⊥ L3)⊥, and hence
there is an elementxn,q1 ∈ Mq1 such thatAq1 + Zqxn,q1 is a unimodular
moduleL1 ⊥ (L1 ⊥ L3)⊥. Decomposexn,p asxn,p = yn,p + zn,p(yn,p ∈
Up, zn,p ∈ Wp) for p ∈ S ∪ {q1}. We can takeyn ∈ U so thatyn andyn,p

are sufficiently close forp ∈ S ∪ {q1} andyn ∈ Ap for p < S ∪ {q1}. We
claim that

(♯) there exist an elementzn in the projectionM′ of M to W and a
primeq < S ∪ {q1} such that

zn andzn,p are sufficiently close forp ∈ S ∪ {q1},
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Q(zn) ∈ Zx
p for p < S ∪ {q, q1} andQ(zn) ∈ qZx

q,

Q(xn)δ > 0.

We come to the proof of this later and first complete the proof of the 210

theorem with its help. putxn = yn + zn. Then xn and xn,p = yn,p +

zn,p are sufficiently close forp ∈ S ∪ {q1}. Hence the condition (i) is
satisfied, andxn ∈ Mp, for p ∈ S ∪ {q1}. For p < S ∪ {q1}, Mp, Ap

are unimodular and henceMp = Ap ⊥ (∗). SinceM′ is the projection
of M to W, we haveMp = Ap ⊥ M′p. Hence we havexn = yn +

zn ∈ Ap + M′p = Mp for p < S ∪ {q1}. Thus xn ∈ M. We check the
condition (ii). d(Zp[x1, . . . , xn]) andd(Zp[x1,p, . . . , xn,p]) are sufficiently
close forp = q1, and the latter is a unit by the definition ofxn,q1. Hence
d(Zp[x1, . . . , xn]) ∈ Zx

p, for p = q1. Forp < S∪{q1} , d(Zp[x1, . . . , xn]) =
d(Zp[x1, . . . , xn−1, yn+ zn]) = d(Zp[x1, . . . , xn−1, zn]) (yn ∈ Ap) = d(Ap) ·
Q(zn) ∈ Q(zn)Zx

p. Thus from the property ofzn in (♯) condition (ii)
follows. Condition (iii) follows from

Q[x1, . . . , xn] = Q[x1, . . . xn−1] ⊥ Qzn

=< (B(xi , x j))i, j<n >⊥< δ > overR.

It remains to show (♯). For dimW ≧ 2, this is clear. Sinced(Wq1) =
d(A⊥q1

) ∈ q1Z
x
q1

, W is not the hyperbolic plane. As we have seen,Mp =

Ap ⊥ M′p for p < S ∪ {q1} and thenM′p is unimodular forp < S ∪ {q1}.
Also, zn,p ∈ M′p, from the definitions ofzn,p andM′. Obviously,W �<
δ >⊥ (∗) overR, by the definition ofδ. Applying the theorem for the
casen = 1, we obtain the existence ofzn.

2.2.0

In this paragraph, we give sufficient conditions under which genL =
spnLor spnL= clsL, and also a result on representation of indefinite211

quadratic forms.

Theorem 2.2.34. Let V be a regular quadratic module overQ with
dimV ≧ 3, S a finite set of prime numbers and L aZ[S]-lattice on
V.
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If θ(0+(Lp)) ⊃ Zx
p for every prime number p< S , then we have

genL = spnL.

Proof. SupposeK ∈ genL. Then from the definition, we have an
isometryσp ∈ 0(Vp) such thatσp(Kp) = Lp. For v ∈ Kp satisfying

Q(v)Zp = n(Kp), the symmetryτv(x) = x− 2B(x, v)
Q(v)

v belongs to 0(Kp).

Hence we may assumeσp ∈ 0+(Vp), after multiplying it byτv, if nec-
essary. Moreover, we assumeσp = id, if Kp = Lp. We can take a
positive numbera so thataθ(σp) contains a unit forp < S. By Proposi-
tion 2.2.19, there is an isometryσ ∈ 0+(V) such thatθ(σ) = aQx2

. For
M = σ−1(K), we haveσpσ(Mp) = Lp for everyp, andθ(σpσ) ⊂ Zx

pQ
x2

p
for p < S.

By assumption, there is an isometryηp ∈ 0+(Lp) such thatθ(ηnσp

σ) = Qx2

p . Thus we have

σ−1(Kp) = (ηpσpσ)−1Lp, ηpσpσ ∈ 0′(Vp) for p < S.

This meansK ∈ spnL. �

Remark . Let Lp = L1 ⊥ · · · ⊥ Lt be a Jordan splitting. If either rank
Li ≥ 2 (resp. 3) for somei for p , 2 (resp. p = 2), or Lp is maximal
and rankLp ≧ 3, then the conditionθ(0+(Lp)) ⊃ Zx

p is satisfied by
Proposition 1 in previous section.

Theorem 2.2.35. Let V be a regular quadratic module overQ with212

dimV ≧ 3, S a finite set of prime numbers, and L aZ[S]-lattice on
V. If V∞ = RV is isotropic or Vpo is isotropic for some p0 ∈ S , then
spnL= clsL .

Proof. SupposeK ∈ spnL. Then there exist isometriesµ ∈ 0(V), σp ∈
0′(Vp) for p < S such that

µ(Kp) = σp(Lp).

Put T = {p < S|µ(Kp) , Lp} (a finite set). Then by Theorem 2.2.29,
there is an isometryσ ∈ 0′(V) such thatσ(Lp) = Lp if p , T or T∪{p0}
according to the hypothesis,σ andσp are sufficiently close ifp ∈ T.

Hence forp ∈ T, σ(Lp) = σp(Lp) and thenµ(Kp) = σ(Lp) for
p < S. This leads toK = µ−1σ(L). �
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Corollary 1. Let V be a regular quadratic module overQ with dimV ≧
3, and suppose that V∞ is isotropic. If L is aZ-lattice on V that s(L) ⊂ Z,
d(L) is odd and square-free,genL = clsL.

Proof. By assumption,L2 is modular andLp is maximal for p , 2.
Hence Theorems 2.2.34, 2.2.35 and the Remark forS = φ imply the
corollary. �

Corollary 2. Let V, W be regular quadratic modules overQ with dim
V + 3 ≧ dimW, and L(resp. .M) a Z-lattice on V(resp. W). Suppose
that

Lp is represented by Mp for all p,

V∞ is represented by W∞, and

W∞ is isotropic.

Then L is represented by M. 213

Proof. From the Corollary to Theorem 2.1.1, it follows thatVp is rep-
resented byWp, and then the Hasse-Minkowski theorem implies thatV
is represented byW. We may assumeV ⊂ W. By assumption, there
is an isometryσp from Lp to Mp. By Witt’s theorem, we may assume
σp ∈ 0(Wp). Multiplying a symmetry ofV⊥p from the right, we may
assumeσp ∈ 0+(Wp). From Proposition 2.2.20 follows the existence of
ηp ∈ 0+(V⊥p ) and thatθ(σp)θ(ηp) = 1. Multiplying σp by ηp on the right,
we may assumeθ(σp) = 1. Then there exists an isometryσ ∈ 0′(W)
such that

σ(Mp) = Mp if Lp ⊂ Mp.

σ is sufficiently close toσp if Lp 1 Mp.

Henceσ(Lp) ⊂ Mp for everyp and soσ(L) ⊂ M.

2.2.0

The aim of this paragraph is to prove the fundamental theoremon rep-
resentations of positive definite quadratic forms. We mean by a positive
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lattice a quadratic moduleM = Z[v1, . . . , vm] overZ with basis{vi} such
that (B(vi , v j)) is positive definite. By definition, everyB(vi , v j) is ratio-
nal. �

Theorem 2.2.36([8]). Let M be a positive lattice of rankM≧ 2n + 3.
There is a constant c(M) such that any positive lattice N of rankN= n
is represented by M provided that

min(N) := min
0,x∈N

Q(x) ≧ c(M), and

Np is represented by Mp for every prime p.

The proof is based on several lemmas.
LetN be the set of non-negative integers and we introduce a partial214

ordering inNk defined by (x1, · · · , xk) ≦ (y1, . . . , yk) if xi ≦ yi(1 ≦ i ≦
k). Then our first lemma is the following.

Lemma 2.2.37.Every subset X ofNk contains only finitely many mini-
mal elements.

Proof. We use induction onk. The assertion is trivial fork = 1. Write
x = (x′, xk) with x′ = (x1, . . . , xk−1) ∈ Nk−1, and putX′n = {x′ ∈
Nk−1|(x′, n) ∈ X}. Let Yn,Y′ be the sets of minimal elements ofX′n,

⋃∞
n=0

X′n respectively. By the inductive assumption,Yn,Y′ are finite sets. For
y′ ∈ Y′ we choose and fix an elementy ∈ X satisfyingy = (y′, yk),
and denote byY the set of suchy. Y is also a finite set and putm =
max{yk|y ∈ Y}. Suppose thatx ∈ X is minimal. Thenx′ ∈ X′xk

from
the definition and then there existy ∈ Y such thaty′ ≦ x′. If xk ≧ yk,
thenx ≧ y and thenx = y ∈ Y in view of the minimality ofx. Suppose
xk < yk(≦ m). Sincex is minimal in Xxk, x is minimal in X′xk

. Hence
x ∈ (Yxk , xk) ⊂ ∪m

n=0(Yn, n). Thus every minimal elementx is in a finite
setY∪ ∪m

n=0(Yn, n). �

Lemma 2.2.38.Let Mp be a regular quadratic module overZp of rank
Mp = m ≧ n. Then there are only finitely many regular submodules
Np( j) of rankNp( j) = n such that each regular regular submodule Np of
rankNp = n of Mp is represented by some Np( j).
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Proof. If is obvious that the assertion holds if it is true forpτMp instead
of Mp. Hence we may assume thats(Mp) ⊂ Zp. Let Np be a regular

quadratic module of rankn andNp =
t
⊥
i=1

Li a Jordan splitting. SinceLi is

modular,p−bi Li = Ki is unimodular or (p)-modular for somebi ∈ N. By 215

virtue of Propositions 2.1.12 and 2.1.13, there are only finitely many iso-
metric modules overZp of unimodular or (p)-modular quadratic mod-
ules of fixed rank. Thus there are only finitely many possibilities for the
whole collection (rankLi ,Ki). Fix one of these and consider the corre-
sponding (b1, . . . , bt). By Lemma 2.2.37, there exist only finitely many
minimal ones. It is clear that if

Np =
t
⊥
i=1

Li , N′p =
t
⊥
i=1

L′i ,

rankLi = rankL′i , p−bi Li � p−b′i L′i ,

bi ≦ b′i for 1 ≦ i ≦ t,

thenN′p is represented byNp. HenceNp, ranging over all possible col-
lections (rankLi ,Ki) and minimal families (bi ), constitute a finite family
with the required property. �

Lemma 2.2.39. Let L be a positive lattice of rank L≧ 3 and suppose
that Lp is maximal for all p, and let q be a prime such that(QL)p is
isotropic. Then there is a natural number s such that L represents every
positive lattice N for which qsLp represents Np for every prime p.

Proof. Let {Li} be a complete set of representatives of classes in genL.
From Theorem 2.2.35, it follows thatspnZ{q−1}L = clsZ[q−1]L. On the
other hand, our assumption implies genL = spnLand then genZ[g−1]
L = spnZ[g−1]L by virtue of Proposition 2.2.18 and Theorem 2.2.34.
Thus we have genZ[q−1]L = clsZ[g−1]L. Hence there is an isometry
σi ∈ 0(QL) such thatZ[q−1]L = Z[g−1]σi(Li). We determinesby

qsσi(Li) ⊂ L for everyi.

The lemma follows immediately from Theorem 2.2.28. �
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Lemma 2.2.40.Let L, q, s be as in Lemma 2.2.39, rankL≧ n+ 3, K a 216

positive lattice. Then there is a constant c such that K⊥ L represents a
positive lattice N= Z[v1, . . . , vn] of rankn for which Np is represented
by Kp ⊥ qsLp for every p, and(B(vi , v j)) > cEn.

Proof. Let S be a finite set of prime numbers such thatS ∋ 2, q and
for p < S Kp, Lp are unimodular, and fix a natural numberr such that
pr s(Kp) ⊂ n(qsLp) for p ∈ S. Choose vectorsvh

i ∈ K(i = 1, 2, . . . , n, h =
1, . . . , t) so that for givenx1,p, . . . , xn,p ∈ Kp, we have

vh
i ≡ xi.p mod pr Kp · · · (∗)

for someh(q ≦ h ≦ t) and everyi = 1, 2, . . . , n and allp ∈ S. We choose
a positive numberc so that

cEn − (B(vh
i , v

h
j )) > 0 for h = 1, . . . , t.

Let N = Z[v1, . . . , vn] be a lattice which satisfies the conditions in the
lemma. By the first condition, there existxi,p ∈ Kp, yi,p ∈ qsLp such that

B(vi , v j) = B(xi,p, x j,p) + B(yi,p, y j,p) for all p.

For someh satisfying (∗) for thesexi,p, we put

A = (B(vi , v j)) − (B(vh
i , v

h
j )).

We have only to prove thatA is represented byL. All the entries of
A are rational andA is positive definite, sinceA = ((B(vi , v j)) − cEn +

(cEn − (B(vh
i , v

h
j )) > 0. Let H = Z[u1, . . . , un] be a positive lattice such217

that (B(ui , u j)) = A. Putxi,p = vh
i + przi,p(zi,p ∈ Kp). Then

A = (B(xi,p, x j,p)) + (B(yi,p, y j,p)) − (B(vh
i , v

h
j ))

= (B(vh
j , v

h
j ) + pr B(vh

i , zj,p) + pr B(zi,p, v
h
j ) + p2r B(zi,p, zj,p))+

+ (B(yi,p, y j,p) − (B(vh
i , v

h
j ))

holds.
By the choice ofr, the (i, j)th entry ofA is congruent toB(yi,p, y j,p)

modulon(qsLp) for p ∈ S. It follows from yi,p ∈ qsLp that n(Hp) ⊂
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n(qsLp) for p ∈ S. Sincevi ∈ N, vh
i ∈ K andn(Np) ⊂ n(Kp ⊥ qsLp) ⊂

Zp for p < S, we haven(Hp) ⊂ Zp = n(qsLp) for p < S. Thus we have
provedn(Hp) ⊂ n(qsLp) for everyp. Proposition 2.1.10 implies thatHp

is represented byqsLp for all p. From Lemma 2.2.39, it follows thatH
is represented byL and the proof is complete. �

Proof of Theorem 2.2.36.Let M be a positive lattice ofrankM ≧ 2n+3.
Let S be a finite set of prime numbers such thatS ∋ 2 andMp is uni-
modular for p < S and Mq is unimodular for someq(, 2) ∈ S. We
construct a set of submodulesK(J), L(J) of M as in Lemma 2.2.40
and show thatN satisfies the condition in Lemma 2.2.40 for someJ.
For eachp ∈ S, we choose finitely many submodulesNp( jp) of rank
ninMp according to Lemma 2.2.38 and to each collectionJ = ( jp)p∈S
we take a submoduleK(J) or rank n ∈ M satisfying the conditions
K(J)p � Np( jp) andd(K(J)) ∈ Zx

p or pZx
p for p < S by Theorem 2.2.33

and Corollary 4 to Theorem 2.1.14. We construct a submoduleL(J) of 218

rankL(J) = rankM − n ≧ n + 3 in {x ∈ M|B(x,K(J)) = 0} as follows:
For p < S, L(J)p = K(J)⊥p = {x ∈ Mp|B(x,K(Jp)) = 0}. In this case,
L(J)p is (Zp−) maximal, sinces(L(J)p) ⊂ Zp andd(L(J)p) ∈ Zx

p ∪ pZx
p

by the local version of Lemma 2.4.26. Forp ∈ S, we take any maxi-
mal module in{x ∈ Mp|B(x,K(J)p) = 0}. From Proposition 2.2.18 and
Theorem 2.2.34, it follows that genL = spnL. We show thatL(J)q is
isotropic. If rankL(J)q ≧ 5, thenL(J)q is isotropic. Otherwise, we have
rankL(J)q = 4, n = 1, rankMq = S. By the assumptionq(, 2) ∈ S,
Mq is unimodular. HenceMq =<

(
0 1
1 0

)
>⊥<

(
0 1
1 0

)
>⊥< ∗ >. Un-

lessL(J)q is isotropic,QqM does not contain two copies of hyperbolic
planes. ThusL(J)q is isotropic. LetN be a positive lattice ofrank n
such thatNp is represented byMp for every p. Supposep < S; then
Mp is unimodular. Hencen(Np) ⊂ Zp. SinceL(J)p is Zp-maximal and
rankL(J)p ≧ n+3, Np is represented byL(J)p = qsL(J)p by Proposition
2.1.10 for everyJ. For p ∈ S, Np is represented byK(J)p for someJ.
By Lemma 2.2.40, there is a constantc(J) so thatN is represented by
K(J) ⊥ L(J) ⊂ M if ( B(vi , v j)) > c(J) for some basis{vi} of N. Put
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c′ = max
J

c(J). By reduction theory, there is a basis{vi} of N such that

(B(vi , v j)) ∈ S4/3,1/2, and then (B(vi , v j)) ≫


Q(v1)
·
·
·

Q(vn)

 .

If min
0,v∈N

Q(v) is sufficiently large, then we have (B(vi , v j)) > c′En.

This completes the proof.

Remark . By the analytic considerations in§1.7 of Chapter 1, the fol-
lowing assertion holds forn = 1, m≥ 4 or n = 2, m≥ 7.

Let M be a positive lattice withM = m. There is a constantc(M)219

such that any positive latticeN with rank N = n is primitively repre-
sented byM provided that

min(N) = min
0,x∈N

Q(x) ≧ c(M) and

Np is primitively represented byMp for every primep.

2.2.0

In this last subsection, we show that there is a submodule of codim 1
which characterizes a given module.

Let L = L1 ⊥ · · · ⊥ Lk be a Jordan splitting of a regular quadratic
moduleL overZp, that is, everyLi is modular ands(L1)⊃

,
· · · ⊃
,

s(Lk).

Then we put
tp(L) = (a1, . . . , a1︸     ︷︷     ︸

rankL1

, . . . , ak, . . . , ak︸     ︷︷     ︸
rankLk

)

whereai is defined bypaiZp = s(Li) and thena1 < a2 < . . . < ak.
For two ordered setsa = (a1, . . . , an), b = (b1, . . . , bn), we define the
orderinga ≦ b by eitherai = bi for i < k andak < bk for somek ≦ n
or ai = bi for all i. For brevity, we denotetp(Lp) by tp(L) for a regular
quadratic module overZ.

Lemma 2.2.41.Let L be aZp-lattice on a regular quadratic module U
overQp. Then L contains aZp-submodule M satisfying the following
conditions 1), 2):
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1) d(M) , 0, rank M = rank L− 1 and M is a direct summand of L
as a module.

2) Let L′ be aZp-lattice on U containing M. If d(L′) = d(L) and
tp(L′) ≧ tp(L), then L′ = L.

Proof. First, we assume thatL is modular. Multiplying the quadratic220

form by some constant, we may suppose thatL is unimodular, without
loss of generality. LetL′ be a lattice as in 2). Thentp(L′) ≧ tp(L) =
(0, . . . , 0) implies s(L′) ⊂ Zp, andd(L′) = d(L) implies thatL′ is uni-

modular. Suppose thatL has an orthogonal basis, that is,L =
n
⊥
i=1
Zpvi .

Then we putM =
n−1
⊥
i=1
Zpvi . The condition 1) is trivially satisfied.L′ is

split by M, in view of Lemma 2.1.3. ThusL′ = M ⊥ aZpvn(a ∈ Qx
p).

Further,d(L′) = d(L) implies a ∈ Zx
p and L′ = L. Suppose thatL

does not have any orthogonal basis. Then, from Propositions2.1.12 and
2.1.13, it follows thatp = 2 and

L =
n
⊥
i=1
Z2[ui , vi ],

Z2[ui , vi ] =<

[
0 1
1 0

]
> for i < k,

Z2[uk, vk] =<

[
2c 1
1 2c

]
>

c = 0 or 1. Let Q(uk) = Q(vk) = 2c, B(uk, vk) = 1 and putM =

k−1
⊥
i=1
Z2[ui , vi ] ⊥⊥ Z2[uk + vk]. Then condition 1) is satisfied. From

Lemma 2.1.3, it now follows thatL′ =
k−1
⊥
i=1
Z2[ui , vi ] ⊥ L′′. Moreover,

L′′ is unimodular andL′′ ∋ uk+ vk. SinceQ(uk+ vk) = 2(2c+1), uk+ vk

is primitive in L′′. HenceL′′ = Z2[u + v, au+ bv](u = uk, v = vk), for
somea, b ∈ Qx

2. SinceL′′ is unimodular, andQ(u + v) = 2(2c + 1), we
haveB(u+v, au+bv) ∈ Zx

2 andQ(au+bv) ∈ Z2. ThusB(u+v, au+bv) =
(a+b)(2c+1) ∈ Zx

2 andQ(au+bv) = 2(2c−1)a2−2(2c−1)ax+2cx2 ∈
Z2(x = a + b). Hencex ∈ Zx

2 and 2a(a − x) ∈ Z2. This impliesa ∈ Z2

andb = x − a ∈ Z2. Thus we haveL′′ = Z2[u, v] and L′ = L. Re-

turning to the general case, letL =
k
⊥
i=1

Li , whereLi is paiZp-modular
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anda1 < · · · < ak. Denote byMk a submodule ofLk which satisfies 1),
2) for Lk, and putM = ⊥k−1

i=1 Li ⊥ Mk. Then condition 1) is obviously
satisfied. For a latticeL′ as in 2),L′ contains a modular moduleL1 and221

tp(L′) ≧ tp(L) implies s(L′) ⊂ s(L1). By Lemma 2.1.3,L′ = L1 ⊥ L′′,

and tp(L′′) ≧ tp( ⊥
1≧2

Li) and clearlyL′′ ⊃
k−1
⊥

1=2
Li ⊥ Mk. Repeating this

argument, we getL′ = ⊥
i<k

Li ⊥ L̃, tp(L̃) ≧ tp(Lk), L̃ ⊃ Mk, d(L̃) = d(Lk).

Thus we haveL′ = L.
We call a submoduleM in Lemma 2.2.41 acharacteristic submod-

ule of L. Obviously the images of a characteristic submodule by 0(L)
are also characteristic. �

Theorem 2.2.42.Let L be aZ-lattice on regular quadratic module U
overQ; then L contains aZ-submodule M satisfying the following con-
ditions 1), 2):

1) d(M) , 0, rankM = rankL− 1, and M is a direct summand of L
as a module.

2) Let L′ be aZ-lattice on a regular quadratic module U′ overQ
satisfying d(L′) = d(L), rank L′ = rank L, tp(L′) ≧ tp(L) for
every prime p. If there is an isometry u from M to L′, then L′ is
isometric to L.

Proof. We separate the case whenU is a hyperbolic plane.
Suppose thatU is a hyperbolic plane and further, letL = Z[u1, u2],

(B(ui , u j)) =
(

0 b′
b′ c′

)
. Multiplying the quadratic form onU some con-

stant, we may assume 2|c′, and (b′, c′/2) = 1 without loss of general-
ity. SinceQ(xu1 + u2) = 2(xb′ + c′/2), there is an integerx such that
1
2

Q(xu1 + u2) is a prime numberq with (q, 2dL) = 1. Hence toL cor-

responds the matrix
(

2q b
b c

)
with 0 < b < q. It is easy to see thatb, c are

uniquely determined byq andd(L). We putM = Z[xu1 + u2], and let
L′ be a lattice in 2). From the hypothesis, it follows thats(L′p) ⊂ Zp for

everyp and hence toL′ corresponds the matrix
(

2q b′′

b′′ c′′

)
with 0 < b′′ < q.

Henceb′′ = b, c′′ = c. As a result,L′ � L. From now on, we suppose222

thatU is not a hyperbolic plane. LetS be a set of prime numbers such
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thatS ∋ 2, andLp is unimodular forp < S, andM̃p a characteristic sub-
module ofLp for p ∈ S. SupposeZpxp = M̃⊥p = {x ∈ Lp|B(x, M̃p) = 0}.
Then x⊥p = M̃p, since M̃p is a direct summand ofLp. By Theorem
2.2.33, there exists an elementx ∈ L such thatx andxp are sufficiently
close for p ∈ S and Q(x) ∈ Zx

p for p < S with precisely one excep-
tion p = q, whereQ(x) ∈ qZx

p. We put M = x⊥. Then M satis-
fies the condition 1). From Corollary 4 to Theorem 2.1.14, it follows
thatZpx andZpxp are transformed by 0(Lp) for p ∈ S. Thus M̃p,Mp

are also transformed by 0(Lp). HenceMp is a characteristic submod-
ule of Lp. If p < S, p , q, then Mp is unimodular and thenMp is
a characteristic submodule ofLp. Let L′ be a lattice as in 2). Then
QL′ = Qu(M) ⊥< d(L′)d(M) >� QL. Hence we may suppose that
L′ is a lattice onU and L′ containsM. SinceMp of Lemma 2.4.26,
we haved(Mq) ∈ qZx

p. Hence there is a basis{wi} of Mq such that
⊥

i≦n−2
Zqwi is unimodular andQ(wn−1) ∈ qZx

q. Since ⊥
i≦n−2

Zqwi splits

Lq, and Mq is a direct summand ofLq, there iswn ∈ Lp such that
{w1, . . . ,wn} is a basis ofLq. SinceN = Zq[wn−1,wn] is unimodular,
d(N) = Q(wn−1)Q(wn) − B(wn−1,wn)2 is a unit. FromQ(wn−1) ∈ qZx

q, it
follows thatB(wn−1,wn) ∈ Zx

q andQqN is hyperbolic. By Lemma 2.1.2,
there is a basis{e1, e2} of N such thatQ(ei ) = 0(i = 1, 2)B(e1, e2) = 1.
Putwn−1 = a1e1 + a2e2(ai ∈ Zq); then 2a1a2 ∈ qZx

q. Multiplying ei by a
unit and renumbering, we may supposewn−1 = e1+ vqe2(v ∈ Zx

q). Since
L′q is unimodular andL′q containsMq, there is a unimodular submodule
Kq such thatL′q = ⊥

i≦n−2
Zqwi ⊥ Kq,Kq ∋ wn−1. Let {wn−1, ce1 + de2} 223

be a basis ofKq. SinceKq is unimodular, we haved + vqc ∈ Zx
q and

cd ∈ Zq. Thenc ∈ q−1Zx
q, d ∈ qZq or c ∈ Zq, d ∈ Zx

q. Thus we haveKq =

Zq[q−1e1, qe2] or Zq[e1, e2]. SinceB(x,M) = 0 andB(e1−vqe2,Mq) = 0,
τx = τe1−vqe2. It is easy to see thatτe1−vqe2Zq[e1, e2] = Zq[q−1e1, qe2].
Thus we haveL′q = Lq or τxLq. SinceτxMp = Mp andMp is a charac-
teristic submodule ofLp for p , q, we haveL′p = Lp = τxLp. Thus we
haveL′ = L or τxL. �

Remark. Let L be a regular quadratic module overZ andS a finite set
of prime numbers such that 2∈ S and Lp is unimodular forp < S,
and letM be a submodule ofL, of rank= rankL− 1, such thatMp is
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characteristic forp ∈ S and for p < S, d(Mp) ∈ Zx
p with precisely one

exceptionp = q andd(Mq) ∈ qZx
q. Let u be an isometry fromM to L.

Extendu to an isometry ofQL. Another extension isuτx(x ∈ M⊥). The
proof shows thatu−1(L) = L or τxL. Henceu is uniquely extended to an
isometry ofL. In particular, ifL is positive definite, then we have

r(M, L) = ♯{isometries :M → L} = ♯0(L).

Corollary 1. Let {Li}mi=1 be a set of regular quadratic modules overZ
such that rankLi = n, d(Li ) = d(1 ≦ i ≦ m), and Li , L j if i , j. Then
there is a regular quadratic module M overZ such that rankM= n− 1
and there is precisely one i(1 ≦ i ≦ m) for which M is represented by Li .

Proof. Let S be a finite set of prime numbers such that 2∈ S and (Li)p

is unimodular for 1≤ i ≤ m, p < S. PutS = {p1, · · · , pr } and define
A1, . . . ,Ar as follows:

A1 = {Li; tp1(Li) is minimal in{tp1(L j); 1 ≦ j ≦ m}}, . . . ,
Ak+1 = {Li; tpk+1(Li) is minimal in{tpk+1(L j); L j ∈ Ak}}.

SupposeLi ∈ Ar , andM is a submodule ofLi which is constructed in the224

proof of Theorem 2.2.42. AssumeM is represented byL j . SinceLi ∈
Ar ⊂ A1, tp1(Li) ≦ tp1(L j). Further,Mp1 is a characteristic submodule
of Li . Hence (Li)p � (L j)p and thentp1(Li) = tp1(L j). ThusL j belongs
to A1. Repeating this argument, we haveL j ∈ Ar . Thustp(Li) = tp(L j)
for everyp. From Theorem 2.2.42, it follows thatL j is isometric toL j .
This completes the proof. �

Corollary 2 ([9]). Let {Si}mi=1 be a set of positive definite rational sym-
metric matrices such that rank Si = n, |Si | = d(1 ≦ i ≦ m) and there
is no element T∈ GLn(Z) which satisfies Si [T] = S j if i , j. Then
θ(Z,Si) =

∑
e(σ(Si [G]Z)) are linearly independent where G runs over

Mn,n−1(Z) and

Z ∈ Hn−1 = {Z ∈ Mn−1(C)|Z = tZ, ImZ > 0}.

Proof. This follows immediately from the previous corollary. �
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