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## Preface

Since its appearance in 1972 the variational principle of Ekeland has found many applications in different fields in Analysis. The best references for those are by Ekeland himself: his survey article [23] and his book with J.-P. Aubin [2]. Not all material presented here appears in those places. Some are scattered around and there lies my motivation in writing these notes. Since they are intended to students I included a lot of related material. Those are the detours. A chapter on Nemytskii mappings may sound strange. However I believe it is useful, since their properties so often used are seldom proved. We always say to the students: go and look in Krasnoselskii or Vainberg! I think some of the proofs presented here are more straightforward. There are two chapters on applications to $P D E$. However I limited myself to semilinear elliptic. The central chapter is on Brézis proof of the minimax theorems of Ambrosetti and Rabinowitz. To be self contained I had to develop some convex analysis, which was later used to give a complete treatment of the duality mapping so popular in my childhood days! I wrote these notes as a tourist on vacations. Although the main road is smooth, the scenery is so beautiful that one cannot resist to go into the side roads. That is why I discussed some of the geometry of Banach spaces. Some of the material presented here was part of a course delivered at the Tata Institute of Fundamental Research in Bangalore, India during the months of January and February 1987. Some preliminary drafts were written by Subhasree Gadam, to whom I express may gratitude. I would like to thank my colleagues at UNICAMP for their hospitality and Elda Mortari for her patience and cheerful willingness in texing these notes.
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## Chapter 1

## Minimization of Lower Semicontinuous Functionals

Let $X$ be a Hausdorff topological space. A functional $\Phi: X \rightarrow \mathbb{R} \cup\{+\infty\} \quad \mathbf{1}$ is said to be lower semicontinuous if for every $a \in \mathbb{R}$ the set $\{x \in X$ : $\Phi(x)>a\}$ is open. We use the terminology functional to designate a real valued function. A Hausdorff topological space $X$ is compact if every covering of $X$ by open sets contains a finite subcovering. The following basic theorem implies most of the results used in the minimization of functionals.

Theorem 1.1. Let $X$ be a compact topological space and $\Phi: X \rightarrow$ $\mathbb{R} \cup\{+\infty\}$ a lower semicontinuous functional. Then (a) $\Phi$ is bounded below, and (b) the infimum of $\Phi$ is achieved at a point $x_{0} \in X$.

Proof. The open sets $A_{n}=\{x \in X: \Phi(x)>-n\}$, for $n \in \mathbb{N}$, constitute an open covering of $X$. By compactness there exists a $n_{0} \in \mathbb{N}$ such that

$$
\bigcup_{j=1}^{n_{0}} A_{j}=X
$$

So $\Phi(x)>n_{0}$ for all $x \in X$.
(b) Now let $\ell=\operatorname{Inf} \Phi, \ell>-\infty$. Assume by contradiction that $\ell$ is
not achieved. This means that

$$
\bigcup_{n=1}^{\infty}\left\{x \in X: \Phi(x)>\ell+\frac{1}{n}\right\}=X
$$

By compactness again it follows that there exist a $n_{1} \in \mathbb{N}$ such that

$$
\bigcup_{n=1}^{n_{1}}\left\{x \in X: \Phi(x)>\ell+\frac{1}{n}\right\}=X .
$$

But this implies that $\Phi(x)>\ell+\frac{1}{n_{1}}$ for all $x \in X$, which contradicts the fact that $\ell$ is the infimum of $\Phi$.

In many cases it is simpler to work with a notion of lower semicontinuity given in terms of sequences. A function $\Phi: X \rightarrow \mathbb{R} \cup\{+\infty\}$ is said to be sequentially lower semicontinuous if for every sequence $\left(x_{n}\right)$ with $\lim x_{n}=x_{0}$, it follows that $\Phi\left(x_{0}\right) \leq \lim \inf \Phi\left(x_{n}\right)$. The relationship between the two notions of lower semicontinuity is expounded in the following proposition.

Proposition 1.2. (a) Every lower semicontinuous function $\Phi: X \rightarrow$ $\mathbb{R} \cup\{+\infty\}$ is sequentially lower semicontinuous. (b) If $X$ satisfies the First Axiom of Countability, then every sequentially lower semicontinuous function is lower semicontinuous.

Proof. (a) Let $x_{n} \rightarrow x_{0}$ in $X$. Suppose first that $\Phi\left(x_{0}\right)<\infty$. For each $\epsilon>0$ consider the open set $A=\left\{x \in X: \Phi(x)>\Phi\left(x_{0}\right)-\epsilon\right\}$. Since $x_{0} \in A$, it follows that there exists $n_{0}=n_{0}(\epsilon)$ such that $x_{n} \in A$ for all $n \geq n_{0}$. For such $n$ 's, $\Phi\left(x_{n}\right)>\Phi\left(x_{0}\right)-\epsilon$, which implies that $\liminf \Phi\left(x_{n}\right) \geq \Phi\left(x_{0}\right)-\epsilon$. Since $\epsilon>0$ is arbitrary it follows that $\liminf \Phi\left(x_{n}\right) \geq \Phi\left(x_{0}\right)$. If $\Phi\left(x_{0}\right)=+\infty$ take $A=\{x \in X: \Phi(x)>$ $M\}$ for arbitrary $M>0$ and proceed in similar way.
(b) Conversely we claim that for each real number $a$ the set $F=\{x \in$ $\Omega: \Phi(x) \leq a\}$ is closed. Suppose by contradiction that this is not the case, that is, there exists $x_{0} \in \bar{F} \backslash F$, and so $\Phi\left(x_{0}\right)>a$. On the other hand, let $O_{n}$ be a countable basis of open neighborhoods
of $x_{0}$. For each $n \in \mathbb{N}$ there exists $x_{n} \in F \cap O_{n}$. Thus $x_{n} \rightarrow x_{0}$. Using the fact that $\Phi$ is sequentially lower semicontinuous and $\Phi\left(x_{n}\right) \leq a$ we obtain that $\Phi\left(x_{0}\right) \leq a$, which is impossible.

Corollary 1.3. If $X$ is a metric space, then the notions of lower semicontinuity and sequentially lower semicontinuity coincide.

Semicontinuity at a Point. The notion of lower semicontinuity can be localized as follows. Let $\Phi: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be a functional and $x_{0} \in X$. We say that $\Phi$ is lower semicontinuous at $x_{0}$ if for all $a<\Phi\left(x_{0}\right)$ there exists an open neighborhood $V$ of $x_{0}$ such that $a<\Phi(x)$ for all $x \in V$. It is easy to see that a lower semicontinuous functional is lower semicontinuous at all points $x \in X$. And conversely a functional which is lower semicontinuous at all points is lower semicontinuous. The reader can provide similar definitions and statements for sequential lower semicontinuity.

Some Examples When $\boldsymbol{X}=\mathbb{R}$. Let $\Phi: \mathbb{R} \rightarrow \mathbb{R} \cup\{+\infty\}$. It is clear that $\Phi$ is lower semicontinuous at all points of continuity. If $x_{0}$ is a point where there is a jump discontinuity and $\Phi$ is lower semicontinuous there, then $\Phi\left(x_{0}\right)=\min \left\{\Phi\left(x_{0}-0\right), \Phi\left(x_{0}+0\right)\right\}$. If $\lim \Phi(x)=+\infty$ as $x \rightarrow x_{0}$ then $\Phi\left(x_{0}\right)=+\infty$ if $\Phi$ is to be lower semicontinuous there. If $\Phi$ is lower semicontinuous the set $\{x \in \mathbb{R}: \Phi(x)=+\infty\}$ is not necessarity closed. Example: $\Phi(x)=0$ if $0 \leq x \leq 1$ and $\Phi(x)=+\infty$ elsewhere.

Functionals Defined in Banach Spaces. In the case when $X$ is a Banach space there are two topologies which are very useful. Namely the norm topology $\tau$ (also called the strong topology) which is a metric topology and the weak topology $\tau^{\omega}$ which is not metric in general. We recall that the weak topology is defined by giving a basis of open sets as follows. For each $\epsilon>0$ and each finite set of bounded linear functionals $\ell_{1}, \ldots, \ell_{n} \in X^{*}, X^{*}$ is the dual space of $X$, we define the (weak) open set $\left\{x \in X:\left|\ell_{1}(x)\right|<\epsilon, \ldots,\left|\ell_{n}(x)\right|<\epsilon\right\}$. It follows easily that $\tau$ is a finer topology than $\tau^{\omega}$, i.e. given a weak open set there exists a strong open set contained in it. The converse is not true in general. [We remark that finite dimensionality of $X$ implies that these two topologies are the
same]. It follows then that a weakly lower semicontinuous functional $\Phi: X \rightarrow \mathbb{R} \cup\{+\infty\}, X$ a Banach space, is (strongly) lower semicontinuous. A similar statement holds for the sequential lower semicontinuity, since every strongly convergent sequence is weakly convergent. In general, a (strongly) lower semicontinuous functional is not weakly lower semicontinuous. However the following result holds.

Theorem 1.4. Let $X$ be a Banach space, and $\Phi: X \rightarrow \mathbb{R} \cup\{+\infty\} a$ convex function. Then the notions of (strong) lower semicontinuity and weak lower semicontinuity coincide.

Proof. (i) Case of sequential lower semicontinuity. Suppose $x_{n} \rightharpoonup$ $x_{0}$ (the half arrow $\rightharpoonup$ denotes weak convergence). We claim that the hypothesis of $\Phi$ being (strong) lower semicontinuous implies that

$$
\Phi\left(x_{0}\right) \leq \liminf \Phi\left(x_{n}\right)
$$

Let $\ell=\liminf \Phi\left(x_{n}\right)$, and passing to a subsequence (call it $x_{n}$ again) we may assume that $\ell=\lim \Phi\left(x_{n}\right)$. If $\ell=+\infty$ there is nothing to prove. If $-\infty<\ell<\infty$, we proceed as folows. Given $\epsilon>0$ there is $n_{0}=n_{0}(\epsilon)$ such that $\Phi\left(x_{n}\right) \leq \ell+\epsilon$ for all $n \geq n_{0}(\epsilon)$. Renaming the sequence we may assume that $\Phi\left(x_{n}\right) \leq \ell+\epsilon$ for all $n$. Since $x$ is the weak limit of $\left(x_{n}\right)$ it follows from Mazur's theorem [which is essentially the fact that the convex hull $\operatorname{co}\left(x_{n}\right)$ of the sequence $\left(x_{n}\right)$ has weak closure coinciding with its strong closure] that there exists a sequence

$$
y N=\sum_{j=1}^{k_{N}} \alpha_{j}^{N} x_{j}, \quad \sum_{j=1}^{k_{N}} \alpha_{j}^{N}=1, \quad \alpha_{j}^{N} \geq 0
$$

such that $y N \rightarrow x_{0}$ as $N \rightarrow \infty$. By convexity

$$
\Phi(y N) \leq \sum_{j=1}^{k_{N}} \alpha_{j}^{N} \Phi\left(x_{j}\right) \leq \ell+\epsilon
$$

and by the (strong) lower semicontinuity $\Phi\left(x_{0}\right) \leq \ell+\epsilon$. Since $\epsilon>0$ is arbitrary we get $\Phi\left(x_{0}\right) \leq \ell$. If $\ell=-\infty$, we proceed
in a similar way, just replacing the statement $\Phi\left(x_{n}\right) \leq \ell+\epsilon$ by $\Phi\left(x_{n}\right) \leq-M$ for all $n \geq n(M)$, where $M>0$ is arbitrary.
(ii) Case of lower semicontinuity (nonsequential). Given $a \in \mathbb{R}$ we claim that the set $\{x \in X: \Phi(x) \leq a\}$ is weakly closed. Since such a set is convex, the result follows from the fact that for a convex set being weakly closed is the same as strongly closed.

Now we discuss the relationship between sequential weak lower semicontinuity and weak lower semicontinuity, in the case of functionals $\Phi: A \rightarrow \mathbb{R} \cup\{+\infty\}$ defined in a subset $A$ of a Banach space $X$. As in the case of a general topological space, every weak lower semicontinuous functional is also sequentially weak lower semicontinuous. The converse has to do with the fact that the topology in $A$ ought to satisfy the First Axiom of Countability. For that matter one restricts to the case when $A$ is bounded. The reason is: infinite dimensional Banach spaces $X$ (even separable Hilbert spaces) do not satisfy the First Axiom of Countability under the weak topology. The same statement is true for the weak topology induced in unbounded subsets of $X$. See the example 5 below

Example (von Neumann), Let $X$ be the Hilbert space $\ell^{2}$, and let $A \subset \ell^{2}$ be the set of points $x_{m n}, m, n=1,2, \ldots$, whose coordinates are

$$
x_{m n}(i)= \begin{cases}1, & \text { if } i=m \\ m, & \text { if } i=n \\ 0, & \text { otherwise }\end{cases}
$$

Then 0 belongs to weak closure of $A$, but there is no sequence of points in $A$ which converge weakly to 0 . [Indeed, if there is a sequence $x_{m_{j} n_{j}} \rightharpoonup 0$, then $\left(y, x_{m_{j} n_{j}}\right)_{\ell^{2}} \rightarrow 0$, for all $y \in \ell^{2}$. Take $y=$ $(1,1 / 2,1 / 3, \ldots)$ and see that this is not possible. On the other hand given any basic (weak) open neighborhood of $0,\left\{x \in \ell^{2}:(y, x)_{\ell^{2}}<\epsilon\right\}$ for arbitrary $y \in \ell^{2}$ and $\epsilon>0$, we see that $x_{m n}$ belongs to this neighborhood if we take $m$ such that $\left|y_{m}\right|<\epsilon / 2$ and then $n$ such that $\left.\left|y_{n}\right|<\epsilon / 2 m\right]$.

However, if the dual $X^{*}$ of $X$ is separable, then the induced topology in a bounded subset $A$ of $X$ by the weak topology of $X$ is first countable. In particular this is the case if $X$ is reflexive and separable, since this implies $X^{*}$ separable. It is noticeable that in the case when $X$ is reflexive (with no separability assumption made) the following result holds.

Theorem 1.5 (Browder [19]). Let $X$ be a reflexive Banach space, A a bounded subset of $X, x_{0}$ a point in the weak closure of $A$. Then there exists an infinite sequence $\left(x_{k}\right)$ in $A$ converging weakly to $x_{0}$ in $X$.

Proof. It suffices to construct a closed separable subspace $X_{0}$ of $X$ such that $x_{0}$ lies in the weak closure of $C$ in $X_{0}$, where $C=A \cap X_{0}$. Since $X_{0}$ is reflexive and separable, it is first countable and then there exists a sequence $\left(x_{k}\right)$ in $C$ which converges to $x_{0}$ in the weak topology of $X_{0}$. So $\left(x_{k}\right)$ lies in $A$ and converges to $x_{0}$ in the weak topology of $X$. The construction of $X_{0}$ goes as follows. Let $B$ be the unit closed ball in $X^{*}$. For each positive integer $n, B^{n}$ is compact in the product of weak topologies. Now for each fixed integer $m>0$, each $\left[\bar{\omega}_{1}, \ldots, \bar{\omega}_{n}\right] \in B^{n}$ has a (weak) neighborhood $V$ in $B^{n}$ such that

$$
\bigcap_{\left[\omega_{1}, \ldots, \omega_{n}\right] \in V} \bigcap_{j=1}^{n}\left\{x \in A:\left|\left\langle\omega_{j}, x-x_{0}\right\rangle\right|<\frac{1}{m}\right\}=\emptyset .
$$

By compactness we construct a finite set $F_{n m} \subset A$ with the property that given any $\left[\omega_{1}, \ldots, \omega_{n}\right] \in B^{n}$ there is $x \in A$ such that $\left|\left\langle\omega_{j}, x-x_{0}\right\rangle\right|<$ $\frac{1}{m}$ for all $j=1, \ldots, n$. Now let

$$
A_{0}=\bigcup_{n, m=1}^{\infty} F_{n m}
$$

Then $A_{0}$ is countable and $x_{0}$ is in weak closure of $A_{0}$. Let $X_{0}$ be the closed subspace generated by $A_{0}$. So $X_{0}$ is separable, and denoting by $C=X_{0} \cap A$ it follows that $x_{0}$ is in the closure of $C$ in the weak topology of $X$. Using the Hahn Banach theorem it follows that $x_{0}$ is the closure of $C$ in the weak topology of $X_{0}$.

Remark. The Erberlein-Smulian theorem states: "Let $X$ be a Banach space and $A$ a subset of $X$. Let $\bar{A}$ denote its weak closure. Then $\bar{A}$ is weakly compact if and only if $A$ is weakly sequentially precompact, i.e., any sequence in $A$ contains a subsequence which converges weakly". See Dunford-Schwartz [35], p. 430]. Compare this statement with Theorem 1.5 and appreciate the difference!

Corollary. In any reflexive Banach space $X$ a weakly lower semicontinuous functional $\Phi: A \rightarrow \mathbb{R}$, where $A$ is a bounded subset of $X$, is sequentially weakly lower semicontinuous, and conversely.

## Chapter 2

## Nemytskii Mappings

Let $\Omega$ be an open subset of $\mathbb{R}^{N}, N \geq 1$. A function $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is said to be a Carathéodary function if (a) for each fixed $s \in \mathbb{R}$ the function $x \mapsto f(x, s)$ is (Lebesgue) measurable in $\Omega$, (b) for fixed $x \in \Omega$ (a.e.) the function $s \mapsto f(x, s)$ is continuous in $\mathbb{R}$. Let $\mathcal{M}$ be the set of all measurable functions $u: \Omega \rightarrow \mathbb{R}$.

Theorem 2.1. If $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is Carathéodory then the function $x \mapsto f(x, u(x))$ is measurable for all $u \in \mathcal{M}$.

Proof. Let $u_{n}(x)$ be a sequence of simple functions converging a.e. to $u(x)$. Each function $f\left(x, u_{n}(x)\right)$ is measurable in view of (a) above. Now (b) implies that $f\left(x, u_{n}(x)\right)$ converges a.e. to $f(x, u(x))$, which gives its measurability.

Thus a Carathéodory function $f$ defines a mapping $N_{f}: \mathcal{M} \rightarrow \mathcal{M}$, which is called a Nemytskii mapping. The mapping $N_{f}$ has a certain type of continuity as expresed by the following result.

Theorem 2.2. Assume that $\Omega$ has finite measure. Let $\left(u_{n}\right)$ be a sequence in $\mathcal{M}$ which converges in measure to $u \in \mathcal{M}$. Then $N_{f} u_{n}$ converges in measure to $N_{f} u$.

Proof. By replacing $f(x, s)$ by $g(x, s)=f(x, s+u(x))-f(x, u(x))$ we may assume that $f(x, 0)=0$. And moreover our claim becomes to prove
that if $\left(u_{n}\right)$ converges in measure to 0 then $f\left(x, u_{n}(x)\right)$ also converges in measure to 0 . So we want to show that given $\epsilon>0$ there exists $n_{0}=n_{0}(\epsilon)$ such that

$$
\left|\left\{x \in \Omega:\left|f\left(x, u_{n}(x)\right)\right| \geq \epsilon\right\}\right|<\epsilon \quad \forall n \geq n_{0},
$$

where $|A|$ denotes the Lebesgue measure of a set $A$. Let

$$
\Omega_{k}=\{x \in \Omega:|s|<1 / k \Rightarrow|f(x, s)|<\epsilon\} .
$$

Clearly $\Omega_{1} \subset \Omega_{2} \subset \ldots$ and $\Omega=\bigcup_{k=1}^{\infty} \Omega_{k}\left(\right.$ a.e.). Thus $\left|\Omega_{k}\right| \rightarrow|\Omega|$. So there exists $\bar{k}$ such that $|\Omega|-\left|\Omega_{\bar{k}}\right|<\epsilon / 2$. Now let

$$
A_{n}=\left\{x \in \Omega:\left|u_{n}(x)\right|<1 / \bar{k}\right\} .
$$

Since $u_{n}$ converges in measure to 0 , it follows that there exists $n_{0}=$ $n_{0}(\epsilon)$ such that for all $n \geq n_{0}$ one has $|\Omega|-\left|A_{n}\right|<\epsilon / 2$. Now let

$$
D_{n}=\left\{x \in \Omega:\left|f\left(x, u_{n}(x)\right)\right|<\epsilon\right\} .
$$

Clearly $A_{n} \cap \Omega_{\bar{k}} \subset D_{n}$. So

$$
|\Omega|-\left|D_{n}\right| \leq\left(|\Omega|-\left|A_{n}\right|\right)+\left(|\Omega|-\left|\Omega_{\bar{k}}\right|\right)<\epsilon
$$

and the claim is proved.
Remark. The above proof is essentially the one in Ambrosetti-Prodi [2]. The proof in Vainberg [78] is due to Nemytskii and relies heavily in the following result (see references in Vainberg's book; see also ScorzaDragoni [74] and J.-P. Gossez [47] for still another proof). "Let $f$ : $\Omega \times I \rightarrow \mathbb{R}$ be a Carathéodory function, where $I$ is some bounded closed interval in $\mathbb{R}$. Then given $\epsilon>0$ there exists a closed set $F \subset \Omega$ with $|\Omega \backslash F|<\epsilon$ such that the restriction of $f$ to $F \times I$ is continuous". This is a sort of uniform (with respect to $s \in I$ ) Lusin's Theorem.

Now we are interested in knowing when $N_{f}$ maps an $L^{p}$ space in some other $L^{p}$ space.

Theorem 2.3. Suppose that there is a constant $c>0$, a function $b(x) \in$ $L^{q}(\Omega), 1 \leq q \leq \infty$, and $r>0$ such that

$$
\begin{equation*}
|f(x, s)| \leq c|s|^{r}+b(x), \quad \forall x \in \Omega, \quad \forall s \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

Then (a) $N_{f}$ maps $L^{q r}$ into $L^{q}$, (b) $N_{f}$ is continuous and bounded (that is, it maps bounded sets into bounded sets).

Proof. It follows from (2.1) using Minkowski inequality

$$
\begin{equation*}
\left\|N_{f^{u}}\right\|_{L^{q}} \leq\left. c\| \| u\right|^{r}\left\|_{L^{q}}+\right\| b\left\|_{L^{q}}=c\right\| u\left\|_{L^{q^{r}}}^{r}+\right\| b \|_{L^{q}} \tag{2.2}
\end{equation*}
$$

which gives (a) and the fact that $N_{f}$ is bounded. Now suppose that
$u_{n} \rightarrow u$ in $L^{q r}$, and we claim $N_{f} u_{n} \rightarrow N_{f} u$ in $L^{q}$. Given any subsequence of $\left(u_{n}\right)$ there is a further subsequence (call it again $\left.u_{n}\right)$ such that $\left|u_{n}(x)\right| \leq$ $h(x)$ for some $h \in L^{q^{r}}(\Omega)$. It follows from (2.1) that

$$
\left|f\left(x, u_{n}(x)\right)\right| \leq c|h(x)|^{r}+b(x) \in L^{q}(\Omega)
$$

Since $f\left(x, u_{n}(x)\right)$ converges a.e. to $f(x, u(x))$, the result follows from the Lebesgue Dominated Convergence Theorem and a standard result on metric spaces.

It is remarkable that the sufficient condition (2.1) is indeed necessary for a Carathéodory function $f$ defining a Nemytskii map between $L^{p}$ spaces. Indeed

Theorem 2.4. Suppose $N_{f}$ maps $L^{p}(\Omega)$ into $L^{q}(\Omega)$ for $1 \leq p<\infty$, $1 \leq q<\infty$. Then there is a constant $c>0$ and $b(x) \in L^{q}(\Omega)$ such that

$$
\begin{equation*}
|f(x, s)| \leq c|s|^{p / q}+b(x) \tag{2.3}
\end{equation*}
$$

Remark. We shall prove the above theorem for the case when $\Omega$ is bounded, although the result is true for unbounded domains. It is also true that if $N_{f}$ maps $L^{p}(\Omega), 1 \leq p<\infty$ into $L^{\infty}(\Omega)$ then there exists a function $b(x) \in L^{\infty}(\Omega)$ such that $|f(x, s)| \leq b(x)$. See Vainberg [78].

Before proving Theorem 2.4 we prove the following result.

Theorem 2.5. Let $\Omega$ be a bounded domain. Suppose $N_{f}$ maps $L^{p}(\Omega)$ into $L^{q}(\Omega)$ for $1 \leq p<\infty, 1 \leq q<\infty$. Then $N_{f}$ is continuous and bounded.

Proof. (a) Continuity of $N_{f}$. By proceeding as in the proof of Theorem 2.2 we may suppose that $f(x, 0)=0$, as well as to reduce to the question of continuity at 0 . Suppose by contradiction that $u_{n} \rightarrow 0$ in $L^{p}$ and $N_{f} u \nrightarrow 0$ in $L^{q}$. So by passing to subsequences if necessary we may assume that there is a positive constant $a$ such that

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left\|u_{n}\right\|_{L^{p}}^{p}<\infty \quad \text { and } \quad \int_{\Omega}\left|f\left(x, u_{n}(x)\right)\right|^{q} \geq a, \quad \forall n \tag{2.4}
\end{equation*}
$$

Let us denote by

$$
B_{n}=\left\{x \in \Omega:\left|f\left(x, u_{n}(x)\right)\right|>\left(\frac{a}{3|\Omega|}\right)^{1 / q}\right\}
$$

In view of Theorem 2.2 it follows that $\left|B_{n}\right| \rightarrow 0$. Now we construct a decreasing sequence of positive numbers $\epsilon_{j}$, and select a subsequence $\left(u_{n_{j}}\right)$ of $\left(u_{n}\right)$ as follows.
1st step: $\epsilon_{1}=|\Omega| u_{n_{1}}=u_{1}$.
2nd step: choose $\epsilon_{2}<\epsilon_{1} / 2$ and such that

$$
\int_{D}\left|f\left(x, u_{n_{1}}(x)\right)\right|^{q}<\frac{a}{3} \forall D \subset \Omega, \quad|D| \leq 2 \epsilon_{2},
$$

then choose $n_{2}$ such $\left|B_{n_{2}}\right|<\epsilon_{2}$.
3rd step: choose $\epsilon_{3}<\epsilon_{2} / 2$ and such that

$$
\int_{D}\left|f\left(x, u_{n_{2}}(x)\right)\right|^{q}<\frac{a}{3} \forall D \subset \Omega, \quad|D| \leq 2 \epsilon_{3} .
$$

then choose $n_{3}$ such that $\left|B_{n_{3}}\right|<\epsilon_{3}$.
And so on. Let $D_{n_{j}}=B_{n_{j}} \backslash \bigcup_{i=j+1}^{\infty} B_{n_{i}}$. Observe that the $D_{j}^{\prime} s$ are pairwise disjoint. Define

$$
u(x)= \begin{cases}u_{n_{j}}(x) & \text { if } x \in D_{n_{j}}, \quad j=1,2, \ldots \\ 0 & \text { otherwise }\end{cases}
$$

The function $u$ is in $L^{p}$ in view of (2.4). So by the hypothesis of the theorem $f(x, u(x))$ should be in $L^{q}(\Omega)$. We now show that this is not the case, so arriving to contradiction. Let
$K_{j} \equiv \int_{D_{n_{j}}}|f(x, u(x))|^{q}=\int_{D_{n_{j}}}\left|f\left(x, u_{n_{j}}(x)\right)\right|^{q}=\int_{B_{n_{j}}}-\int_{B_{n_{j}} \backslash D_{n_{j}}} \equiv I_{j}-J_{j}$.
Next we estimate the integrals in the right side as follows:

$$
\begin{aligned}
I_{j} & =\int_{B_{n_{j}}}\left|f\left(x, u_{n_{j}}(x)\right)\right|^{q}=\int_{\Omega}\left|f\left(x, u_{n_{j}}(x)\right)\right|^{q}-\int_{\Omega \backslash B_{n_{j}}}\left|f\left(x, u_{n_{j}}(x)\right)\right|^{q} \\
& \geq a-\frac{a}{3}=\frac{2 a}{3}
\end{aligned}
$$

and to estimate $J_{j}$ we observe that $B_{n_{j}} \backslash D_{n_{j}} \subset \bigcup_{i=j+1}^{\infty} B_{n_{i}}$. We see that $\left|B_{n_{j}} \backslash D_{n_{j}}\right| \leq \sum_{i=j+1}^{\infty} \epsilon_{i} \leq 2 \epsilon_{j+1}$. Consequently $J_{j}<a / 3$. Thus $K_{j} \geq a / 3$.
And so

$$
\int_{\Omega}|f(x, u(x))|^{q}=\sum_{j=1}^{\infty} K_{j}=\infty .
$$

(b) Now we prove that $N_{f}$ is bounded. As in part (a) we assume that $f(x, 0)=0$. By the continuity of $N_{f}$ at 0 we see that there exists $r>0$ such that for all $u \in L^{p}$ with $\|u\|_{L^{p}} \leq r$ one has $\left\|N_{f} u\right\|_{L^{p}} \leq 1$. Now given any $u$ in $L^{p}$ let $n$ (integer) be such that $n r^{p} \leq\|u\|_{L^{p}}^{p} \leq(n+1) r^{p}$. Then $\Omega$ can be decomposed into $n+1$ pairwise disjoint sets $\Omega_{j}$ such that $\int_{\Omega_{j}}|u|^{p} \leq r^{p}$. So

$$
\int_{\Omega}|f(x, u(x))|^{q}=\sum_{j=1}^{n+1} \int_{\Omega_{j}}|f(x, u(x))|^{q} \leq n+1 \leq\left(\frac{\|u\|_{L^{p}}}{r}\right)^{p}+1
$$

Proof of Theorem 2.4. Using the fact that $N_{f}$ is bounded we get a constant $c>0$ such that

$$
\begin{equation*}
\int_{\Omega}|f(x, u(x))|^{q} d x \leq c^{q} \quad \text { if } \quad \int_{\Omega}|u(x)|^{p} \leq 1 \tag{2.5}
\end{equation*}
$$

Now define the function $H: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
H(x, s)=\max \left\{|f(x, s)|-c|s|^{p / q} ; 0\right\} .
$$

Using the inequality $\alpha^{q}+(1-\alpha)^{q} \leq 1$ for $0 \leq \alpha \leq 1$ we get

$$
\begin{equation*}
H(x, s)^{q} \leq|f(x, s)|^{q}+c^{q}|s|^{p} \quad \text { for } \quad H(x, s)>0 . \tag{2.6}
\end{equation*}
$$

Let $u \in L^{p}$ and $D=\{x \in \Omega: H(x, u(x))>0\}$. There exist $n \geq 0$ integer and $0 \leq \epsilon<1$ such that

$$
\int_{D}|u(x)|^{p} d x=n+\epsilon .
$$

So there are $n+1$ disjoint sets $D_{i}$ such that

$$
D=\bigcup_{i=1}^{n+1} D_{i} \quad \text { and } \quad \int_{D_{i}}|u(x)|^{p} d x \leq 1
$$

From (2.5) we get

$$
\left.\int_{D}|f(x, u(x))|^{q} d x=\sum_{i=1}^{n+1} \int_{D_{i}} \mid f(x, u(x))\right)^{q} d x \leq(n+1) c^{q}
$$

Then using this estimate in (2.6) we have

$$
\begin{equation*}
\int_{\Omega} H(x, u(x))^{q} \leq(n+1) c^{q}-(n+\epsilon) c^{q} \leq c^{q} \tag{2.7}
\end{equation*}
$$

which then holds for all $u \in L^{p}$.
Now using the Lemma below we see that for each positive integer $k$ there exists $u_{k} \in \mathcal{M}$ with $\left|u_{k}(x)\right| \leq k$ such that

$$
b_{k}(x)=\sup _{|s| \leq k} H(x, s)=H\left(x, u_{k}(x)\right)
$$

It follows from (2.7) that $b_{k}(x) \in L^{q}(\Omega)$ and $\left\|b_{k}\right\|_{L^{q}} \leq c$. Now let us define the function $b(x)$ by

$$
\begin{equation*}
b(x) \equiv \sup _{-\infty<s<\infty} H(x, s)=\lim _{k \rightarrow \infty} b_{k}(x) . \tag{2.8}
\end{equation*}
$$

It follows from Fatou's lemma that $b(x) \in L^{q}$ and $\|b\|_{L^{q}} \leq c$. From (2.8) we finally obtain 2.3.

Lemma. Let $f: \Omega \times I \rightarrow \mathbb{R}$ be a Carathédory function, where I is some fixed bounded closed interval. Let us define the function

$$
c(x)=\max _{s \in I} f(x, s) .
$$

Then $c \in \mathcal{M}$ and there exists $\bar{u} \in \mathcal{M}$ such that

$$
\begin{equation*}
c(x)=f(x, \bar{u}(x)) \tag{2.9}
\end{equation*}
$$

Proof. (i) For each fixed $s$ the function $x \mapsto f_{s}(x)$ is measurable. We claim that

$$
c(x)=\sup \left\{f_{s}(x): s \in I, \quad s-\text { rational }\right\}
$$

showing then that $c$ is measurable. To prove the claim let $x_{0} \in$ $\Omega\left(\right.$ a.e. ) and choose $s_{0} \in I$ such that $c\left(x_{0}\right)=f\left(x_{0}, s_{0}\right)$. Since $s_{0}$ is a limit point of rational numbers and $f\left(x_{0}, s\right)$ is a continuous function the claim is proved.
(ii) For each $x \in \Omega\left(\right.$ a.e.) let $F_{x}=\{s \in I: f(x, s)=c(x)\}$ which is a closed set. Let us define a function $\bar{u}: \Omega \rightarrow \mathbb{R}$ by $\bar{u}(x)=\min _{s} F_{x}$. Clearly the function $\bar{u}$ satisfies the relation in (2.9). It remains to show that $\bar{u} \in \mathcal{M}$. To do that it suffices to prove that the sets

$$
B_{\alpha}=\{x \in \Omega: \bar{u}(x)>\alpha\} \forall \alpha \in I
$$

are measurable. [Recall that $\bar{u}(x) \in I$ for $x \in \Omega$ ]. Let $\beta$ be the lower end of $I$. Now fixed $\alpha \in I$ we define the function $c_{\alpha}: \Omega \rightarrow$ $\mathbb{R}$ by

$$
c_{\alpha}(x)=\max _{\beta \leq s \leq \alpha} f(x, s)
$$

which is measurable by part (i) proved above. The proof is completed by observing that

$$
B_{\alpha}=\left\{x \in \Omega: c(x)>c_{\alpha}(x)\right\}
$$

Remark. The Nemytskii mapping $N_{f}$ defined from $L^{p}$ into $L^{q}$ with $1 \leq$ $p<\infty, 1 \leq q<\infty$ is not compact in general. In fact, the requirement that $N_{f}$ is compact implies that there exists a $b(x) \in L^{q}(\Omega)$ such that $f(x, s)=b(x)$ for all $s \in \mathbb{R}$. See Krasnoselskii [53].

The Differentiability of Nemytskii Mappings. Suppose that a Carathéodory function $f(x, s)$ satisfies condition (2.3). Then it defines a mapping from $L^{p}$ into $L^{q}$. It is natural to ask: if $f(x, s)$ has a partial derivative $f_{s}^{\prime}(x, s)$ with respect to $s$, which is also a Carathéodory function, does $f_{s}^{\prime}(x, s)$ define with respect to $s$, which is also a Carathéodory function, does $f_{s}^{\prime}(x, s)$ define a Nemytskii map between some $L^{p}$ spaces? In view of Theorem 2.4 we see that the answer to this question is no in general. The reason is that (2.3) poses no restriction on the growth of the derivative. Viewing the differentiability of a Nemytskii-mapping $N_{f}$ associated with a Carathéodory function $f(x, s)$ we start assuming that $f_{s}^{\prime}(x, s)$ is Carathéodory and

$$
\begin{equation*}
\left|f_{s}^{\prime}(x, s)\right| \leq c|s|^{m}+b(x), \quad \forall s \in \mathbb{R} \quad \forall x \in \Omega \tag{2.10}
\end{equation*}
$$

where $b(x) \in L^{n}(\Omega), 1 \leq n \leq \infty, m>0$. Integrating (2.10) with respect to $s$ we obtain

$$
\begin{equation*}
|f(x, s)| \leq \frac{c}{m+1}|s|^{m+1}+b(x)|s|+a(x) \tag{2.11}
\end{equation*}
$$

where $a(x)$ is an arbitrary function. Shortly we impose a condition on $a(x)$ so as to having a Nemytskii map defined between adequate $L^{p}$ spaces. Using Young's inequality in 2.11 we have

$$
|f(x, s)| \leq \frac{c+1}{m+1}|s|^{m+1}+\frac{m}{m+1} b(x)^{(m+1) / m}+a(x)
$$

Observe that the function $b(x)^{(m+1) / m}$ is in $L^{q}(\Omega)$, where $q=m n /(m+$ 1). So if we pick $a \in L^{q}$ it follows from Theorem 2.3 that (assuming (2.10):

$$
\begin{gather*}
N_{f}: L^{p} \rightarrow L^{q} \quad p=m n \quad \text { and } \quad q=m n /(m+1)  \tag{2.12}\\
N_{f_{*}^{\prime}}: L^{p} \rightarrow L^{n} . \tag{2.13}
\end{gather*}
$$

Now we are ready to study the differentiability of the mapping $N_{f}$.

14 Theorem 2.6. Assume (2.10) and the notation in (2.12) and (2.13).
Then $N_{f}$ is continuously Fréchet differentiable with

$$
N_{f}^{\prime}: L^{p} \rightarrow \mathcal{L}\left(L^{p}, L^{q}\right)
$$

defined by

$$
\begin{equation*}
N_{f}^{\prime}(u)[v]=N_{f_{*}^{\prime}}^{\prime}(u) v\left(=f_{s}^{\prime}(x, u(x)) v(x)\right), \quad \forall u, v \in L^{p} \tag{2.14}
\end{equation*}
$$

Proof. We first observe that under our hypotheses the function $x \mapsto$ $f_{s}^{\prime}(x, u(x)) v(x)$ is in $L^{q}(\Omega)$. Indeed by Hölder's inequality

$$
\int_{\Omega}\left|f_{s}^{\prime}(x, u(x)) v(x)\right|^{q} \leq\left(\int_{\Omega} \mid f_{s}^{\prime}\left(x,\left.v(x)\right|^{p q /(p-q) / p}\right)^{(p-q) / p}\right)\left(\int_{\Omega}|v(x)|^{p}\right)^{q / p}
$$

Observe that $p q /(p-q)=n$ and use (2.13) above. Now we claim that for fixed $u \in L^{p}$

$$
\omega(v) \equiv N_{f}(u+v)-N_{f}(u)-f_{s}^{\prime}(x, u) v
$$

is $o(v)$ for $v \in L^{p}$, that is $\|\omega(v)\|_{L^{q}} /\|v\|_{L^{p}} \rightarrow 0$ as $\|v\|_{L^{p}} \rightarrow 0$. Since

$$
\begin{aligned}
f(u(x)+v(x))-f(u(x)) & =\int_{0}^{1} \frac{d}{d t} f(x, u(x)+t v(x)) d t \\
& =\int_{0}^{1} f_{s}^{\prime}(x, u(x)+t v(x)) v(x) d t
\end{aligned}
$$

we have

$$
\int_{\Omega}|\omega(v)|^{q} d x=\int_{\Omega}\left|\int_{0}^{1}\left[f_{s}^{\prime}(x, u(x)+t v(x))-f_{s}^{\prime}(x, u(x))\right] v(x) d t\right|^{q} d x .
$$

Using Hölder's inequality and Fubini, we obtain

$$
\begin{aligned}
& \int_{\Omega}|\omega(v)|^{q} d x \leq \\
& \leq\left(\int_{0}^{1} \int_{\Omega}\left|f_{s}^{\prime}(x, u(x)+t v(x))-f_{s}^{\prime}(x, u(x))\right|^{n} d x d t\right)^{q / n}\|v\|_{L^{p}}^{q} .
\end{aligned}
$$

Using (2.13) and the fact that $N_{f_{*}^{\prime}}$ is a continuous operator we have the claim proved. The continuity of $N_{f}^{\prime}$ follows readily (2.14) and (2.13).

Remark. We observe that in the previous theorem $p>q$, since we have assumed $m>0$. What happens if $m=0$, that is

$$
\left|f_{s}^{\prime}(x, s)\right| \leq b(x)
$$

where $b(x) \in L^{n}(\Omega)$ ? First of all we observe that

$$
N_{f_{k}^{\prime}}: L^{p} \rightarrow L^{n} \quad \forall p \geq 1
$$

and proceeding as above (supposing $1 \leq n<\infty$ )

$$
N_{f}: L^{p} \rightarrow L^{q} \quad \forall p \geq 1 \quad \text { and } \quad q=n p /(n+p)
$$

and we are precisely in the same situation as in (2.12), (2.13). Now assume $n=+\infty$, i.e., there exists $M>0$

$$
\begin{equation*}
\left|f_{s}^{\prime}(x, s)\right| \leq M \quad \forall x \in \Omega, \quad \forall s \in \mathbb{R} \tag{2.15}
\end{equation*}
$$

Integrating we obtain

$$
\begin{equation*}
|f(x, s)| \leq M|s|+b(x) \tag{2.16}
\end{equation*}
$$

It follows under (2.15) and (2.16) that

$$
\begin{gathered}
N_{f_{k}^{\prime}}: L^{p} \rightarrow L^{\infty} \quad \forall 1 \leq p \leq \infty \\
N_{f}: L^{p} \rightarrow L^{p} \quad\left(\text { taking } b \in L^{p}\right) .
\end{gathered}
$$

It is interesting to observe that such an $N_{f}$ cannot be Fréchet differentiable in general. Indeed:

Theorem 2.7. Assume (2.15). If $N_{f}: L^{p} \rightarrow L^{p}$ is Fréchet differentiable then there exist functions $a(x) \in L^{\infty}$ and $b(x) \in L^{p}$ such that $f(x, s)=$ $a(x) s+b(x)$.

Proof. (a) Let us prove that the Gâteaux derivative of $N_{f}$ at $u$ in the direction $v$ is given by

$$
\frac{d}{d v} N_{f}(u)=f_{s}^{\prime}(x, u(x)) v(x) .
$$

First we observe that $f_{s}^{\prime}(x, u(x)) v(x) \in L^{q}$. So we have to prove that

$$
\omega_{t}(x) \equiv t^{-1}[f(x, u(x)+t v(x))-f(x, u(x))]-f_{s}^{\prime}(x, u(x)) v(x)
$$

goes to 0 in $L^{p}$ as $t \rightarrow 0$. As in the proof of Theorem 2.6we write

$$
\omega_{t}(x)=\int_{0}^{1}\left[f_{s}^{\prime}(x, u(x)+t \tau v(x))-f_{s}^{\prime}(x, u(x))\right] v(x) d \tau
$$

So

$$
\int_{\Omega}\left|\omega_{t}(x)\right|^{p} d x \leq \int_{0}^{1} \int_{\Omega}\left|f_{s}^{\prime}(x, u(x)+t \tau v(x))-f_{s}^{\prime}(x, u(x))\right|^{p}|v(x)|^{p} d x d \tau
$$

Now for each $\tau \in[0,1]$ and each $x \in \Omega($ a.e.) the integrand of the double integral goes to zero. On the other hand this integrand is bounded by $(2 M)^{p}|v(x)|^{p}$. So the result follows by the Lebesgue Dominated convergence Theorem.
(b) Now suppose $N_{f}$ is Fréchet differentiable. Then its Fréchet derivative is equal to the Gâteaux derivative, and assuming that $f(x, 0)=$ 0 we have that

$$
\begin{equation*}
\|u\|_{L^{p}}^{-1}\left\|f(x, u)-f_{s}^{\prime}(x, 0) u\right\|_{L^{p}} \rightarrow 0 \quad \text { as } \quad\|u\|_{L^{1}} \rightarrow 0 \tag{2.17}
\end{equation*}
$$

Now for each fixed $\ell \in \mathbb{R}$ and $x_{0} \in \Omega$ consider a sequence $u_{\delta}(x)=$ $\ell_{\chi B_{\delta}\left(x_{0}\right)}$, i.e., a multiple of the characteristic function of the ball $B_{\delta}\left(x_{0}\right)$. For such functions the expression in (2.17) raised to the power $p$ can be written as

$$
\frac{1}{\ell^{p} \operatorname{vol} B_{\delta}\left(x_{0}\right)} \int_{B_{\delta}\left(x_{0}\right)}\left|f(x, \ell)-f_{s}^{\prime}(x, 0) \ell\right|^{p} d x .
$$

So taking the limit as $\delta \rightarrow 0$ we obtain

$$
\frac{1}{\ell^{p}}\left|f\left(x_{0}, \ell\right)-f_{s}^{\prime}\left(x_{0}, 0\right) \ell\right|=0, \quad x_{0} \in \Omega(\text { a.e. })
$$

which shows that $f\left(x_{0}, \ell\right)=f_{s}^{\prime}\left(x_{0}, 0\right) \ell$. Since the previous arguments can be done for all $x_{0} \in \Omega$ (a.e.) and all $\ell \in \mathbb{R}$, we obtain that $f(x, s)=a(x) s$ where $a(x)=f_{s}^{\prime}(x, 0)$ is an $L^{\infty}$ function.

The Potential of a Nemytskii Mapping. Let $f(x, s)$ be a Carathéodory function for which there are constants $0<m, 1 \leq p \leq \infty$ and a function $b(x) \in L^{p / m}(\Omega)$ such that

$$
|f(x, s)| \leq c|s|^{m}+b(x)
$$

Denoting by $F(x, s)=\int_{0}^{s} f(x, \tau) d \tau$ we obtain that

$$
|F(x, s)| \leq c_{1}|s|^{m+1}+c(x)
$$

where $c(x) \in L^{p /(m+1)}(\Omega)$. (See the paragraphs before Theorem 2.7). Then $N_{f}: L^{p} \rightarrow L^{p / m}$ and $N_{F}: L^{p} \rightarrow L^{p /(m+1)}$.

In particular, if $p=m+1,(\Rightarrow p>1)$ the inequalities above become

$$
\begin{gather*}
|f(x, s)| \leq c|s|^{p-1}+b(x), \quad b(x) \in L^{p^{\prime}}, \quad \frac{1}{p}+\frac{1}{p^{\prime}}=1  \tag{2.18}\\
|F(x, s)| \leq c_{1}|s|^{p}+c(x), \quad c(x) \in L^{1}
\end{gather*}
$$

and we have that $N_{f}: L^{p} \rightarrow L^{p^{\prime}}$ and $N_{F}: L^{p} \rightarrow L^{1}$.
Theorem 2.8. Assume 2.18. Then

$$
\Psi(u)=\int_{\Omega} F(x, u(x)) d x
$$

defines a continuous functional $\Psi: L^{p}(\Omega) \rightarrow \mathbb{R}$, which is continuously Fréchet differentiable.

Proof. The continuity of $N_{F}$ implies that $\Psi$ is continuous. We claim that $\Psi^{\prime}=N_{f}$. So all we have to do is proving that

$$
\omega(v) \equiv \int_{\Omega} F(x, u+v)-\int_{\Omega} F(x, u)-\int_{\Omega} f(x, u) v=o(v)
$$

as $v \rightarrow 0$ in $L^{p}$. As in the calculations done in the proof of Theorem 2.6 we obtain

$$
\omega(v)=\int_{\Omega} \int_{0}^{1}[f(x, u+t v)-f(x, u)] v d t d x
$$

Using Fubini's theorem and Hölder's inequality

$$
|\omega(v)| \leq \int_{0}^{1}\left\|N_{f}(u+t v)-N_{f}(u)\right\|_{L^{p^{\prime}}} d t\|v\|_{L^{p}}
$$

The integral in the above expression goes to zero as $\|v\|_{L^{p}} \rightarrow 0$ by the Lebesgue Dominated Convergence Theorem with an application of Theorem 2.3 So

$$
\|v\|_{L^{p}}^{-1} \omega(v) \rightarrow 0 \quad \text { as } \quad\|v\|_{L^{p}} \rightarrow 0
$$

## Chapter 3

## Semilinear Elliptic Equations I

We consider the Dirichlet problem

$$
\begin{equation*}
-\Delta u=f(x, u) \quad \text { in } \quad \Omega, \quad u=0 \quad \text { on } \quad \partial \Omega, \tag{3.1}
\end{equation*}
$$

where $\Omega$ is a bounded smooth domain in $\mathbb{R}^{N}, N \geq 2$ and $\partial \Omega$ denotes its boundary. We assume all along that $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function. By a classical solution of (3.1) we mean a function $u \in$ $C^{2}(\Omega) \cap C^{0}(\bar{\Omega})$ which satisfies the equation at every point $x \in \Omega$ and which vanishes on $\partial \Omega$. By a generalized solution of (3.1) we mean a function $u \in H_{0}^{1}(\Omega)$ which satisfies (3.1) in the weak sense, i.e.

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla v=\int_{\Omega} f(x, u) v, \quad \forall v \in C_{c}^{\infty}(\Omega) \tag{3.2}
\end{equation*}
$$

We see that in order to have things well defined in (3.2), the function $f(x, s)$ has to obey some growth conditions on the real variable $s$. We will not say which they are, since a stronger assumption will be assumed shortly, when we look for generalized solution as critical points of a functional. Namely let us consider

$$
\begin{equation*}
\Phi(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}-\int_{\Omega} F(x, u) \tag{3.3}
\end{equation*}
$$

where $F(x, s)=\int_{0}^{s} f(x, \tau) d \tau$. In order to have $\Phi: H_{0}^{\prime}(\Omega) \rightarrow \mathbb{R}$ well defined we should require that $F(x, u) \in L^{1}(\Omega)$ for $u \in H_{0}^{1}(\Omega)$. In view of the Sobolev imbedding theorem $H_{0}^{1} \hookrightarrow L^{p}$ (continuous imbedding) if $1 \leq p \leq 2 N /(N-2)$ if $N \geq 3$ and $1 \leq p<\infty$ if $N=2$. So using Theorem 2.8 we should require that $f$ satisfies the following condition

$$
\begin{equation*}
|f(x, s)| \leq c|s|^{p-1}+b(x) \tag{3.4}
\end{equation*}
$$

where $p$ satisfies the conditions of the Sobolev imbedding and

$$
b(x) \in L^{p^{\prime}}, \quad \frac{1}{p}+\frac{1}{p^{\prime}}=1
$$

Using Theorem 2.8 we conclude that:
if $f$ satisfies (3.4) the functional $\Phi$ defined in (3.3) is continuous Fréchet differentiable, i.e., $C^{1}$, and

$$
\begin{equation*}
\left\langle\Phi^{\prime}(u), v\right\rangle=\int_{\Omega} \nabla u \cdot \nabla v-\int_{\Omega} f(x, u) v, \quad \forall v \in H_{0}^{1} \tag{3.5}
\end{equation*}
$$

where $\langle$,$\rangle denotes the inner product in H_{0}^{1}(\Omega)$.
It follows readily that the critical points of $\Phi$ are precisely the generalized solutions of 3.1. So the search for solutions of 3.1 is transformed in the investigation of critical points of $\Phi$. In this chapter we study conditions under which $\Phi$ has a minimum.
$\Phi$ is bounded below if the following condition is satisfied:

$$
\begin{equation*}
F(x, s) \leq \frac{1}{2} \mu s^{2}+a(x) \tag{3.6}
\end{equation*}
$$

where $a(x) \in L^{1}(\Omega)$ and $\mu$ is a constant $0<\mu \leq \lambda_{1}$. [Here $\lambda_{1}$ denotes the first eigenvalue of the Laplacian subject to Dirichlet boundary conditions]. Indeed we can estimate

$$
\Phi(u) \geq \frac{1}{2} \int_{\Omega}|\nabla u|^{2}-\frac{1}{2} \mu \int_{\Omega} u^{2}-\int_{\Omega} a(x) \geq-\int_{\Omega} a(x)
$$

where we have used the variational characterization of the first eigenvalue.
$\Phi$ is weakly lower semicontinuous in $H_{0}^{1}$ if condition (3.4) is satisfied with $1 \leq p<2 N /(N-2)$ if $N \geq 3$ and $1 \leq p<\infty$ if $N=2$. Indeed

$$
\Phi(u)=\frac{1}{2}\|u\|_{H^{1}}^{2}-\Psi(u)
$$

where $\Psi(u)=\int_{\Omega} F(x, u)$ has been studied in Section 1.2, and the claim follows using the fact that the norm is weakly lower semicontinuous and under the hypothesis $\Psi$ is weakly continuous from $H_{0}^{1}$ into $\mathbb{R}$. Let us prove this last statement. Let $u_{n} \rightharpoonup u$ in $H_{0}^{1}$. Going to a subsequence if necessary we have $u_{n} \rightarrow u$ in $L^{p}$ with $p$ restricted as above to insure the compact imbedding $H_{0}^{1} \hookrightarrow L^{p}$. Now use the continuity of the functional $\Psi$ to conclude.

Now we can state the following result
Theorem 3.1. Assume (3.6) and (3.4) with $1 \leq p<2 N /(N-2)$ if $N \geq 3$ and $1 \leq p<\infty$ if $N=2$. Then for each $r>0$ there exist $\lambda_{r} \leq 0$ and $u_{r} \in H_{0}^{1}$ with $\left\|u_{r}\right\|_{H^{1}} \leq r$ such that $\Phi^{\prime}\left(u_{r}\right)=\lambda_{r} u_{r}$, and $\Phi$ restricted to the ball of radius $r$ around $O$ assumes its infimum at $u_{r}$.
Proof. The ball $\bar{B}_{r}(0)=\left\{u \in H_{0}^{1}:\|u\|_{H^{1}} \leq r\right\}$ is weakly compact. So applying Theorem 1.1 to the functional $\Phi$ restricted to $\bar{B}_{r}(0)$ we obtain a point $u_{r} \in \bar{B}_{r}(0)$ such that

$$
\Phi\left(u_{r}\right)=\operatorname{Inf}\left\{\Phi(u): u \in \bar{B}_{r}(0)\right\} .
$$

Now let $v \in \bar{B}_{r}(0)$ be arbitrary then

$$
\Phi\left(u_{r}\right) \leq \Phi\left(t v+(1-t) u_{r}\right)=\Phi\left(u_{r}\right)+t\left\langle\Phi^{\prime}\left(u_{r}\right), v-u_{r}\right\rangle+o(t)
$$

which implies

$$
\begin{equation*}
\left\langle\Phi^{\prime}\left(u_{r}\right), v-u_{r}\right\rangle \geq 0 \tag{3.7}
\end{equation*}
$$

If $u_{r}$ is an interior point of $\bar{B}_{r}(0)$ then $v-u_{r}$ covers a ball about the origin. Consequently $\Phi^{\prime}\left(u_{r}\right)=0$. If $u_{r} \in \partial \bar{B}_{r}(0)$ we proceed as follows. In the case when $\Phi^{\prime}\left(u_{r}\right)=0$ we have the thesis with $\lambda_{r}=0$. Otherwise when $\Phi^{\prime}\left(u_{r}\right) \neq 0$ we assume by contradiction that $\Phi^{\prime}\left(u_{r}\right) /\left\|\Phi^{\prime}\left(u_{r}\right)\right\| \neq$ $-u_{r} /\left\|u_{r}\right\|$. Then $v=-r \Phi^{\prime}\left(u_{r}\right) /\left\|\Phi^{\prime}\left(u_{r}\right)\right\|$ is in $\partial \bar{B}_{r}(0)$ and $v \neq u_{r}$. So $\left\langle v, u_{r}\right\rangle<r^{2}$. On the other hand with such a $v$ in (3.7) we obtain $0 \leq$ $\left\langle-v, v-u_{r}\right\rangle \Rightarrow r^{2} \leq\left\langle v, u_{r}\right\rangle$, contradiction.

Corollary 3.2. In addition to the hypothesis of Theorem 3.1]assume that there exists $r>0$ such that

$$
\begin{equation*}
\Phi(u) \geq a>0 \quad \text { for } \quad u \in \partial \bar{B}_{r}(0) \tag{3.8}
\end{equation*}
$$

where $a$ is some given constant. Then $\Phi$ has a critical point.
Proof. Since $\Phi(0)=0$, we conclude from (3.8 that the infimum of $\Phi$ in $\bar{B}_{r}(0)$ is achieved at an interior point of that ball.

## Remarks (Sufficient conditions that insure (3.8))

(1) Assume $\mu<\lambda_{1}$ in condition (3.6). Then
$\Phi(u) \geq \frac{1}{2} \int|\nabla u|^{2}-\frac{\mu}{2} \int u^{2}-C|\Omega| \geq \frac{1}{2}\left(1-\frac{\mu}{\lambda_{1}}\right) \int|\nabla u|^{2}-C|\Omega|$
where we have used the variational characterization of the first eigenvalue. It follows from (3.9) that $\Phi(u) \rightarrow+\infty$ as $\|u\| \rightarrow \infty$, that is, $\Phi$ is coercive. So (3.8) is satisfied.
(2) In particular, if there exists $\bar{\mu}<\lambda_{1}$ such that

$$
\limsup _{|s| \rightarrow \infty} \frac{f(x, s)}{s} \leq \bar{\mu}
$$

then one has with a $\mu<\lambda_{1}$, and $\Phi$ is coercive as proved above.
(3) (A result of Mawhin-Ward-Willem [60]). Assume that

$$
\begin{equation*}
\limsup _{|s| \rightarrow \infty} \frac{2 F(x, s)}{s^{2}} \leq \alpha(x) \leq \lambda_{1} \tag{3.10}
\end{equation*}
$$

where $\alpha(x) \in L^{\infty}(\Omega)$ and $\alpha(x)<\lambda_{1}$ on a set of positive measure. Then under hypotheses (3.4) and (3.10), the Dirichlet problem has a generalized solution $u \in H_{0}^{1}(\Omega)$. To prove this statement all it remains to do is to prove that condition 3.8 is satisfied. First we claim that there exists $\epsilon_{0}>0$ such that

$$
\begin{equation*}
\Theta(u) \equiv \int_{\Omega}|\nabla u|^{2}-\int_{\Omega} \alpha(x) u^{2} \geq \epsilon_{0}, \quad \forall\|u\|_{H_{0}^{1}}=1 \tag{3.11}
\end{equation*}
$$

Assume by contradiction that there exists a sequence $\left(u_{n}\right)$ in $H_{0}^{1}(\Omega)$ with $\left\|u_{n}\right\|_{H^{1}}=1$ and $\Theta\left(u_{n}\right) \rightarrow 0$. We may assume without loss of generality that $u_{n} \rightharpoonup u_{0}$ (weakly) in $H_{0}^{1}$ and $u_{n} \rightarrow u$ in $L^{2}$. As a consequence of the fact that $\alpha(x) \leq \lambda_{1}$ in $\Omega$, we have $\Theta\left(u_{n}\right) \geq 0$ and then

$$
\begin{equation*}
0 \leq \int\left|\nabla u_{0}\right|^{2}-\int \alpha(x) u_{0}^{2} \leq 0 \tag{3.12}
\end{equation*}
$$

On the other hand, $\Theta\left(u_{n}\right)=1-\int \alpha(x) u_{n}^{2}$ gives $\int \alpha(x) u_{0}^{2}=1$. From (3.12) we get $\left\|u_{0}\right\|_{H^{1}}=1$, which implies that $u_{n} \rightarrow u_{0}$ (strongly) in $H_{0}^{1}$. This implies that $u_{0} \not \equiv 0$. Now observe that $\Theta: H_{0}^{1} \rightarrow R$ is weakly lower semicontinuous, that $\Theta(u) \geq 0$ for all $u \in H_{0}^{1}$ and $\Theta\left(u_{0}\right)=0$. So $u_{0}$ is a critical point of $\Theta$, which implies that $u_{0} \in H_{0}^{1}(\Omega)$ is a generalized solution of $-\Delta u_{0}=\alpha(x) u_{0}$. Thus $u_{0} \in W^{2,2}(\Omega)$ and it is a strong solution of an elliptic equation. By the Aleksandrov maximum principle (see for instance, GilbargTrudinger [46, p. 246]) we see that $u_{0} \neq 0$ a.e. in $\Omega$. Using (3.12) again we have

$$
\lambda_{1} \int_{\Omega} u_{0}^{2} \leq \int_{\Omega}\left|\nabla u_{0}\right|^{2} \leq \int \alpha(x) u_{0}^{2}<\lambda_{1} \int u_{0}^{2}
$$

which is impossible. So (3.11) is proved.
Next it follows from (3.10) that given $\epsilon<\lambda_{1} \epsilon_{0}$ (the $\epsilon_{0}$ of (3.11) there exists a constant $c_{\epsilon}>0$ such that

$$
F(x, s) \leq \frac{\alpha(x)+\epsilon}{2} s^{2}+c_{\epsilon}, \quad \forall x \in \Omega, \quad \forall s \in \mathbb{R}
$$

Then we estimate $\Phi$ as follows

$$
\Phi(u) \geq \frac{1}{2} \int|\nabla u|^{2}-\frac{1}{2} \int \alpha(x) u^{2}-\frac{\epsilon}{2} \int u^{2}-c_{\epsilon}|\Omega|
$$

Using (3.11) we get

$$
\Phi(u) \geq \frac{1}{2} \epsilon_{0} \int|\nabla u|^{2}-\frac{1}{2} \frac{\epsilon}{\lambda_{1}} \int|\nabla u|^{2}-c_{\epsilon}|\Omega|
$$

which implies that $\Phi$ is coercive, and in particular (3.8) is satisfied.

Remark. We observe that in all cases considered above we in fact proved that $\Phi$ were coercive. We remark that condition (3.8) could be attained without coerciveness. It would be interesting to find some other reasonable condition on $F$ to insure (3.8). On this line, see the work of de Figueiredo-Gossez [42].

Final Remark. (Existence of a minimum without the growth condition (3.4). Let us look at the functional $\Phi$ assuming the following condition: for some constant $b>0$ and $a(x) \in L^{1}(\Omega)$ one has

$$
\begin{equation*}
F(x, s) \leq b|s|^{p}+a(x) \tag{3.13}
\end{equation*}
$$

where $1 \leq p<2 N /(N-2)$ if $N \geq 3$ and $1 \leq p<\infty$ if $N=2$. For $u \in H_{0}^{1}$ we have

$$
\int F(x, u(x)) d x \leq b \int_{\Omega}|u(x)|^{p} d x+\int a(x) d x
$$

where the integral on the left side could be $-\infty$. In view of the Sobolev imbedding it is $<+\infty$. So the functional $\Phi$ could assume the value $+\infty$. Let us now check its weakly lower semicontinuity at a point $u_{0} \in H_{0}^{1}(\Omega)$ where $\Phi\left(u_{0}\right)<+\infty$. So $F\left(x, u_{0}(x)\right) \in L^{1}$. Now take a sequence $u_{n} \rightharpoonup u_{0}$ in $H_{0}^{1}$. Passing to subsequence if necessary we may suppose that $u_{n} \rightarrow$ $u_{0}$ in $L^{p}, u_{n}(x) \rightarrow u_{0}(x)$ a.e. in $\Omega$ and $\left|u_{n}(x)\right| \leq h(x)$ for some $h \in L^{p}$.

It follows then from (3.13) that

$$
F\left(x, u_{n}(x)\right) \leq b h(x)^{p}+a(x) .
$$

Since the right side of the above inequality is in $L^{1}$ we can apply Fatou's lemma and conclude that

$$
\lim \sup \int_{\Omega} F\left(x, u_{n}(x)\right) d x \leq \int F\left(x, u_{0}(x)\right) d x
$$

Consequently we have

$$
\begin{aligned}
\lim \inf \Phi\left(u_{n}\right) & \geq \lim \inf \frac{1}{2} \int\left|\nabla u_{n}\right|^{2}-\lim \sup \int F\left(x, u_{n}\right) \\
& \geq \frac{1}{2} \int\left|\nabla u_{0}\right|^{2}-\int F\left(x, u_{0}\right) .
\end{aligned}
$$

So $\Phi: H_{0}^{1}(\Omega) \rightarrow \mathbb{R} \cup\{+\infty\}$ is defined and weakly lower semicontinuous. By Theorem $1.1 \Phi$ has a minimum in any ball $B_{r}(0)$ contained in $H_{0}^{1}$. If $F$ satisfies condition (3.10) (which by the way implies (3.13) we see by Remark 3 above that $\Phi$ is coercive. Thus $\Phi$ has a global minimum in $H_{0}^{1}$. Without further conditions (namely (3.4) one cannot prove that such a minimum is a critical point of $\Phi$.

## Chapter 4

## Ekeland Variational Principle

Introduction. We saw in Chapter 1 that a functional bounded below assumes its infimum if it has some type of continuity in a topology that renders (local) compactness to the domain of said functional. However in many situations of interest in applications this is not the case. For example, functionals defined in (infinite dimensional) Hilbert spaces which are continuous in the norm topology but not in the weak topology. Problems with this set up can be handled efficiently by Ekeland Variational Principle. This principle discovered in 1972 has found a multitude of applications in different fields of Analysis. It has also served to provide simple and elegant proofs of known results. And as we see it is a tool that unifies many results where the underlining idea is some sort of approximation. Our motivation to write these notes is to make an attempt to exhibit all these features, which we find mathematically quite interesting.

Theorem 4.1 (Ekeland Principle - weak form). Let $(X, d)$ be a complete metric space. Let $\Phi: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be lower semicontinuous and bounded below. Then given any $\epsilon>0$ there exists $u_{\epsilon} \in X$ such that

$$
\begin{equation*}
\Phi\left(u_{\epsilon}\right) \leq \operatorname{Inf}_{X} \Phi+\epsilon \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi\left(u_{\epsilon}\right)<\Phi(u)+\epsilon d\left(u, u_{\epsilon}\right), \quad \forall u \in X \quad \text { with } \quad u \neq u_{\epsilon} . \tag{4.2}
\end{equation*}
$$

For future applications one needs a stronger version of Theorem4.1 Observe that 4.5) below gives information on the whereabouts of the point $u_{\lambda}$. As we shall see in Theorem 4.3 the point $u_{\lambda}$ in Theorem 4.2 [or $u_{\epsilon}$ in Theorem 4.1] is a sort of "almost" critical point. Hence its importance.

Theorem 4.2 (Ekeland Principle - strong form). Let $X$ be a complete metric space and $\Phi: X \rightarrow \mathbb{R} \cup\{+\infty\}$ a lower semicontinuous function which is bounded below. Let $\epsilon>0$ and $\bar{u} \in X$ be given such that

$$
\begin{equation*}
\Phi(\bar{u}) \leq \operatorname{Inf}_{X} \Phi+\frac{\epsilon}{2} \tag{4.3}
\end{equation*}
$$

Then given $\lambda>0$ there exists $u_{\lambda} \in X$ such that

$$
\begin{gather*}
\Phi\left(u_{\lambda}\right) \leq \Phi(\bar{u})  \tag{4.4}\\
d\left(u_{\lambda}, \bar{u}\right) \leq \lambda  \tag{4.5}\\
\Phi\left(u_{\lambda}\right), \Phi(u)+\frac{\epsilon}{\lambda} d\left(u, u_{\lambda}\right) \quad \forall u \neq u_{\lambda} . \tag{4.6}
\end{gather*}
$$

Proof. For notational simplification let us put $d_{\lambda}(x, y)=(1 / \lambda) d(x, y)$. Let us define a partial order in $X$ by

$$
u \leq v \Longleftrightarrow \Phi(u) \leq \Phi(v)-\epsilon d_{\lambda}(u, v)
$$

It is straightforward that: (i) (reflexivity) $u \leq u$; (ii) (antisymmetry) $u \leq v$ and $v \leq u$ imply $u=v$; (iii) (transitivity) $u \leq v$ and $v \leq w$ imply $u \leq w$; all these three properties for all $u, v, \omega$ in $X$. Now we define a sequence $\left(S_{n}\right)$ of subsets of $X$ as follows. Start with $u_{1}=\bar{u}$ and define

$$
S_{1}=\left\{u \in X: u \leq u_{1}\right\} ; \quad u_{2} \in S_{1} \quad \text { s.t. } \quad \Phi\left(u_{2}\right) \leq \operatorname{Inf}_{S_{1}} \Phi+\frac{\epsilon}{2^{2}}
$$

and inductively

$$
S_{n}=\left\{u \in X: u \leq u_{n}\right\} ; \quad u_{n+1} \in S_{n} \quad \text { s.t. } \quad \Phi\left(u_{n+1}\right) \leq \operatorname{Inf}_{S_{n}} \Phi+\frac{\epsilon}{2^{n+1}}
$$

Clearly $S_{1} \supset S_{2} \supset S_{3} \supset \cdots$ Each $S_{n}$ is closed: let $x_{j} \in S_{n}$ with $x_{j} \rightarrow x \in X$. We have $\Phi\left(x_{j}\right) \leq \Phi\left(u_{n}\right)-\epsilon d_{\lambda}\left(x_{j}, u_{n}\right)$. Taking limits using the lower semicontinuity of $\Phi$ and the continuity of $d$ we conclude that $x \in S_{n}$. Now we prove that the diameters of these sets go to zero: diam $S_{n} \rightarrow 0$. Indeed, take an arbitrary point $x \in S_{n}$. On one hand, $x \leq u_{n}$ implies

$$
\begin{equation*}
\Phi(x) \leq \Phi\left(u_{n}\right)-\epsilon d_{\lambda}\left(x, u_{n}\right) . \tag{4.7}
\end{equation*}
$$

On the other hand, we observe that $x$ belongs also to $S_{n-1}$. So it is one of the points which entered in the competition when we picked $u_{n}$. So

$$
\begin{equation*}
\Phi\left(u_{n}\right) \leq \Phi(x)+\frac{\epsilon}{2^{n}} \tag{4.8}
\end{equation*}
$$

From (4.7) and 4.8) we get

$$
d_{\lambda}\left(x, u_{n}\right) \leq 2^{-n} \quad \forall x \in S_{n}
$$

which gives $\operatorname{diam} S_{n} \leq 2^{-n+1}$. Now we claim that the unique point in the intersection of the $S_{n}$ 's satisfies conditions (4.4) - 4.5) - 4.6). Let then $\bigcap_{n=1}^{\infty} S_{n}=\left\{u_{\lambda}\right\}$. Since $u_{\lambda} \in S_{1}$, 4.4) is clear. Now let $u \neq u_{\lambda}$. We cannot $n=1$ have $u \leq u_{\lambda}$, because otherwise $u$ would belong to the intersection of the $S_{n}$ 's. So $u \not \leq u_{\lambda}$, which means that

$$
\Phi(u)>\Phi\left(u_{\lambda}\right)-\epsilon d_{\lambda}\left(u, u_{\lambda}\right)
$$

thus proving (4.6). Finally to prove (4.5) we write

$$
d_{\lambda}\left(\bar{u}, u_{n}\right) \leq \sum_{j=1}^{n-1} d_{\lambda}\left(u_{j}, u_{j+1}\right) \leq \sum_{j=1}^{n-1} 2^{-j}
$$

and take limits as $n \rightarrow \infty$.
Remark. The above results and further theorems in this chapter are due to Ekeland. See [37], [38], and his survey paper [39].

Connections With Fixed Point Theory. Now we show that Ekeland's Principle implies a Fixed Point Theorem due to Caristi [22]. See also [23]. As a matter of fact, the two results are equivalent in the sense that Ekeland's Principle can also be proved from Caristi's theorem.

Theorem 4.3 (Caristi Fixed Point Theorem). Let $X$ be a complete metric space, and $\Phi: X \rightarrow \mathbb{R} \cup\{+\infty\}$ a lower semicontinuous functional which is bounded below. Let $T: X \rightarrow 2^{X}$ be a multivalued mapping such that

$$
\begin{equation*}
\Phi(y) \leq \Phi(x)-d(x, y), \quad \forall x \in X, \quad \forall y \in T x \tag{4.9}
\end{equation*}
$$

Then there exists $x_{0} \in X$ such that $x_{0} \in T x_{0}$.
Proof. Using Theorem 4.1 with $\epsilon=1$ we find $x_{0} \in X$ such that

$$
\begin{equation*}
\Phi\left(x_{0}\right)<\Phi(x)+d\left(x, x_{0}\right) \quad \forall x \neq x_{0} . \tag{4.10}
\end{equation*}
$$

Now we claim that $x_{0} \in T x_{0}$. Otherwise all $y \in T x_{0}$ are such that $y \neq x_{0}$. So we have from (4.9) and (4.10) that

$$
\Phi(y) \leq \Phi\left(x_{0}\right)-d\left(x_{0}, y\right) \quad \text { and } \quad \Phi\left(x_{0}\right)<\Phi(y)+d\left(x_{0}, y\right)
$$

which cannot hold simultaneously.
Proof of Theorem 4.1 from Theorem 4.3. Let us use the notation $d_{1}=\epsilon d$, which is an equivalent distance in $X$. Suppose by contradiction that there is no $u_{\epsilon}$ satisfying (4.2). So for each $x \in X$ the set $\{y \in X$ : $\left.\Phi(x) \geq \Phi(y)+d_{1}(x, y) ; y \neq x\right\}$ is not empty. Let us denote this set by $T_{x}$. In this way we have produced a multivalued mapping $T$ in $\left(X, d_{1}\right)$ which satisfies condition (4.9). By Theorem 4.3 it should exist $x_{0} \in X$ such that $x_{0} \in T x_{0}$. But this is impossible: from the very definition of $T x$, we have that $x \notin T x$.

Remark. If $T$ is a contraction in a complete metric space, that is, if there exists a constant $k, 0 \leq k<1$, such that

$$
d(T x, T y) \leq k d(x, y), \quad \forall x, y \in X
$$

then $T$ satisfies condition (4.9) with $\Phi(x)=\frac{1}{1-k} d(x, T x)$. So that part of the Contraction Mapping Principle which says about the existence of a
fixed point can be obtained from Theorem 4.3. Of course the Contraction Mapping Principle is much more than this. Its well known proof uses an iteration procedure (the method of successive approximations) which gives an effective computation of the fixed point, with an error estimate, etc...

## Application of Theorem 4.1 to Functionals Defined in Banach Spa-

 ces. Now we put more structure on the space $X$ where the functionals are defined. In fact we suppose that $X$ is a Banach space. This will allow us to use a Differential Calculus, and then we could appreciate better the meaning of the relation (4.2). Loosely speaking (4.2) has to do with some Newton quocient being small.Theorem 4.4. Let $X$ be a Banach space and $\Phi: X \rightarrow \mathbb{R}$ a lower semicontinuous functional which is bounded below. In addition, suppose that $\Phi$ is Gteaux differentiable at every point $x \in X$. Then for each $\epsilon>0$
there exists $u_{\epsilon} \in X$ such that

$$
\begin{align*}
& \Phi\left(u_{\epsilon}\right) \leq \operatorname{Inf}_{X} \Phi+\epsilon  \tag{4.11}\\
& \left\|D \Phi\left(u_{\epsilon}\right)\right\|_{X} \cdot \leq \epsilon \tag{4.12}
\end{align*}
$$

Proof. It follows from Theorem 4.1 that there exists $u_{\epsilon} \in X$ such that 4.11) holds and

$$
\begin{equation*}
\Phi\left(u_{\epsilon}\right) \leq \Phi(u)+\epsilon\left\|u-u_{\epsilon}\right\| \quad \forall u \in X \tag{4.13}
\end{equation*}
$$

Let $v \in X$ and $t>0$ be arbitrary. Putting $u=u_{\epsilon}+t v$ in 4.13) we obtain

$$
t^{-1}\left[\Phi\left(u_{\epsilon}\right)-\Phi\left(u_{\epsilon}+t v\right)\right] \leq \epsilon\|v\| .
$$

Passing to the limit as $t \rightarrow 0$ we get $-\langle D \Phi(u), v\rangle \leq \epsilon\|v\|$ for each given $v \in X$. Since this inequality is true for $v$ and $-v$ we obtain $|\langle D \Phi(u), v\rangle| \leq \epsilon\|v\|$, for all $v \in X$. But then

$$
\|D \Phi(u)\|_{X} \cdot=\sup _{v \in V} \frac{\langle D \Phi(u), v\rangle}{\|v\|} \leq \epsilon
$$

Remark 1. The fact that $\Phi$ is Gteaux differentiable does not imply that $\Phi$ is lower semicontinuous. One has simple examples, even for $X=\mathbb{R}^{2}$.

Remark 2. In terms of functional equations Theorem 4.4 means the following. Suppose that $T: X \rightarrow X^{*}$ is an operator which is a gradient, i.e., there exists a functional $\Phi: X \rightarrow \mathbb{R}$ such that $T=D \Phi$. The functional $\Phi$ is called the potential of $T$. If $\Phi$ satisfies the conditions of Theorem 4.4 then that theorem says that the equation $T x=x^{*}$ has a solution $x$ for some $x^{*}$ in a ball of radius $\epsilon$ around 0 in $X^{*}$. And this for all $\epsilon>0$. As a matter of fact one could say more if additional conditions are set on $\Phi$. Namely

Theorem 4.5. In addition to the hypotheses of Theorem 4.4 assume that there are constants $k>0$ and $C$ such that

$$
\Phi(u) \geq k\|u\|-C
$$

Let $B^{*}$ denote the unit ball about the origin in $X^{*}$. Then $D \Phi(X)$ is dense in $k B^{*}$.

Proof. We shoule prove that given $\epsilon>0$ and $u^{*} \in k B^{*}$ there exists $u_{\epsilon} \in X$ such that $\left\|D \Phi\left(u_{\epsilon}\right)-u^{*}\right\|_{X^{*}} \leq \epsilon$. So consider the functional $\Psi(u)=\Phi(u)-\left\langle u^{*}, u\right\rangle$. It is easy to see that $\Psi$ is lower semicontinuous and Gteaux differentiable. Boundedness below follows from (??). So by Theorem 4.4 we obtain $u_{\epsilon}$ such that $\left\|D \Psi\left(u_{\epsilon}\right)\right\|_{X^{*}} \leq \epsilon$. Since $D \Psi(u)=$ $D \Psi(u)-u^{*}$, the result follows.

Corollary 4.6. In addition to the hypotheses of Theorem 4.4 assume that there exists a continuous function $\varphi:[0, \infty) \rightarrow \mathbb{R}$ such that $\varphi(t) / t \rightarrow+\infty$ as $t \rightarrow+\infty$ and $\Phi(u) \geq \varphi(\|u\|)$ for all $u \in X$. Then $D \Phi(X)$ is dense in $X^{*}$.

Proof. Let $k>0$. Choose $t_{0}>0$ such that $\varphi(t) / t \geq k$ for $t>t_{0}$. So $\Phi(u) \geq k\|u\|$ if $\|u\|>t_{0}$. If $\|u\| \leq t_{0}, \Phi(u) \geq C$ where $C=\min \{\varphi(t):$ $\left.0 \leq t \leq t_{0}\right\}$. Applying Theorem4.5 we see that $D \Phi(X)$ is dense in $k B^{*}$. Since $k$ is arbitrary the result follows.

For the next result one needs a very useful concept, a sort of compactness condition for a functional $\Phi$. We say that a $C^{1}$ functional satisfies the Palais - Smale condition [or (PS) condition, for short] if every sequence $\left(u_{n}\right)$ in $X$ which satisfies

$$
\left|\Phi\left(u_{n}\right)\right| \leq \text { const. and } \Phi^{\prime}\left(u_{n}\right) \rightarrow 0 \quad \text { in } \quad X^{*}
$$

possesses a convergent (in the norm) subsequence.
Theorem 4.7. Let $X$ be a Banach space and $\Phi: X \rightarrow \mathbb{R}$ a $C^{1}$ functional which satisfies the (PS) condition. Suppose in addition that $\Phi$ is bounded below. Then the infimum of $\Phi$ is achieved at a point $u_{0} \in X$ and $u_{0}$ is a critical point of $\Phi$, i.e., $\Phi^{\prime}\left(u_{0}\right)=0$.

Proof. Using Theorem 4.4 we see that for each positive integer $n$ there is $u_{n} \in X$ such that

$$
\begin{equation*}
\Phi\left(u_{n}\right) \leq \operatorname{Inf}_{X} \Phi+\frac{1}{n} \quad\left\|\Phi^{\prime}\left(u_{n}\right)\right\| \leq \frac{1}{n} . \tag{4.15}
\end{equation*}
$$

Using (PS) we have a subsequence $\left(u_{n_{j}}\right)$ and an element $u_{0} \in X$ such that $u_{n_{j}} \rightarrow u_{0}$. Finally from the continuity of both $\Phi$ and $\Phi^{\prime}$ we get 4.15.

$$
\begin{equation*}
\Phi\left(u_{0}\right)=\operatorname{Inf}_{X} \Phi \quad \Phi^{\prime}\left(u_{0}\right)=0 \tag{4.16}
\end{equation*}
$$

Remarks. (1) As a matter of fact the result is true without the continuity of $\Phi^{\prime}$. The mere existence of the Fréchet differential at each point suffices. Indeed, we have only to show that the first statement in 4.16 implies the second. This is a standard fact in the Calculus of Variations. Here it goes its simple proof: take $v \in X$, $\|v\|=1$, arbitrary and $t>0$. So

$$
\Phi\left(u_{0}\right) \leq \Phi\left(u_{0}+t v\right)=\Phi\left(u_{0}\right)+t\left\langle\Phi^{\prime}\left(u_{0}\right), v\right\rangle+o(t)
$$

from which follows that $\left\|\Phi^{\prime}\left(u_{0}\right)\right\|_{X^{*}}=\sup _{\|\nu\|=1}\left\langle\Phi^{\prime}\left(u_{0}\right), v\right\rangle \leq \frac{o(t)}{t}$ for all $t>0$. Making $t \rightarrow 0$ we get the result.
(2) The boundedness below of $\Phi$ it could be obtained by a condition like the one in Corollary 4.6 Observe that a condition like $\Phi(u) \rightarrow+\infty$ ad $\|u\| \rightarrow \infty$ (usually called coerciveness) [or even the stronger one $\Phi(u) /\|u\| \rightarrow+\infty$ as $\|u\| \rightarrow+\infty$ ] does not guarantee that $\Phi$ is bounded below. See Chapter 1
(3) Theorem 4.7] appears in Chang [24] with a different proof and restricted to Hilbert spaces. Possibly that proof could be extended to the case of general Banach using a the flow given by subgradient, like in [68], instead of the gradient flow.

## Chapter 5

## Variational Theorems of Min-Max Type

## Introduction. In this chapter we use the Ekeland Variational Principle

 to obtain a general variational principle of the min-max type. We follow closely Brézis [13], see also Aubin-Ekeland [6]. From this result we show how to derive the Mountain Pass Theorem of Ambrosetti and Rabinowitz [4], as well as the Saddle Point and the Generalized Mountain Pass Theorems of Rabinowitz, [66] and [67] respectively.Let $X$ be a Banach space and $\Phi: X \rightarrow \mathbb{R}$ a $C^{1}$ functional. Let $K$ be a compact metric space and $K_{0} \subset K$ a closed subset. Let $f_{0}: K_{0} \rightarrow X$ be a given (fixed) continuous mapping. We introduce the family

$$
\begin{equation*}
\Gamma=\left\{f \in C(K, X): \quad f=f_{0} \quad \text { on } \quad K_{0}\right\} \tag{5.1}
\end{equation*}
$$

where $C(K, X)$ denotes the set of all continuous mappings from $K$ into $X$. Now we define

$$
\begin{equation*}
c=\operatorname{Inf}_{f \in \Gamma} \operatorname{Max}_{t \in K} \Phi(f(t)), \tag{5.2}
\end{equation*}
$$

where we observe that without further hypotheses $c$ could be $-\infty$.
Theorem 5.1. Besides the foregoing notations assume that
$\operatorname{Max}_{t \in K} \Phi(f(t))>\operatorname{Max}_{t \in K_{0}} \Phi(f(t)), \quad \forall f \in \Gamma$.

Then given $\epsilon>0$ there exists $u_{\epsilon} \in X$ such that

$$
\begin{array}{r}
c \leq \Phi\left(u_{\epsilon}\right) \leq c+\epsilon \\
\left\|\Phi^{\prime}\left(u_{\epsilon}\right)\right\|_{X^{*}} \leq \epsilon
\end{array}
$$

32 Remark. Observe that the functional $\Phi$ is not supposed to satisfy the $(P S)$ condition, see Chapter The theorem above says that under the hypotheses there exists a Palais-Smale sequence, that is, $\left(u_{n}\right)$ in $X$ such that $\Phi\left(u_{n}\right) \rightarrow c$ and $\Phi^{\prime}\left(u_{n}\right) \rightarrow 0$. Consequently, if one assumes in addition that $\Phi$ satisfies the $(P S)$ condition, then there exists a critical point at leve $c: \Phi^{\prime}\left(u_{0}\right)=0$ and $\Phi^{\prime}\left(u_{0}\right)=c$.

The proof uses some facts from Convex Analysis which we now expound in a generality slight greater than actually needed here.

The Subdifferential of a Convex Function. Let $X$ be a Banach space and $\Phi: X \rightarrow \mathbb{R} \cup\{+\infty\}$ a convex lower semicontinuous functional, with $\Phi(x) \not \equiv+\infty$. Let us denote the domain of $\Phi$ by $\operatorname{dom} \Phi=\{x \in X: \Phi(x)<$ $\infty\}$. We define the subdifferential of $\Phi, \partial \Phi: X \rightarrow 2^{X^{*}}$, by

$$
\begin{equation*}
\partial \Phi(x)=\left\{\mu \in X^{*}: \Phi(y) \geq \Phi(x)+\langle\mu, y-x\rangle, \quad \forall y \in X\right\} . \tag{5.4}
\end{equation*}
$$

We observe that $\partial \Phi(x)$ could be the empty set for some $x \in X$. Clearly this is the case if $x \notin \operatorname{dom} \Phi$. However the following property has a straightforward proof.

$$
\begin{equation*}
\partial \Phi(x) \text { is a convex } w^{*} \text {-closed set. } \tag{5.5}
\end{equation*}
$$

In general $\partial \Phi(x)$ is not bounded. [To get a good understanding with pictures (!) consider simple examples. (i) $\Phi: \mathbb{R} \rightarrow \mathbb{R} \cup\{+\infty\}$ defined by $\Phi(x)=0$ if $|x| \leq 1$ and $\Phi(x)=+\infty$ otherwise. (ii) $\Phi: \mathbb{R} \rightarrow \mathbb{R} \cup\{+\infty\}$ defined by $\Phi(x)=1 / x$ if $0<x \leq 1$ and $\Phi(x)=+\infty$ otherwise. (iii) $\Phi: \mathbb{R} \rightarrow \mathbb{R} \cup\{+\infty\}$ defined by $\Phi(x)=|\tan x|$ if $|x|<\pi / 2$ and $\Phi(x)=+\infty$ otherwise].

However the following result is true.
Proposition 5.2. Let $\Phi: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be a convex lower semicontinuous functional, with $\Phi(x) \equiv+\infty$. Let $x_{0} \in \operatorname{dom} \Phi$ and suppose that $\Phi$ is continuous at $x_{0}$. Then $\partial \Phi\left(x_{0}\right)$ is bounded and non-empty.

Proof. Given $\epsilon>0$ there exists $\delta>0$ such that

$$
\begin{equation*}
\left|\Phi(x)-\Phi\left(x_{0}\right)\right|<\epsilon \quad \text { if } \quad\left|x-x_{0}\right|<\delta . \tag{5.6}
\end{equation*}
$$

Let $v \in X$ with $\|v\|=1$ be arbitrary and take a (fixed) $t_{0}$, with $0<t_{0}<\delta$. For each $\mu \in \partial \Phi\left(x_{0}\right)$ taking in 5.4 $y=x_{0}+t_{0} v$ we obtain

$$
\Phi\left(x_{0}+t_{0} v\right) \geq \Phi\left(x_{0}\right)+\left\langle\mu, t_{0} v\right\rangle
$$

where $\langle$,$\rangle denotes the duality pairing between X^{*}$ and $X$. And using
(5.6) we get $\langle\mu, v\rangle \leq \epsilon / t_{0}$, which implies $\|\mu\|_{X^{*}} \leq \epsilon / t_{0}$. It remains to prove that $\partial \Phi\left(x_{0}\right) \neq \emptyset$. This will be accomplished by using the HahnBanach theorem applied to sets in the Cartesian product $X \times \mathbb{R}$. Let

$$
A=\left\{(x, a) \in X \times \mathbb{R}: x \in B_{\delta}\left(x_{0}\right), \quad a>\Phi(x)\right\}
$$

where $B_{\delta}\left(x_{0}\right)$ denotes the open ball of radius $\delta$ around $x_{0}$. It is easy to check that $A$ is open and convex. Also, the point $\left(x_{0}, \Phi\left(x_{0}\right)\right) \notin A$. So there exists a non-zero functional $(v, r) \in X^{*} \times \mathbb{R}$ such that

$$
\begin{equation*}
\left\langle v, x_{0}\right\rangle+r \Phi\left(x_{0}\right) \leq\langle v, x\rangle+r a, \quad \forall(x, a) \in A . \tag{5.7}
\end{equation*}
$$

By taking $x=x_{0}$ in (5.7) we conclude conclude that $r>0$. So calling $\mu=-v / r$ we obtain

$$
-\left\langle\mu, x_{0}\right\rangle+\Phi\left(x_{0}\right) \leq-\langle\mu, x\rangle+a \quad \forall(x, a) \in A
$$

By the continuity of $\Phi$ we can replace $a$ in the above inequality by $\Phi(x)$, and so we get

$$
\begin{equation*}
\Phi(x) \geq \Phi\left(x_{0}\right)+\left\langle\mu, x-x_{0}\right\rangle \quad \forall x \in B_{\delta}\left(x_{0}\right) . \tag{5.8}
\end{equation*}
$$

To extend inequality 5.8 to all $x \in X$ and so finishing the proof we proceed as follows. Given $y \notin B_{\delta}\left(x_{0}\right)$, there exist $x \in B_{\delta}\left(x_{0}\right)$ and $0<t<$ 1 such that $x=t y+(1-t) x_{0}$. By convexity $\Phi(x) \leq t \Phi(y)+(1-t) \Phi\left(x_{0}\right)$. This together with (5.8) completes the proof.

Remark. If follows from Proposition 5.2 and 5.5) that $\partial \Phi(x)$ is a nonempty convex $\omega^{*}$-compact set at the points $x$ of continuity of $\Phi$ where $\Phi(x)<+\infty$.

Corollary 5.3. If $\Phi: X \rightarrow \mathbb{R}$ is convex and continuous with $\operatorname{dom} \Phi=X$, then $\partial \Phi(x)$ is a non-empty convex $\omega^{*}$-compact subset of $X^{*}$ forall $x \in X$.

The One-Sided Directional Derivative. Let $\Phi: X \rightarrow \mathbb{R}$ be convex continuous function. It follows from convexity that the function: $t \in$ $(0, \infty) \mapsto t^{-1}[\Phi(x+t y)-\Phi(x)]$ is increasing as $t$ increases for every $x$, $y \in X$ fixed. Now let $\mu \in \partial \Phi(x)$. One has

$$
\begin{equation*}
\frac{\Phi(x+t y)-\Phi(x)}{t} \geq\langle\mu, y\rangle \quad \forall t>0 \tag{5.9}
\end{equation*}
$$

It follows then that the limit as $t \rightarrow 0$ of the left side of (5.9) exists and it is $\geq \operatorname{Max}\{\langle\mu, y\rangle: \mu \in \partial \Phi(x)\}$. Actually one has equality, as proved next.

Proposition 5.4. Let $\Phi: X \rightarrow \mathbb{R}$ be convex and continuous. Then for each $x, y \in X$ one has

$$
\begin{equation*}
\lim _{t \downarrow 0} \frac{\Phi(x+t y)-\Phi(x)}{t}=\operatorname{Max}_{\mu \in \partial \Phi(x)}\langle\mu, y\rangle . \tag{5.10}
\end{equation*}
$$

Proof. Let $x$ and $y$ in $X$ be fixed and let us denote the left side of (5.10) by $\Phi_{+}^{\prime}(x ; y)$. In view of the discussion preceeding the statement of the present proposition, it suffices to exhibit a $\mu \in \partial \Phi(x)$ such that $\Phi_{+}^{\prime}(x ; y) \leq\langle\mu, y\rangle$. To do that we consider the following two subsets of $X \times \mathbb{R}$ :

$$
\begin{gathered}
A=\{(z, a) \in X \times \mathbb{R}: a>\Phi(z)\} \\
B=\left\{\left(x+t y, \Phi(x)+t \Phi_{+}^{\prime}(x ; y)\right): t \geq 0\right\},
\end{gathered}
$$

which are the interior of the epigraph of $\Phi$ and a half-line respectively. It is easy to see that they are convex and $A$ is open.

So by the Hahn-Banach theorem they can be separated: there exists a non-zero functional $(v, r) \in X^{*} \times \mathbb{R}$ such that

$$
\begin{equation*}
\langle v, z\rangle+r a \geq\langle v, x+t y\rangle+r\left\{\Phi(x)+t \Phi_{+}^{\prime}(x ; y)\right\} \tag{5.11}
\end{equation*}
$$

for all $(z, a) \in A$ and all $t \geq 0$. Making $z=x$ and $t=0$ in (5.11) we conclude that $r>0$. So calling $\mu=-v / r$ and replacing $a$ by $\Phi(z)$ [here use the continuity of $\Phi$ ] we obtain

$$
\begin{equation*}
-\langle\mu, z\rangle+\Phi(z) \geq-\langle\mu, x+t y\rangle+\Phi(x)+t \Phi_{+}^{\prime}(x ; y) \tag{5.12}
\end{equation*}
$$

which holds for all $z \in X$ and all $t \geq 0$. Making $t=0$ in (5.12) we conclude that $\mu \in \partial \Phi(x)$. Next taking $z=x$ we get $\Phi_{+}^{\prime}(x ; y) \leq\langle\mu, y\rangle$, completing the proof.

The Subdifferential of a Special Functional. Let $K$ be a compact metric space and $C(K, \mathbb{R})$ be the Banach space of all real valued continuous functions $x: K \rightarrow \mathbb{R}$, endowed with the norm $\|x\|=\max \{|x(t)|: t \in K\}$.
To simplify our notation let us denote $E=C(K, \mathbb{R})$. By the Riesz representation theorem, see Dunford-Schwartz, [35, p. 234] the dual $E^{*}$ of $E$ is isometric isomorphic to the Banach space $\mathcal{M}(K, \mathbb{R})$ of all regular countably additive real-valued set functions $\mu$ (for short: Radon measures) defined in the $\sigma$-field of all Borel sets in $K$, endowed with the norm given by the total variation:

$$
\|\mu\|=\sup \left\{\sum_{i=1}^{k}\left|\mu\left(E_{i}\right)\right|: \bigcup_{i=1}^{k} E_{i} \subset E, E_{i} \cap E_{j}=\emptyset ; \quad \forall k=1,2, \ldots\right\}
$$

Next we recall some definitions. We say that a Radon measure $\mu$ is positive, and denote $\mu \geq 0$ if $\langle\mu, x\rangle \geq 0$ for all $x \in E$ such that $x(t) \geq 0$ for all $t \in K$. We say that a Radon measure $\mu$ has mass one if $\langle\mu, \pi\rangle=1$, where $\pi \in E$ is the function defined by $\pi(t)=1$ for all $t \in K$. We say that a Radon measure $\mu$ vanishes in an open set $U \subset K$ if $\langle\mu, x\rangle=0$ for all $x \in E$ such that the support of $x$ is a compact set $K_{0}$ contained in $U$. Using partion of unit, one can prove that if $\mu$ vanishes in a collection of open sets $U_{\alpha}$, then $\mu$ also vanishes in the union $\mathrm{U} U_{\alpha}$. So there exists a largest open set $\widetilde{U}$ where $\mu$ vanishes. The support of the measure $\mu$, denoted by $\operatorname{supp} \mu$, is defined by $\operatorname{supp} \mu=K \backslash \widetilde{U}$. For these notions in the more general set-up of distributions, see Schwartz [72]. We shall need the following simple result.

Lemma 5.5. Let $x \in E$ be a function such that $x(t)=0$ for all $t \in \operatorname{supp} \mu$. Then $\langle\mu, x\rangle=0$.

Proof. For each subset $A \subset K$ let us denote by $A_{\epsilon}=\{t \in K: \operatorname{dist}(t, A)<$ $\epsilon\}$, where $\epsilon>0$. By Urysohn's Theorem there exists for each $n=$ $1,2, \ldots$, a function $\varphi_{n} \in E$ such that $\varphi_{n}(t)=0$ for $t \in(\operatorname{supp} \mu)_{1 / n}$ and $\varphi_{n}(t)=1$ for $t \notin(\operatorname{supp} \mu)_{2 / n}$. Then the sequence $\varphi_{n} x$ converges to $x$ in $E$ and $\left\langle\mu, \varphi_{n} x\right\rangle \rightarrow\langle\mu, x\rangle$. Since the support of each $\varphi_{n} x$ is a compact set contained in $\widetilde{U}=K \backslash \operatorname{supp} \mu$, we have $\left\langle\mu, \varphi_{n} x\right\rangle=0$, and then the result follows.

Proposition 5.6. Using the above notation consider the functional $\Theta$ : $E \rightarrow \mathbb{R}$ defined by

$$
\Theta(x)=\operatorname{Max}\{x(t): t \in K\}
$$

Then $\Theta$ is continuous and convex. Moreover, for each $x \in E$, (5.13)

$$
\mu \in \partial \Theta(x) \Leftrightarrow \mu \geq 0,\langle\mu, \pi\rangle=1, \quad \operatorname{supp} \mu \subset\{t \in K: x(t)=\Theta(x)\} .
$$

Proof. The convexity of $\Theta$ is straightforward. To prove the continuity, let $x, y \in E$. Then

$$
\Theta(x)-\Theta(y)=x(\bar{t})-\operatorname{Max}_{K y} \leq x(\bar{t})-y(\bar{t}),
$$

where $\bar{t} \in K$ is a point where the maximum of $x$ is achieved. From the above inequality one obtains

$$
|\Theta(x)-\Theta(y)| \leq\|x-y\|
$$

(ii) Let us prove $5.13 \Leftarrow$. We claim that

$$
\begin{equation*}
\Theta(y) \geq \Theta(x)+\langle\mu, y-x\rangle \quad \forall y \in E . \tag{5.14}
\end{equation*}
$$

The function $z=x-\Theta(x) \pi$ is in $E$ and $z(t)=0$ for $t \in \operatorname{supp} \mu$. Using Lemma 5.5 we have that $\langle\mu, z\rangle=0$ which implies $\langle\mu, x\rangle=\Theta(x)$. So (5.14) becomes $\Theta(y) \geq\langle\mu, y\rangle$. But this follows readily from the fact that $\mu \geq 0$ and the function $u=\Theta(y) \pi-y$ is $\geq 0$.
(iii) Let us prove $5.13 \Rightarrow$. Now we have that 5.14 holds by hypothesis. Let $z \in E, z \geq 0$, be arbitrary and put $y=x-z$ in (5.14); we obtain

$$
\operatorname{Max}_{K}(x-z)-\operatorname{Max}_{K}(x) \geq-\langle\mu, z\rangle .
$$

Since the left side of the above inequality is $\geq 0$ we get $\langle\mu, z\rangle \geq 0$. Next let $C \in \mathbb{R}$ be arbitrary and put $y=x+C \pi$ in (5.14); we obtain

$$
\operatorname{Max}_{K}(x+C \pi)-\operatorname{Max}_{K}(x) \geq\langle\mu, C \pi\rangle=C\langle\mu, \pi\rangle .
$$

Since the left side of the above inequality is $C$ we obtain $C\langle\mu, \pi\rangle \leq$ $C$, which implies $\langle\mu, \pi\rangle=1$. Finally, in order to prove that the support of $\mu$ is contained in the closed set $S=\{t \in K: x(t)=\Theta(x)\}$ it suffices to show that $\mu$ vanishes in any open set $U \subset K \backslash S$. Let $z \in E$ be a function with compact support $K_{0}$ contained in $U$. Let

$$
\ell=\Theta(x)-\operatorname{Max}_{K_{0}}(x)>0
$$

and choose $\epsilon>0$ such that $\pm \epsilon z(t)<\ell$, for all $t \in K$. Thus $x(t) \pm \epsilon z(t)<$ $\Theta(x)$, and $\Theta(x \pm \epsilon z)=\Theta(x)$. So using (5.14) with $y=x \pm \epsilon z$ we obtain $\pm \epsilon\langle\mu, z\rangle \leq 0$ which shows that $\langle\mu, z\rangle=0$.

Now we are ready to prove Theorem 5.1
Proof of Theorem 5.1, (i) Viewing the use of the Ekeland Variational Principle we observe that $\Gamma$ is a complete metric space with the distance defined by

$$
d(f, g)=\operatorname{Max}\{\|f(t)-g(t)\|: t \in K\}, \quad \forall f, g \in \Gamma .
$$

Next define the functional $\Psi: \Gamma \rightarrow \mathbb{R}$ by

$$
\Psi(f)=\operatorname{Max}_{t \in K} \Phi(f(t))
$$

It follows from (5.3) that $\Psi$ is bounded below. Indeed $\Psi(f) \geq b$ for all $f \in \Gamma$, where

$$
b=\operatorname{Max}_{t \in K_{0}} \Phi\left(f_{0}(t)\right)
$$

Next we check the continuity of $\Psi$ at $f_{1} \in \Gamma$. Given $\epsilon>0$, choose $\delta>0$ such that $|\Phi(x)-\Phi(y)| \leq \epsilon$ for all $y \in f_{1}(K)$ and all $x \in X$ such that $\|x-y\| \leq \delta$. Now for each $f \in \Gamma$ such that $d\left(f, f_{1}\right) \leq \delta$ we have

$$
\Psi(f)-\Psi\left(f_{1}\right)=\Phi(f(\bar{t}))-\operatorname{Max}_{t \in K} \Phi\left(f_{1}(t)\right) \leq \Phi(f(\bar{t}))-\Phi\left(f_{1}(\bar{t})\right)
$$

where $\bar{t} \in K$ is the point where the maximum of $\Phi(f(t))$ is achieved. Since $\left\|f(\bar{t})-f_{1}(\bar{t})\right\| \leq d\left(f, f_{1}\right)<\delta$ we conclude that $\Psi(f)-\Psi\left(f_{1}\right) \leq \epsilon$. And reverting the roles of $f$ and $f_{1}$ we obtain that $\left|\Psi(f)-\Psi\left(f_{1}\right)\right| \leq \epsilon$, showing that $\Psi$ is continuous. Thus by Ekeland Variational Principle, given $\epsilon>0$ there exists a $f_{\epsilon} \in \Gamma$ such that

$$
\begin{gather*}
c \leq \Psi\left(f_{\epsilon}\right) \leq c+\epsilon  \tag{5.15}\\
\Psi\left(f_{\epsilon}\right) \leq \Psi(f)+\epsilon d\left(f, f_{\epsilon}\right), \quad \forall f \in \Gamma \tag{5.16}
\end{gather*}
$$

(ii) Now we denote $\Gamma_{0}=\left\{k \in C(K, X): k(t)=0, \forall t \in K_{0}\right\}$. For any $k \in \Gamma_{0}$ and any $r>0$, we have

$$
\Phi\left(f_{\epsilon}(t)+r k(t)\right)=\Phi\left(f_{\epsilon}(t)\right)+r\left\langle\Phi^{\prime}\left(f_{\epsilon}(t)\right), k(t)\right\rangle+o(r k(t))
$$

So

$$
\operatorname{Max}_{t \in K} \Phi\left(f_{\epsilon}(t)+r k(t)\right) \leq \operatorname{Max}_{t \in K}\left\{\Phi\left(f_{\epsilon}(t)\right)+r\left\langle\Phi^{\prime}\left(f_{\epsilon}(t)\right), k(t)\right\rangle\right\}+o(r\|k\|)
$$

where $\|k\|=\max _{t \in K}\|k(t)\|$. Using this in (5.16) with $f=f_{\epsilon}+r k$ we obtain

$$
\begin{equation*}
\operatorname{Max}_{t \in K} \Phi\left(f_{\epsilon}(t)\right) \leq \operatorname{Max}_{t \in K}\left\{\Phi\left(f_{\epsilon}(t)\right)+r\left\langle\Phi^{\prime}\left(f_{\epsilon}(t)\right), k(t)\right\rangle\right\}+\epsilon r\|k\| \tag{5.17}
\end{equation*}
$$

Now we are in the framework of Proposition 5.6 the functions $x(t)=\Phi\left(f_{\epsilon}(t)\right)$ and $y(t)=\left\langle\Phi^{\prime}\left(f_{\epsilon}(t)\right), k(t)\right\rangle$ are in $E=C(K, \mathbb{R})$. So (5.17 can be rewritten as

$$
\frac{\Theta(x+r y)-\Theta(x)}{r} \geq-\epsilon\|k\|
$$

Taking limits as $r \downarrow 0$ and using Proposition 5.4 we get

$$
\begin{equation*}
\operatorname{Max}_{\mu \in \partial \Theta(x)}\langle\mu, y\rangle \geq-\epsilon\|k\| \tag{5.18}
\end{equation*}
$$

Observe that in (5.18) $y$ depends on $k$. Replacing $k$ by $-k$ we obtain from (5.18):

$$
\begin{equation*}
\operatorname{Min}_{\mu \epsilon \partial \Theta(x)}\langle\mu, y\rangle \leq \epsilon\|k\| \tag{5.19}
\end{equation*}
$$

where $\partial \Theta(x)$ is the set of all Radon measures $\mu$ in $K$ such that $\mu \geq$ $0,\langle\mu, \Pi\rangle=1$ and $\operatorname{supp} \mu \subset K_{1}$ where $K_{1}=\left\{t \in K: \Phi\left(f_{\epsilon}(t)\right)=\right.$ $\left.\operatorname{Max}_{t \in K} \Phi\left(f_{\epsilon}(t)\right)\right\}$. Dividing (5.19) through by $\|k\|$ and taking Sup we get

$$
\begin{equation*}
\operatorname{Sup}_{k \in \Gamma_{0}}^{\|k\| \leq 1} \operatorname{Min}_{\mu \in \partial \Theta(x)}\left\langle\mu,\left\langle\Phi^{\prime}\left(f_{\epsilon}(\cdot)\right), k(\cdot)\right\rangle\right\rangle \leq \epsilon \tag{5.20}
\end{equation*}
$$

Using von Neumann min-max Theorem [7] we can interchange the Sup and Min in the above expression. Now we claim

$$
\begin{equation*}
\operatorname{Sup}_{k \in \Gamma_{0}}^{\|k\| \leq 1}<,\left\langle\mu,\left\langle\Phi^{\prime}\left(f_{\epsilon}(\cdot)\right), k(\cdot)\right\rangle\right\rangle=\operatorname{Sup}_{k \in C(K, X)}^{\|k\| \leq 1}<,\left\langle\mu,\left\langle\Phi^{\prime}\left(f_{\epsilon}(\cdot)\right), k(\cdot)\right\rangle\right\rangle \tag{5.21}
\end{equation*}
$$

Indeed, since $K_{0}$ and $K_{1}$ are disjoint compact subsets of $K$ one can find a continuous function $\varphi: K \rightarrow \mathbb{R}$ such that $\varphi(t)=1$ for $t \in K_{1}$, $\varphi(t)=0$ for $t \in K_{0}$ and $0 \leq \varphi(t) \leq 1$ for all $t \in K$. Given any $k \in C(K, X)$ with $\|k\| \leq 1$ we see that $k_{1}(\cdot)=\varphi(\cdot) k(\cdot) \in \Gamma_{0},\left\|k_{1}\right\| \leq 1$ and

$$
\left\langle\mu,\left\langle\Phi^{\prime}\left(f_{\epsilon}(\cdot)\right), k(\cdot)\right\rangle\right\rangle=\left\langle\mu,\left\langle\Phi^{\prime}\left(f_{\epsilon}(\cdot)\right), k_{1}(\cdot)\right\rangle\right\rangle
$$

because supp $\mu \subset K_{1}$. So (5.21) is proved. Since $\mu \geq 0$ the right side of (5.21) is less or equal to

$$
\left.\left\langle\mu, \operatorname{Sup}_{k \in C(K, X)}^{\|k\| \leq 1} \ll \Phi^{\prime}\left(f_{\epsilon}(\cdot)\right), k(\cdot)\right\rangle\right\rangle
$$

But the Sup in the above expression is equal to $\left\|\Phi^{\prime}\left(f_{\epsilon}(\cdot)\right)\right\|$. So coming back to (5.20) interchanged we get

$$
\operatorname{Min}_{\mu \in \partial \Theta(x)}\left\langle\mu,\left\|\Phi^{\prime}\left(f_{\epsilon}(\cdot)\right)\right\|\right\rangle \leq \epsilon .
$$

Let $\bar{\mu} \in \partial \Theta(x)$ the measure that realizes the above minimum:

$$
\left\langle\bar{\mu},\left\|\Phi^{\prime}\left(f_{\epsilon}(t)\right)\right\|\right\rangle \leq \epsilon
$$

Since $\bar{\mu}$ has mass one and it is supported in $K_{1}$, it follows that, there exists $\bar{t} \in K_{1}$ such that $\left\|\Phi^{\prime}\left(f_{\epsilon}(\bar{t})\right)\right\| \leq \epsilon$. Let $u_{\epsilon}=f_{\epsilon}(\bar{t})$. Since $\bar{t} \in K_{1}$ it follows that

$$
\Phi\left(u_{\epsilon}\right)=\operatorname{Max}_{t \in K} \Phi\left(f_{\epsilon}(t)\right) \equiv \Psi\left(f_{\epsilon}\right) .
$$

So from (5.15) we have $c \leq \Phi\left(u_{\epsilon}\right) \leq c+\epsilon$, completing the proof.
Remark 1. In the above proof, Von Neumann min-max theorem was applied to the function $G: \mathcal{M}(K, \mathbb{R}) \times C(K, X) \rightarrow \mathbb{R},[\mathcal{M}(K, \mathbb{R})$ endowed with the $w^{*}$-topology] defined by

$$
G(\mu, k)=\left\langle\mu,\left\langle\Phi^{\prime}\left(f_{\epsilon}(\cdot)\right), k(\cdot)\right\rangle\right\rangle .
$$

Observe that $G$ is continuous and linear in each variable separately and that the sets $\Theta(x)$ and $\{k \in C(K, X):\|k\| \leq\}$ are convex, the former one being $w^{*}$-compact.

Remark 2. Let $\left(g_{\alpha}\right)$ be an arbitrary family of functions in $C(K, \mathbb{R})$, which are uniformly bounded. Then $g \equiv \sup _{\alpha} g_{\alpha} \in C(K, \mathbb{R})$. Since $g_{\alpha} \leq g$ we have that for $\mu \in \mathcal{M}(K, \mathbb{R}), \mu \geq 0$, one has $\left\langle\mu, g_{\alpha}\right\rangle \leq\langle\mu, g\rangle$. This given

$$
\operatorname{Sup}_{\alpha}\left\langle\mu, g_{\alpha}\right\rangle \leq\left\langle\mu, \operatorname{Sup} g_{\alpha}\right\rangle .
$$

## Mountain pass Theorem and Variants

Now we turn to showing that Theorem [5.1] contains as special cases all three min-max theorems cited in the Introduction to this Chapter.

Theorem 5.7 (Mountain Pass Theorem [4]). Let $X$ be a Banach space and $\Phi: X \rightarrow \mathbb{R}$ a $C^{1}$ functional which satisfies the (PS) condition. Let $S$ be a closed subset of $X$ which disconnets $X$. Let $x_{0}$ and $x_{1}$ be points of $X$ which are in distinct connected components of $X \backslash S$. Suppose that $\Phi$ is bounded below in $S$, and in fact the following condition is verified

$$
\begin{equation*}
\operatorname{Inf}_{S} \Phi \geq b \quad \text { and } \quad \operatorname{Max}\left\{\Phi\left(x_{0}\right), \Phi\left(x_{1}\right)\right\}<b . \tag{5.22}
\end{equation*}
$$

Let

$$
\left.\Gamma=\{f \in C([0,1] ; X]): f(0)=x_{0}, f(1)=x_{1}\right\} .
$$

Then

$$
c=\operatorname{Inf}_{f \in \Gamma} \operatorname{Max}_{t \in[0,1]} \Phi(f(t))
$$

is $>-\infty$ and it is a critial value. That is there exists $x_{0} \in X$ such that $\Phi\left(x_{0}\right)=c$ and $\Phi^{\prime}\left(x_{0}\right)=0$.

Remark. The connectedness referred above is arcwise connectedness. So $X \backslash S$ is a union of open arcwise connected components, see Dugundji [34, p. 116]. Thus $x_{0}$ and $x_{1}$, being in distinct components implies that any arc in $X$ connecting $x_{0}$ and $x_{1}$ intersept $S$. For instance $S$ could be a hyperplane in $X$ or the boundary of an open set, [in particular, the boundary of a ball].

Proof of Theorem 5.7. It is an immediate consequence of Theorem 5.1. In view of the above remark, (5.22) implies (5.3).

Theorem 5.8 (Saddle Point Theorem [66]). Let X be a Banach space and $\Phi: X \rightarrow \mathbb{R}$ a $C^{1}$ functional which satisfies the $(P S)$ condition. Let $V \subset X$ be a finite dimensional subspace and $W$ a complement of $V: X=V \oplus W$. Suppose that there are real numbers $r>0$ and $a<b$ such that

$$
\begin{equation*}
\operatorname{Inf}_{W} \Phi \geq b \quad \operatorname{Max}_{\partial D} \Phi \leq a \tag{5.23}
\end{equation*}
$$

where $D=V \cap B_{r}(0), B_{r}(0)=\{x \in X:\|x\|<r\}$ and $\partial D=\{x \in V:$ $\|x\|=r\}$. Let

$$
\Gamma=\{f \in C(\bar{D}, X): f(x)=x, \quad \forall x \in \partial D\}
$$

and

$$
c=\operatorname{Inf}_{f \in \Gamma} \operatorname{Sup}_{x \in \bar{D}} \Phi(f(x))
$$

Then $c>-\infty$ and it is a critical value.
Proof. It suffices to show that (5.23) implies (5.3) and the result follows from Theorem 5.1 The sets $K$ and $K_{0}$ of said theorem are $\bar{D}$ and $\partial D$ respectively. Let $f \in \Gamma$. Since the right side of (5.3) in view of (5.23) is $\leq a$, it suffices to prove that there is $x \in \bar{D}$ such that $f(x) \in W$ and then use (5.23) again. Let $P: X \rightarrow X$ be the linear projection over $V$ along
$W$. So $f(x) \in W$ is equivalent to $P f(x)=0$. Thus the question reduces in showing that the continuous mapping

$$
P f: \bar{D} \rightarrow V
$$

has a zero. Since $V$ is finite dimensional and $P f=$ identity on $\partial D$ the result follows readily from Brouwer fixed point theorem.

Remark. The last step in the previous proof is standard. It can be proved in few lines using the Brouwer theory of topological degree. Consider the homotopy $H(t, \cdot) \equiv t P f+(1-t) i d: \bar{D} \rightarrow V$. Since $P f(x)=x$ for $x \in$ $\partial D$ it follows that the homotopy is admissible and $\operatorname{deg}(H(t, \cdot), D, 0)=$ const. Thus $\operatorname{deg}(P f, D, 0)=\operatorname{deg}(i d, D, 0)=1$ and consequently $P f$ has a zero. Another proof using Brouwer fixed point theorem instead uses the mapping $R \circ P f: \bar{D} \rightarrow D$ where $R$ is the radial retraction over $D: R(v)=v$ is $\|v\| \leq r$ and $R(v)=r v /\|v\|$ elsewhere.

Theorem 5.9 (Generalized Mountain Pass Theorem [67]). Let $X$ be a Banach space and $\Phi: X \rightarrow \mathbb{R} a C^{1}$ functional which satisfies the (PS) condition. As in the previous theorem let $X=V \oplus W, V$ finite dimensional. Let $w_{0} \in W$ be fixed and let $\rho<R$ be given positive real numbers. Let $Q=\left\{v+r \omega_{0}: v \in V,\|v\| \leq R, 0 \leq r \leq R\right\}$. Suppose that

$$
\begin{equation*}
\operatorname{Inf}_{W \cap \partial B_{\rho}} \Phi \geq b, \quad \operatorname{Max}_{\partial Q} \Phi \leq a, \quad a<b \tag{5.24}
\end{equation*}
$$

where $\partial B_{\rho}$ is the boundary of the ball $B_{\rho}(0)$. Let

$$
\Gamma=\{f \in C(Q, X): f(x)=x, x \in \partial Q\}
$$

and

$$
c=\operatorname{Inf}_{f \in \Gamma} \operatorname{Sup}_{x \in Q} \Phi(f(x))
$$

Then $c>-\infty$ and it is a critical value.
Proof. We apply Theorem 5.1] with $K=Q$ and $K_{0}=\partial Q$. It suffices then to show that 5.24 implies 5.3). First we see that the right side of (5.3) is $\leq a$ in view of (5.24). So by (5.24) again it is enough to show that for each given $f \in \Gamma$ there exists $x \in Q$ such that

$$
\begin{equation*}
f(x) \in W \cap \partial B_{\rho} . \tag{5.25}
\end{equation*}
$$

To prove that we use degree theory again. Let us define a mapping $g: Q \rightarrow V \oplus R_{\omega_{0}}$, as follows

$$
g\left(v+r \omega_{0}\right)=\left(P f\left(v+r \omega_{0}\right),\left\|(I-P) f\left(v+r \omega_{0}\right)\right\|\right)
$$

Clearly $g$ is continuous and $g\left(v+r \omega_{0}\right)=v+r \omega_{0}$ if $v+r \omega_{0} \in \partial Q$. The point $(0, \rho)$ is in the interior of $Q$ relative to $V \oplus \mathbb{R} \omega_{0}$. So there exists $\bar{v}+\bar{r} \omega_{0} \in Q$ such that $g\left(\bar{v}+\bar{r} \omega_{0}\right)=(0, \rho)$. This proves (5.25).

A useful and popular form of the Mountain Pass Theorem. The following result follows from Theorem 5.7 and Theorem 5.10 below. $\Phi$ is $C^{1}$, satisfies (PS) and it is unbounded below. Suppose that $u_{0}$ is a strict local minimum of $\Phi$. Then $\Phi$ possesses a critical point $u_{1} \neq u_{0}$. The definition of strict minimum is: there exists $\epsilon>0$ such that

$$
\Phi\left(u_{0}\right)<\Phi(u), \quad \forall 0<\left\|u-u_{0}\right\|<\epsilon .
$$

Theorem 5.10 (On the nature of local minima). Let $\Phi \in C^{1}(X, \mathbb{R})$ satisfy the Palais-Smale condition. Suppose that $u_{0} \in X$ is a local minimum, i.e. there exists $\epsilon>0$ such that

$$
\Phi\left(u_{0}\right) \leq \Phi(u) \quad \text { for } \quad\left\|u-u_{0}\right\| \leq \epsilon
$$

Then given any $0<\epsilon_{0} \leq \epsilon$ the following alternative holds: either (i) there exists $0<\alpha<\epsilon_{0}$, such that

$$
\operatorname{Inf}\left\{\Phi(u):\left\|u-u_{0}\right\|=\alpha\right\}>\Phi\left(u_{0}\right)
$$

or (ii) for each $\alpha$, with $0<\alpha<\epsilon_{0}$, $\Phi$ has a local minimum at a point $u_{\alpha}$ with $\left\|u_{\alpha}-u_{0}\right\|=\alpha$ and $\Phi\left(u_{\alpha}\right)=\Phi\left(u_{0}\right)$.

Remark. The above result shows that at a strict local minimum, alternative (i) holds. The proof next is part of the proof of Theorem 5.10 below given in de Figueiredo-Solimini [43].

Proof. Let $\epsilon_{0}$ with $0<\epsilon_{0} \leq \epsilon$ be given, and suppose that (i) does not hold. So for any given fixed $\alpha$, with $0<\alpha<\epsilon_{0}$, one has

$$
\begin{equation*}
\operatorname{Inf}\left\{\Phi(u):\left\|u-u_{0}\right\|=\alpha\right\}=\Phi\left(u_{0}\right) \tag{5.26}
\end{equation*}
$$

Let $\delta>0$ be such that $0<\alpha-\delta<\alpha+\delta<\epsilon_{0}$. Consider $\Phi$ restricted to the ring $\mathcal{R}=\left\{u \in X: \alpha-\delta \leq\left\|u-u_{0}\right\| \leq \alpha+\delta\right\}$. We start with $u_{n}$ such that

$$
\left\|u_{n}-u_{0}\right\|=\alpha \quad \text { and } \quad \Phi\left(u_{n}\right) \leq \Phi\left(u_{0}\right)+\frac{1}{n}
$$

where the existence of such $u_{n}$ is given by (5.26). Now we apply the Ekeland variational principle and obtain $v_{n} \in \mathcal{R}$ such that

$$
\begin{align*}
& \Phi\left(v_{n}\right) \leq \Phi\left(u_{n}\right), \quad\left\|u_{n}-v_{n}\right\| \leq \frac{1}{n} \quad \text { and }  \tag{5.27}\\
& \Phi\left(v_{n}\right) \leq \Phi(u)+\frac{1}{n}\left\|u-v_{n}\right\| \quad \forall u \in \mathcal{R} . \tag{5.28}
\end{align*}
$$

From the second assertion in (5.27) it follows that $v_{n}$ is in the interior of $\mathcal{R}$ for large $n$. We then take in $5.28=v_{n}+t w$, where $\omega \in X$ with norm 1 is arbitrary and $t>0$ is sufficiently small. Then using Taylor's formula and letting $t \rightarrow 0$ we get $\left\|\Phi^{\prime}\left(v_{n}\right)\right\| \leq \frac{1}{n}$. This together with the first assertion in 5.27) and (PS) gives the existence of a subsequence of $v_{n}$ (call it $v_{n}$ again) such that $v_{n} \rightarrow v_{\alpha}$. So $\Phi\left(v_{\alpha}\right)=\Phi\left(u_{0}\right), \Phi^{\prime}\left(v_{\alpha}\right)=0$ and $\left\|v_{\alpha}-u_{0}\right\|=\alpha$.

A weaker form of the Mountain Pass Theorem. The following weaker form of the result presented in the last section appears in Rabinowitz [68]. He uses a sort of dual version of the Mountain Pass Theorem. The proof presented here is due to de Figueiredo-Solimini [43].

Proposition 5.11. Let $\Phi \in C^{1}(X, \mathbb{R})$ satisfy $(P S)$ condition. Suppose that

$$
\begin{equation*}
\operatorname{Inf}\{\Phi(u):\|u\|=r\} \geq \operatorname{Max}\{\Phi(0), \Phi(e)\} \tag{5.29}
\end{equation*}
$$

where $0<r<\|e\|$. Then $\Phi$ has a critical point $u_{0} \neq 0$.
Proof. The case when there is strict inequality in (5.29) is contained in Theorem 5.7 Therefore let us assume equality in 5.29. If $e$ is local minimum we are through. So we may assume that there exists a point $e^{\prime}$ near $e$ where $\Phi\left(e^{\prime}\right)<\Phi(e)$. Therefore replacing $e$ by $e^{\prime}$ two things
may occur: either (i) we gain inequality in (5.29) and again Theorem 5.7 applies and we finish, or (ii) equality persists and we have

$$
\begin{equation*}
\operatorname{Inf}\{\Phi(u):\|u\|=r\}=\Phi(0)>\Phi(e) \tag{5.30}
\end{equation*}
$$

So we assume that 5.30 holds. Also we may assume that

$$
\begin{equation*}
\operatorname{Inf}\{\Phi(u):\|u\| \leq r\}=\Phi(0) \tag{5.31}
\end{equation*}
$$

because otherwise Theorem 5.7 would apply again and we would finish. But (5.31) says that 0 is a local minimum. So we can apply Theorem 5.10 and conclude.

Corollary 5.12. Let $\Phi \in C^{1}(X, \mathbb{R})$ satisfy (PS) condition. Suppose that $\Phi$ has two local minima. Then $\Phi$ has at least one more critical point.

Proof. Use Theorems 5.10 and 5.7

## Chapter 6

## Semilinear Elliptic Equations II

Introduction. In this chapter we continue the study of the Dirichlet 44 problem:

$$
\begin{equation*}
-\Delta u=f(x, u) \quad \text { in } \quad \Omega, \quad u=0 \quad \text { on } \quad \partial \Omega \tag{6.1}
\end{equation*}
$$

where $\Omega$ is a bounded smooth domain in $\mathbb{R}^{N}, N \geq 2$ and $\partial \Omega$ denotes its boundary. In order to minimize technicalities, we assume all along this chapter the following minimal assumption on the nonlinearity:
$f: \bar{\Omega} \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function of both variables.
As in Chapter 3 we search the critical points of the functional

$$
\begin{equation*}
\Phi(u)=\frac{1}{2} \int|\nabla u|^{2}-\int F(x, u) \tag{6.2}
\end{equation*}
$$

If not stated on the contrary all integrals are taken over the whole of $\Omega$. We assume the following additional condition of $f$ :

$$
\begin{equation*}
|f(x, s)| \leq c|s|^{p-1}+b(x) \tag{6.3}
\end{equation*}
$$

where $c>0$ is a constant, $b(x) \in L^{p^{\prime}}(\Omega)$ with $(1 / p)+\left(1 / p^{\prime}\right)=1$, and $1 \leq p<\infty$ if $N=2$, or $1 \leq p \leq 2 N /(N-2)$ if $N \geq 3$. As we proved
in Chapter 3, under this hypothesis the functional $\Phi: H_{0}^{1} \rightarrow \mathbb{R}$ defined in (6.3) is continuously Fréchet differentiable. In Chapter 3 a further condition was required on $F$ (see (3.6) there) which was sufficient to guarantee that $\Phi$ is bounded below. Here we are interested in the cases when $\Phi$ is not bounded below any longer. We assume the following condition

$$
\begin{equation*}
\liminf _{s \rightarrow+\infty} \frac{f(x, s)}{s}>\lambda_{1} \quad \text { uniformly in } \bar{\Omega} \tag{6.4}
\end{equation*}
$$

where $\lambda_{1}$ is the first eigenvalue of $\left(-\Delta, H_{0}^{1}\right)$.
Lemma 6.1. Under 6.4 the functional $\Phi$ is unbounded below.
Proof. It follows from (6.4) that there are constants $\mu>\lambda_{1}$ and $c$ such that $f(x, s) \geq \mu s-c$, for all $s>0$. Therefore we can find constants $\mu^{\prime}$ and $c^{\prime}$ with $\mu>\mu^{\prime}>\lambda_{1}$ such that $F(x, s) \geq \frac{1}{2} \mu^{\prime} s^{2}-c^{\prime}$, for all $s>0$. Thus for $t>0$ we have

$$
\Phi\left(t \varphi_{1}\right) \leq \frac{1}{2} \lambda_{1} t^{2} \int \varphi_{1}^{2}-\frac{1}{2} \mu^{\prime} t^{2} \int \varphi_{1}^{2}+c^{\prime}|\Omega|
$$

Viewing the future applications of the variational theorems of Chapter 5we now state conditions which insure the $(P S)$ condition for $\Phi$.
Lemma 6.2. Assume condition (6.3) with $1 \leq p<2 N /(N-2)$ if $N \geq 3$ and $1 \leq p<\infty$ if $N=2$. Then $\Phi$ satisfies the $(P S)$ condition if every sequence $\left(u_{n}\right)$ in $H_{0}^{1}$, such that

$$
\begin{equation*}
\left|\Phi\left(u_{n}\right)\right| \leq \text { const, } \quad \Phi^{\prime}\left(u_{n}\right) \rightarrow 0 \tag{6.5}
\end{equation*}
$$

is bounded.
Proof. All we have to prove is that $\left(u_{n}\right)$ contains a subsequence which converges in the norm of $H_{0}^{1}$. Since $\left(u_{n}\right)$ is bounded, there is a subsequence ( $u_{n_{j}}$ ) converging weakly in $H_{0}^{1}$ to some $u_{0}$ and strongly in any $L^{p}$ to the same $u_{0}$, with $1 \leq p<2 N /(N-2)$ if $N \geq 3$ and $1 \leq p<\infty$ if $N=2$. On the other hand the second assertion in 6.5 means that

$$
\begin{equation*}
\left\|\int \nabla u_{n} \nabla v-\int f\left(x, u_{n}\right) v\right\| \leq \epsilon_{n}\|v\|_{H^{1}}, \quad \forall v \in H_{0}^{1} \tag{6.6}
\end{equation*}
$$

where $\epsilon_{n} \rightarrow 0$. Put $v=u_{n}-u_{0}$, and taking limits over the subsequence we obtain that

$$
\int \nabla u_{n_{j}} \nabla\left(u_{n_{j}}-u_{0}\right) \rightarrow 0
$$

[Here we have used the continuity properties of the Nemytskii mappings, see Chapter2]. So $\left\|u_{n_{j}}\right\|_{H^{1}} \rightarrow\left\|u_{0}\right\|_{H^{1}}$. This together with the fact that $u_{n_{j}} \rightharpoonup u_{0}$ (weakly) in $H_{0}^{1}$, gives that $u_{n_{j}} \rightarrow u_{0}$ (strongly) in $H_{0}^{1}$.

Palais-Smale Condition for Asymptotically Linear Problems. Assume that the limits below exist as $L^{\infty}$ functions

$$
\begin{equation*}
\lim _{s \rightarrow-\infty} \frac{f(x, s)}{s}=\alpha(x) \quad \text { and } \quad \lim _{s \rightarrow+\infty} \frac{f(x, s)}{s}=\beta(x) \tag{6.7}
\end{equation*}
$$

It follows then that there are positive constants $c_{1}$ and $c_{2}$ such that

$$
\begin{equation*}
|f(x, s)| \leq c_{1}|s|+c_{2}, \quad \forall s \in \mathbb{R}, \quad \forall x \in \Omega \tag{6.8}
\end{equation*}
$$

Lemma 6.3. Assume 6.7) above. In addition suppose that the problem below has only the solution $v \equiv 0$ :

$$
\begin{equation*}
-\Delta v=\beta(x) v^{+}-\alpha(x) v^{-} \quad \text { in } \quad \Omega \quad \text { and } \quad v=0 \quad \text { on } \quad \partial \Omega \tag{6.9}
\end{equation*}
$$

Then the functional $\Phi$ satisfies $(P S)$ condition. Here $v^{+}=\max (v, 0)$ and $v^{-}=v^{+}-v$.

Remark 1. It suffices to consider (6.9) in the $H_{0}^{1}$ sense. That is

$$
\int \nabla v_{0} \nabla v=\int\left[\beta(x) v_{0}^{+}-\alpha(x) v_{0}^{-}\right] v, \quad \forall v \in H_{0}^{1}
$$

and $v_{0} \in H_{0}^{1}$. We will use without further mentionning a result of Stampachia [1]: if $v \in H_{0}^{1}$ then $v_{0}^{+}, v_{0}^{-}$and in general $G(v)$, where $G: \mathbb{R} \rightarrow \mathbb{R}$ is a Lipschitz continuous function, are all $H_{0}^{1}$ functions.

Remark 2. If $\alpha$ and $\beta$ are constants, then the pairs $(\alpha, \beta)$ such that problem (6.9) has non-trivial solutions constitute the so-called singular set $\sum$. In the case of $N=1$ this set has been completely characterized by Fučik [44]. It is not known a similar result for $N \geq 2$. However some information about $\sum$ has been obtained, see Dancer [29], Gallouet-Kavian [45] and Magalhães [59].

Proof for Lemma6.3, We use Lemma6.2. Suppose by contradiction that there is a sequence $\left(u_{n}\right)$ in $H_{0}^{1}$ such that
(6.11) $\left|\left\langle\Phi^{\prime}\left(u_{n}\right), v\right\rangle\right|=\left|\int \nabla u_{n} \nabla v-\int f\left(x, u_{n}\right) v\right| \leq \epsilon_{n}\|v\|_{H^{1}}, \quad \forall v \in H_{0}^{1}$

$$
\begin{equation*}
\left\|u_{n}\right\|_{H^{1}} \rightarrow \infty, \quad \epsilon_{n} \rightarrow 0 \tag{6.12}
\end{equation*}
$$

Let $v_{n}=u_{n} /\left\|u_{n}\right\|_{H^{1}}$, and (passing to a subsequence if necessary) assume that a $v_{0} \in H_{0}^{1}$ can be found such that $v_{n} \rightharpoonup v_{0}$ (weakly) in $H_{0}^{1}$, $v_{n} \rightarrow v_{0}$ (strongly) in $L^{2}, v_{n} \rightarrow v_{0}$ a.e. and $\left|v_{n}\right| \leq h$ for some $L^{2}$-function $h$. Now we claim that

$$
\begin{equation*}
\left\|u_{n}\right\|_{H_{1}}^{-1} f\left(x, u_{n}(x)\right) \rightarrow \beta(x) v_{0}^{+}-\alpha(x) v_{0}^{-} \quad \text { in } \quad L^{2} . \tag{6.13}
\end{equation*}
$$

We prove that using the argumetn in Costa-de Figueiredo-Gonçalves [27]. Let us denote $\alpha_{n} \equiv\left\|u_{n}\right\|$ and $\ell(x) \equiv \beta(x) v_{0}^{+}-\alpha(x) v_{0}^{-}$. It suffices to show that every subsequence of $f_{n}(x) \equiv \alpha_{n}^{-1} f\left(x, \alpha_{n} v_{n}(x)\right)$ possesses a further subsequence which converges to $\ell(x)$ in $L^{2}$. Using (6.8)

$$
\begin{equation*}
\left|f_{n}(x)\right| \leq \alpha_{n}^{-1}\left[c_{1} \alpha_{n}\left|v_{n}(x)\right|+c_{2}\right] \leq c_{1} h(x)+\alpha_{n}^{-1} c_{2} \tag{6.14}
\end{equation*}
$$

In the set $A=\left\{x: v_{0}(x) \neq 0\right\}, f_{n}(x) \rightarrow \ell(x)$ a.e.. So by the Lebesgue Dominated Convergence theorem $f_{n} \chi_{A} \rightarrow \ell$ in $L^{2}$. In the set $B=\{x$ : $\left.v_{0}(x)=0\right\}$ it follows from 6.14) that $f_{n}(x) \rightarrow 0$ a.e. So similary $f_{n} \chi_{B} \rightarrow$ 0 in $L^{2}$. So the claim in 6.13 is proved. Now dividing (11) by $\left\|u_{n}\right\|_{H^{1}}$ and passing to the limit we obtain

$$
\int \nabla v_{0} \nabla v-\int\left[\beta(x) v_{0}^{+}-\alpha(x) v_{0}^{-}\right] v=0 \quad \forall v \in H_{0}^{1}
$$

In view of (6.9) it follows that $v_{0}=0$. Next use 6.11) again with $v=v_{n}$, divide it through by $\left\|u_{n}\right\|_{H^{1}}$ to obtain

$$
\left.\left.\left|\int\right| \nabla v_{n}\right|^{2}-\int \frac{f\left(x, u_{n}\right)}{\left\|u_{n}\right\|_{H^{1}}} v_{n} \right\rvert\, \leq \frac{\epsilon_{n}}{\left\|u_{n}\right\|_{H^{1}}}\left\|v_{n}\right\|_{H^{1}}
$$

In the above inequality the first term is equal to 1 and the other two converge to zero, impossible!
Palais-Smale Condition for Superlinear Problems. Assume that

$$
\begin{equation*}
\liminf _{|s| \rightarrow \infty} \frac{f(x, s)}{s}=+\infty \tag{6.15}
\end{equation*}
$$

that is, the problem is superlinear at both $+\infty$ and $-\infty$. In this case the following lemma provides sufficient conditions for ( $P S$ ).

Lemma 6.4. $\Phi$ satisfies ( $P S$ ) condition if one assumes: (i) condition (6.3) with $1 \leq p<2 N /(N-2)$ in the case $N \geq 3$ and $1 \leq p<\infty$ in the case $N=2$, and (ii) the following condition introduced by Ambrosetti and Rabinowitz [7]: there is $a \theta>2$ and $s_{0}>0$ such that

$$
\begin{equation*}
0<\theta F(x, s) \leq s f(x, s) \quad \forall x \in \bar{\Omega} \quad \forall|s| \geq s_{0} \tag{6.16}
\end{equation*}
$$

Proof. Let $\left(u_{n}\right)$ be a sequence in $H_{0}^{1}$ satisfying conditions 6.10 and 6.11 above. Replace $v$ by $u_{n}$ in 6.11. Multiply 6.10 by $\theta$ and subtract (6.11) from the expression obtained:

$$
\left(\frac{\theta}{2}-1\right) \int\left|\nabla u_{n}\right|^{2} \leq \int\left[\theta F\left(x, u_{n}\right)-u_{n} f\left(x, u_{n}\right)\right]+\epsilon_{n}\left\|u_{n}\right\|_{H^{1}}+C
$$

Using 6.16 we obtain that $\left\|u_{n}\right\|_{H^{1}} \leq C$. The proof is completed using Lemma 6.2

Remark. Condition 6.16 implies that $F$ is superquadratic. Indeed, from 6.16): $\theta / s \leq f(x, s) / F(x, s)$. Integrating from $s_{0}$ to $s: \theta[\ell n|s|-$ $\left.\ell n s_{0}\right] \leq \ell n F(x, s)-\ell n F\left(x, s_{0}\right)$, which implies $F(x, s) \geq F\left(x, s_{0}\right) s_{0}^{-\theta} \mid s^{\theta}$, for $|s| \geq s_{0}$. Using (6.16) again we obtain $f(x, s) \geq \theta F\left(x, s_{0}\right) s_{0}^{-\theta}|s|^{\theta-1}$. Observe that this inequality is stronger than the requirement put in 6.15). So there is some room between (6.15) and 6.16. Thus, how about Palais-Smale in the case when $f$ satisfies 6.15 but not 6.16? There is a partial answer to this question in [42].

## Palais-Smale Condition for Problems of the Ambrosetti-Prodi Type.

Now we assume

$$
\begin{equation*}
\limsup _{s \rightarrow-\infty} \frac{f(x, s)}{s}<\lambda_{1} \quad \text { and } \quad \liminf _{s \rightarrow+\infty} \frac{f(x, s)}{s}>\lambda_{1} \tag{6.17}
\end{equation*}
$$

where the conditions above are to hold uniformly for $x \in \bar{\Omega}$. The first limit could be $-\infty$ and the second could be $+\infty$.

Lemma 6.5. Assume (6.3) and the first assertion in 6.17). Let $\left(u_{n}\right)$ be a sequence in $H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
\left|\int \nabla u_{n} \nabla v-\int f\left(x, u_{n}\right) v\right| \leq \epsilon_{n}\|v\|_{H^{1}} \quad \forall v \in H_{0}^{1} \tag{6.18}
\end{equation*}
$$

49 where $\epsilon_{n} \rightarrow 0$. [We may visualize the $u_{n}$ 's as "almost" critical points of $\Phi$, or as "approximate" solutions of (6.1), vaguely speaking!] Then there exists a constant $M>0$ such that $\left\|u_{n}^{-}\right\|_{H^{1}} \leq M$.

Proof. If follows from the assumption that there exists $0<\mu<\lambda_{1}$ and a constant $c$ such that

$$
\begin{equation*}
f(x, s)>\mu s-c \quad \text { for } \quad s \leq 0 \tag{6.19}
\end{equation*}
$$

Replacing $v$ by $u_{n}^{-}$in 6.18 we can estimate

$$
\int\left|\nabla u_{n}^{-}\right|^{2} \leq-\int f\left(x, u_{n}\right) u_{n}^{-}+\epsilon_{n}\left\|u_{n}^{-}\right\|_{H^{1}}
$$

Using (6.19) we obtain

$$
\int\left|\nabla u_{n}^{-}\right|^{2} \leq \mu \int\left(u_{n}^{-}\right)^{2}+c \int u_{n}^{-}+\epsilon_{n}\left\|u_{n}^{-}\right\|_{H^{1}}
$$

Finally using Poincaré and Schwarz inequalities we complete the proof.

Lemma 6.6. Assume 6.17 and that $f$ has linear growth, i.e.

$$
\begin{equation*}
|f(x, s)| \leq c_{1}|s|+c_{2} \quad \forall x \in \bar{\Omega}, \quad \forall s \in \mathbb{R} \tag{6.20}
\end{equation*}
$$

where $c_{1}, c_{2}$ are given positive constants. Then the functional $\Phi$ satisfies $(P S)$ condition.

Proof. Assume by contradiction that there exists a sequence $\left(u_{n}\right)$ in $H_{0}^{1}$ satisfying conditions (6.10), 6.11) and (6.12) above. As in Lemma 6.3 let $v_{n}=u_{n} /\left\|u_{n}\right\|_{H^{1}}$ and assume that $v_{n} \rightharpoonup v_{0}$ in $H_{0}^{1}, v_{n} \rightarrow v_{0}$ in $L^{2}$ and a.e. ( $\Omega$ ), and that there is an $L^{2}$-function $h$ such that $\left|v_{n}(x)\right| \leq h(x)$. It follows from Lemma 6.5 that $v_{n}^{-} \rightarrow 0$ in $H_{0}^{1}$, and we may assume that $v_{n}^{-} \rightarrow 0$ a.e. ( $\Omega$ ). So $v_{0} \geq 0$ in $\Omega$. First we claim that the sequence

$$
g_{n} \equiv \chi_{n} \frac{f\left(x, u_{n}\right)}{\left\|u_{n}\right\|} \rightarrow 0 \quad \text { in } \quad L^{2}
$$

where $\chi_{n}$ is the characteristic function of the set $\left\{x: u_{n}(x) \leq 0\right\}$. Indeed this follows easily from the Lebesgue Dominated Convergence Theorem, observing that (6.20) implies

$$
\begin{equation*}
\left|g_{n}\right| \leq c_{1} \frac{u_{n}^{-}}{\left\|u_{n}\right\|_{H^{1}}}+\frac{c^{2}}{\left\|u_{n}\right\|_{H^{1}}} \rightarrow 0 \quad \text { a.e. } \tag{6.21}
\end{equation*}
$$

and $\left|g_{n}\right| \leq c_{1} h+c_{2} /\left\|u_{n}\right\|_{H^{1}}$. On the other hand, the sequence (or passing to a subsequence of it):

$$
\begin{equation*}
\gamma_{n} \equiv\left(1-\chi_{n}\right) \frac{f\left(x, u_{n}\right)}{\left\|u_{n}\right\|_{H^{1}}} \rightharpoonup \gamma \quad \text { in } \quad L^{2} \tag{6.22}
\end{equation*}
$$

where $\gamma$ is some $L^{2}$ function and $\gamma \geq 0$. Indeed using (6.20) we have that

$$
\left|\gamma_{n}\right| \leq c_{1} h+c_{2} /\left\|u_{n}\right\|_{H^{1}} \leq c_{1} h+1 \in L^{2} .
$$

The positiveness of $\gamma$ comes from the following consideration. From the second assertion in (6.17) there exists $r>0$ such that $f(x, s) \geq 0$ for $s \geq r$. Let $\xi_{n}$ be characteristic function of the set $\left\{x \in \Omega: u_{n}(x) \geq r\right\}$. Clearly $\xi_{n} \gamma_{n}-\gamma$ in $L^{2}$. And the assertion that $\gamma \geq 0$ follows from the fact that $\xi_{n} \gamma_{n}$ is in the cone of non-negative functions of $L^{2}$, which is closed and convex. Now go back to (6.11), divide it through by $\left\|u_{n}\right\|_{H^{1}}$ and pass to the limit using (6.21) and (6.22). We obtain

$$
\begin{equation*}
\int \nabla v_{0} \nabla v-\int \gamma v=0 \quad \forall v \in H_{0}^{1} \tag{6.23}
\end{equation*}
$$

It follows from the second assertion in (6.17) that there are constants $\mu>\lambda_{1}$ and $c>0$ such that $f(x, s) \geq \mu s-c$ for $x \in \Omega$ and $s \geq 0$. So
$\gamma_{n} \geq \mu v_{n}^{+}-c\left\|u_{n}\right\|_{H^{1}}^{-1}$. Passing to the limit we obtain $\gamma \geq \mu v_{0}$. Using (6.23) with $v=\varphi_{1}$, where $\varphi_{1}>0$ in $\Omega$ is a first eigenfunction of $\left(-\Delta, H_{0}^{1}(\Omega)\right)$, we obtain

$$
\lambda_{1} \int v_{0} \varphi_{1}=\int \nabla v_{0} \nabla \varphi_{1}=\int \gamma \varphi_{1} \geq \mu \int v_{0} \varphi_{1}
$$

Since $\mu>\lambda_{1}$ we conclude that $v_{0} \equiv 0$. So from (6.23) $\gamma \equiv 0$. Finally use (6.11) again, divided through by $\left\|u_{n}\right\|_{H^{1}}$ and with $v=v_{n}$ :

$$
\left.\left.\left|\int\right| \nabla v_{n}\right|^{2}-\int \frac{f\left(x, u_{n}\right)}{\left\|u_{n}\right\|} v_{n} \right\rvert\, \leq \epsilon_{n}\left\|u_{n}\right\|_{H^{1}}=\epsilon_{n}
$$

The first term is equal to 1 and the other two go to zero, impossible!

Lemma 6.7. Assume 6.3 and 6.17) and suppose that there are constants $\theta>2$ and $s_{0}>0$ such that

$$
\begin{equation*}
0<\theta F(x, s) \leq s f(x, s), \quad \forall x \in \Omega, \quad \forall s \geq s_{0} \tag{6.24}
\end{equation*}
$$

Then $\Phi$ satisfies ( $P S$ ) condition.
Proof. Let $\left(u_{n}\right)$ be a sequence in $H_{0}^{1}$ for which (6.10) and (6.11) holds. By Lemma 6.2 we should show that $\left\|u_{n}\right\|_{H^{1}} \leq$ const. We know from Lemma 6.5that $\left\|u_{n}^{-}\right\|_{H^{1}} \leq$ const. Using the first assertion in 6.17) we see that there are constants $0<\mu<\lambda_{1}$ and $c>0$ such that $F(x, s) \leq \frac{\mu}{2} s^{2}-c s$, for $x \in \Omega$ and $s \leq 0$.

$$
\int F\left(x,-u_{n}^{-}\right) \leq \frac{\mu}{2} \int\left(u_{n}^{-}\right)^{2}-c \int u_{n}^{-} \leq \text {const. }
$$

So from 6.10 we obtain

$$
\begin{equation*}
\frac{1}{2} \int\left|\nabla u_{n}^{+}\right|^{2}-\int F\left(x, u_{n}^{+}\right) \leq \text {const. } \tag{6.25}
\end{equation*}
$$

Using (6.11) with $v=u_{n}^{+}$we obtain

$$
\begin{equation*}
\left.\left|\int\right| \nabla u_{n}^{+}\right|^{2}-\int f\left(x, u_{n}^{+}\right) u_{n}^{+} \mid \leq \epsilon_{n}\left\|u_{n}^{+}\right\|_{H^{1}} \tag{6.26}
\end{equation*}
$$

Multiplying (6.25) by $\theta$ and subtracting (6.26) from it we get

$$
\left(\frac{\theta}{2}-1\right) \int\left|\nabla u_{n}^{+}\right|^{2} \leq \int\left[\theta F\left(x, u_{n}+\right)-f\left(x, u_{n}^{+}\right) u_{n}^{+}\right]+\epsilon_{n}\left\|u_{n}^{+}\right\|_{H^{1}}+\text { const. }
$$

Using (6.24) we conclude that $\left\|u_{n}^{+}\right\|_{H^{1}} \leq$ const.
Remark. If $f(x, s) \geq 0$ for $x \in \Omega$ and $s \leq 0$, then the eventual solutions of (6.1) are $\geq 0$. Indeed, let $u \in H_{0}^{1}$ be a solution of (6.1), that is:

$$
\int_{\Omega} \nabla u \nabla v=\int_{\Omega} f(x, u) v \quad \forall v \in H_{0}^{1}
$$

Let $v=u^{-}$. Then

$$
-\int\left|\nabla u^{-}\right|^{2}=\int f(x, u) u^{-1} \geq 0 \Rightarrow \int\left|\nabla u^{-}\right|^{2}=0
$$

So $u^{-}=0$, proving the claim. Observe that under this hypothesis on $f$, the first assertion in 6.17) holds. So Lemmas 6.6 and 6.7 provide sufficient conditions for $(P S)$ on a class of semilinear elliptic equations with positive solutions. For example: (i) $f=|u|^{p}$ for any $1 \leq p<\infty$ if $N=2$ or $1 \leq p<(N+2) /(N-2)$ if $N \geq 3$. (ii) $f=\left(u^{+}\right)^{p}$ with the same restrictions on $p$.

Existence results for (1). To illustrate the use of the theorems proved in Chapter [5] we now consider some examples.

Example 1. Consider the following Dirichlet problem

$$
\begin{equation*}
-\Delta u=f(u)+h(x) \quad \text { in } \quad \Omega \quad u=0 \quad \text { on } \quad \partial \Omega \tag{6.27}
\end{equation*}
$$

where $h \in C(\bar{\Omega})$ [a weaker condition would suffice] and $f: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function such that

$$
\begin{equation*}
\lim _{s \rightarrow-\infty} \frac{f(s)}{s}=\alpha \quad \text { and } \quad \lim _{s \rightarrow+\infty} \frac{f(s)}{s}=\beta \tag{6.28}
\end{equation*}
$$

Let $0<\lambda_{1}<\lambda_{2} \leq \lambda_{3} \leq \ldots$ be the eigenvalues of $\left(-\Delta, H_{0}^{1}(\Omega)\right)$.

Theorem 6.8 (Dolph [33]). If $\lambda_{k}<\alpha, \beta<\lambda_{k+1}$, then problem (6.27) has a solution for every $h$.
Proof. We look for critical points of the functional $\Phi: H_{0}^{1} \rightarrow \mathbb{R}$ defined by

$$
\Phi(u)=\frac{1}{2} \int|\nabla u|^{2}-\int F(u)-\int h u
$$

where $F(s)=\int_{0}^{s} f$. It is easy to see that $(\alpha, \beta)$ does not belong to the singular set $\sum$. So by Lemma $6.3 \Phi$ satisfies ( $P S$ ). Let $V$ be the finite dimensional subspace generated by the first $k$ eigenfunctions of $\left(-\Delta, H_{0}^{1}\right)$, and $W=V^{\perp}$. Let $\mu$ and $\bar{\mu}$ be such that $\lambda_{k}<\mu<\alpha, \beta<\bar{\mu}<\lambda_{k+1}$. It follows from (6.28) that there exists $s_{0}>0$ such taht $\mu<s^{-1} f(s)<\bar{\mu}$ for $|s| \geq s_{0}$. A straightforward computations shows that there exist constants $C$ and $\bar{C}$ such that

$$
\begin{equation*}
\frac{1}{2} \mu s^{2}-C \leq F(s) \leq \frac{1}{2} \bar{\mu} s^{2}+\bar{C}, \quad \forall s \tag{6.29}
\end{equation*}
$$

Now if $v \in V$ we estimate

$$
\Phi(v) \leq \frac{1}{2} \int|\nabla v|^{2}-\frac{\mu}{2} \int v^{2}+C|\Omega|+\|h\|_{L^{2}}\|v\|_{L^{2}}
$$

and using the inequality $\int|\nabla v|^{2} \leq \lambda_{k} \int v^{2}$, for $v \in V$, and the Poincaré inequality we obtain

$$
\Phi(v) \leq \frac{1}{2}\left(1-\frac{\mu}{\lambda_{k}}\right) \int|\nabla v|^{2}+C|\Omega|+\|h\|_{L^{2}} \lambda_{1}^{-1}\|\nabla v\|_{L^{2}}
$$

So $\Phi(v) \rightarrow-\infty$ as $\|v\| \rightarrow \infty$ with $v \in V$. On the other hand if $w \in W$ we estimate

$$
\Phi(w) \geq \frac{1}{2} \int|\nabla w|^{2}-\frac{\bar{\mu}}{2} \int w^{2}-\bar{C}|\Omega|-\|h\|_{L^{2}}\|w\|_{L^{2}}
$$

and using the inequality $\int|\nabla w|^{2} \geq \lambda_{k+1} \int w^{2}$ for $\omega \in W$, we obtain

$$
\Phi(w) \geq \frac{1}{2}\left(1-\frac{\bar{\mu}}{\lambda_{k+1}}\right) \int|\nabla w|^{2}-\bar{C}|\Omega|-\|h\|_{L^{2}} \lambda_{1}^{-1}| | \nabla w \|_{L^{2}}
$$

So $\Phi(w) \rightarrow+\infty$ as $\|w\| \rightarrow \infty$ with $w \in W$. Therefore the result follows from the Saddle Point Theorem, Theorem 5.8

Remark. Condition 6.29 suffices to having the functional with the "shape" of the Saddle Point Theorem. However we do not know if it will give $(P S)$. Observe that ( $P S$ ) was obtained above with hypothesis on the derivative of $F$ with respect to $s$, namely $f$. Of course we are willing to assume growth conditions on $f$ to assure the differentiability of $\Phi$, see Chapter 2 But even so, it is not known if $(P S)$ holds.

As a second example we consider problem (1) again and prove
Theorem 6.9 (Ambrosetti-Rabinowitz [4]). Supposse that $f$ satisfies the conditions of Lemma 6.4 In addition, assume

$$
\begin{equation*}
\lim _{s \rightarrow 0} s^{-1} f(x, s)<\lambda_{1} \tag{6.30}
\end{equation*}
$$

Then problem (1) has a nontrivial solution.
Proof. It follows from 6.30 that $f(x, 0)=0$, and therefore $u \equiv 0$ is a solution of (6.1). Observe that condition (6.16) implies (see Remark after the proof of Lemma 6.4) that (6.15) holds. So Lemma 6.1 implies that $\Phi$ is not bounded below. Also (PS) holds, by Lemma 6.4 We plan to apply the Mountain Pass Theorem, Theorem 5.7 For that matter we study the functional $\Phi$ near $u=0$. Given $0<\mu<\lambda_{1}$, it follows from 6.30) that there exists $\delta>0$ such that $|f(x, s)| \leq \mu|s|$ for $|s| \leq \delta$. Therefore

$$
|F(x, s)| \leq \frac{\mu}{2}|s|^{2} \quad \forall|s| \leq \delta
$$

On the other hand using (6.3) we can find a constant $k>0$ such that

$$
|F(x, s)| \leq k|s|^{p} \quad \forall|s|>\delta
$$

Here without loss of generality we may suppose $p>2$. Therefore adding the two previous inequalities:

$$
|F(x, s)| \leq \frac{\mu}{2}|s|^{2}+k|s|^{p} \quad \forall s \in \mathbb{R} .
$$

Thus $\Phi$ can be estimated as follows

$$
\Phi(u) \geq \frac{1}{2} \int|\nabla u|^{2}-\frac{\mu}{2} \int u^{2}-k \int|u|^{p}
$$

and using Poincaré inequality and Sobolev imbedding we obtain

$$
\Phi(u) \geq \frac{1}{2}\left(1-\frac{\mu}{\lambda_{1}}\right) \int|\nabla u|^{2}-k\left(\int|\nabla u|^{2}\right)^{p / 2}
$$

Since $p>2$ we see that there exists $r>0$ such that if $\|u\|_{H^{1}}=r$ then $\Phi(u) \geq a$ for some constant $a>0$. So the result follows immediately from Theorem 5.7

A Problem of the Ambrosetti-Prodi Type. As a third example we consider the Dirichlet problem

$$
\begin{equation*}
-\Delta u=f(x, u)+t \varphi_{1}+h \quad \text { in } \quad \Omega, \quad u=0 \quad \text { on } \quad \partial \Omega, \tag{6.31}
\end{equation*}
$$

where $t$ is a real parameter, $\varphi_{1}>0$ is a first eigenfunction of $\left(-\Delta, H_{0}^{1}\right)$ and $h \in C^{\alpha}(\bar{\Omega})$, with $\int h \varphi_{1}=0$, is fixed. Assume that $f$ is locally lipschitzian in $\bar{\Omega} \times \mathbb{R}$. Then we prove.

Theorem 6.10. Assume 6.17 and 6.20 [or 6.3, 6.17), 6.24]]. Then it follows that there exists $t_{0} \in \mathbb{R}$ such that for all $t \leq t_{0}$, problem (31) has at least two solutions in $C^{2, \alpha}(\bar{\Omega})$.

Remark. There is an extensive literature on problems of the AmbrosettiProdi type, starting with work of Ambrosetti-Prodi [3]. We mention Kazdan-Warner [52], Amann-hess [1], Berger-Podolak [11], H. Berestycki [9], McKenna [57], Ruf [71] Solimini [76], . . There has been several recent papers by Lazer-McKenna which we don't survey them here. The result above and the proof next are due to de Figueiredo-Solimini [43]. See a similar result by K. C. Chang [25].

Proof. It follows from either Lemma6.6[or Lemma 6.7] that the functional below satisfies (PS):

$$
\begin{equation*}
\Phi(u)=\frac{1}{2} \int|\nabla u|^{2}-\int F(x, u)-\int\left(t \varphi_{1}+h\right) u . \tag{6.32}
\end{equation*}
$$

Also the second assertion in 6.17 implies by Lemma6.1 that $\Phi$ is not bounded below. In the previous example we also proved the existence of two solutions; however there we had the first solution $(u \equiv 0)$
to start. Here we have first to obtain a solution of (6.31) which is a local minimum, and then apply the Mountain Pass Theorem. We break some steps of the proof in a series of lemmas.

Remark. For the next lemma we recall some definitions. We present them in the particular framework of the problem considered here. We refer to Gilbarg-Trudinger [46] for more general definitions.
(i) A function $\omega \in H_{0}^{1}$ is said to be a weak subsolution of the Dirichlet problem
(*) $-\Delta u+M u=g(x)$ in $\Omega, u=0$ on $\partial \Omega$, where $g \in L^{2}$ and $M$ is a real constant, if

$$
\int \nabla \omega \nabla \psi+M \int \omega \psi \leq \int g \psi, \quad \forall \psi \in H_{0}^{1}, \quad \psi \geq 0
$$

(ii) A function $\omega \in C^{2, \alpha}(\bar{\Omega})$ is a classical subsolution of (*) if

$$
-\Delta \omega+M \omega \leq g \quad \text { in } \quad \Omega \quad \omega=0 \quad \text { on } \quad \partial \Omega
$$

(iii) Weak supersolution and classical supersolution are defined likewise by reverting the inequalities in the equations above.
(iv) Every classical subsolution [supersolution] is also weak subsolution [supersolution].

Lemma 6.11. Assume 6.17. Then there exist constants $0<\mu<\lambda_{1}<\bar{\mu}$ and $C>0$ such that

$$
\begin{equation*}
f(x, s)>\underline{\mu} s-C \quad \text { and } \quad f(x, s)>\bar{\mu} s-C \tag{6.33}
\end{equation*}
$$

for all $x \in \Omega$ and all $s \in \mathbb{R}$.
Proof. The first assertion in 6.17 gives $0<\mu<\lambda_{1}$ and $C_{1}>0$ such that $f(x, s)>\underline{\mu} s-c_{1}$ for all $x \in \Omega$ and $s \leq 0$. The second assertion in 6.17) gives $\lambda_{1}^{-}<\bar{\mu}$ and $C_{2}>0$ such that $f(x, s)>\bar{\mu} s-C_{2}$ for all $x \in \Omega$ and $s \geq 0$. Let $C=\max \left\{C_{1}, C_{2}\right\}$ and follows.

Lemma 6.12. Assume 6.17). Then for each $t \in \mathbb{R}$ problem 6.31 has a classical subsolution $\omega_{t}$. Moreover given any classical supersolution $W_{t}$ of 6.31) [or in particular any solution of 6.31)] one has $\omega_{t}(x)<$ $W_{t}(x), \forall x \in \Omega$, and

$$
\frac{\partial \omega_{t}}{\partial v}(x)>\frac{\partial W_{t}}{\partial v}(x), \quad \forall x \in \partial \Omega
$$

Proof. Let $M_{t}=\operatorname{Sup}_{\Omega}\left|t \varphi_{1}(x)+h(x)\right|$. The Dirichlet problem

$$
-\Delta u=\underline{\mu} u-C-M_{t} \quad \text { in } \quad \Omega \quad u=0 \quad \text { on } \quad \partial \Omega
$$

with $\underline{\mu}$ and $C$ as in 6.33 above, has a unique solution $\omega_{t} \in C^{2, \alpha}(\bar{\Omega})$, which is $<0$ in $\Omega$ and $\frac{\partial \omega_{t}}{\partial v}<0$ in $\partial \Omega$, see Lemma 6.13 below. It follows from the inequality in 6.33) that $\omega_{t}$ is a classical subsolution. To prove the second statement, use (6.33) again

$$
-\Delta\left(W_{t}-\omega_{t}\right) \geq f\left(x, W_{t}\right)+t \varphi_{1}+h-\underline{\mu} \omega_{t}-C-M_{t}>\underline{\mu}\left(W_{t}-\omega_{t}\right)
$$

and apply Lemma 6.13
Lemma 6.13. Let $\alpha(x)$ be an $L^{\infty}$ function such that $\operatorname{Sup}_{\Omega} \alpha(x)<\lambda_{1}$. Let $u \in H_{0}^{1}$ be such that

$$
\begin{equation*}
-\Delta u \geq \alpha(x) u \quad \text { in } \quad H_{0}^{1}-\text { sense } \tag{6.34}
\end{equation*}
$$

Then $u \geq 0$. Moreover, if $u \in C^{2, \alpha}(\bar{\Omega})$ then $u>0$ in $\Omega$ and $\frac{\partial u}{\partial v}<0$ on $\partial \Omega$.

Proof. Expression (6.34) means

$$
\int \nabla u \nabla \psi \geq \int \alpha(x) u \psi, \quad \forall \psi \in H_{0}^{1}, \quad \psi \geq 0
$$

Take $\psi=u^{-}$and use Poincaré's inequality

$$
-\lambda_{1} \int\left(u^{-}\right)^{2} \geq-\int\left|\nabla u^{-}\right|^{2} \geq-\int \alpha(x)\left(u^{-}\right)^{2}>-\lambda_{1} \int\left(u^{-}\right)^{2}
$$

which implies $u^{-}=0$. So $u=u^{+}$. If $u \in C^{2, \alpha}(\bar{\Omega})$ then we use the classical maximum principle to

$$
-\Delta u+\alpha^{-} u \geq \alpha^{+} u,
$$

where the right side is $\geq 0$ by the first part of this lemma.
Lemma 6.14. Assume 6.17). Then there exists at ${ }_{0} \in \mathbb{R}$ such that for all 57 $t \leq t_{0}$ 6.31) has a classical supersolution $W_{t}$.

Proof. Let $k=\int f(x, 0) \varphi_{1}$ and $f_{1}(x)=f(x, 0)-k \varphi_{1}$. So the equation in 6.31) may be rewritten as
(6.35) $-\Delta u=f(x, u)-f(x, 0)+(k+t) \varphi_{1}+h+f_{1}$.

Now let $W_{t}$ be the solution of the Dirichlet problem

$$
-\Delta u=h+f_{1} \quad \text { in } \quad \Omega \quad u=0 \quad \text { on } \quad \partial \Omega .
$$

We see that $W_{t}$ is a supersolution of 6.31 provided $t$ is such that

$$
f\left(x, W_{t}\right)-f(x, 0)+(k+t) \varphi_{1} \leq 0
$$

or

$$
t \leq-k-\operatorname{Sup}_{\Omega} \frac{f\left(x, W_{t}\right)-f(x, 0)}{\varphi_{1}}
$$

So it remains to prove that the above Sup is $<+\infty$. It suffices then to show that the function $g(x) \equiv[f(x, W(x))-f(x, 0)] / \varphi_{1}(x)$ is bounded in a neighborhood of $\partial \Omega$. Boundedness in any compact subset of $\Omega$ follows from $\varphi_{1}(x)>0$ there. If $x_{0}$ is a point on $\partial \Omega$, we use the Lipschitz condition on $f$ to estimate

$$
|g(x)| \leq K\left|\frac{W_{t}(x)}{\varphi_{1}(x)}\right|
$$

where $K$ is a local lipschitz constant in a neighborhood $N$ of $x_{0}$. The function $W_{t}(x) / \varphi_{1}(x)$ is bounded in $N:$ at the points $x \in N \cap \partial \Omega$, $W_{t}(x) / \varphi_{t}(x)=\left|\nabla W_{t}(x)\right| /\left|\nabla \varphi_{1}(x)\right|$ by L'Hôspital rule.

Remark. The above proof is taken from Kannan and Ortega [51]. Another proof of existence of a supersolution for this class of problems can be seen in Kazdan and Warner [52].

Proof of Theorem 6.10 Continued. From now on we fix $t \leq t_{0}$ determined by Lemma6.14 So by Lemma 6.12 $w_{t} \leq W_{t}$, and in fact $w_{t}<W_{t}$ in $\Omega$. Let

$$
\begin{equation*}
C=\left\{u \in H_{0}^{1}: w_{t} \leq u \leq W_{t}\right\} . \tag{6.36}
\end{equation*}
$$

which is closed convex subset of $H_{0}^{1}$. Plan of action: (i) restrict $\Phi$ to $C$ and show that it has a minimum $u_{0}$ in $C$ which is a critical point of $\Phi$ : (ii) show that $u_{0}$ is indeed a local minimum of $\Phi$ in $H_{0}^{1}$; (iii) obtain a $2^{\text {nd }}$ solution of 6.31) using the Mountain Pass Theorem, Proposition 5.11 To accomplish the first step we need the following result.

Proposition 6.15. Let $\Phi: X \rightarrow \mathbb{R}$ be a $C^{1}$ functional defined in a Hilbert space X. Let $C$ be a closed convex subset of $X$. Suppose that (i) $K \equiv I-\Phi^{\prime}$ maps $C$ into $C$, (ii) $\Phi$ is bounded below in $C$ and (iii) $\Phi$ satisfies (PS) in C. Then there exists $u_{0} \in C$ such that $\Phi^{\prime}\left(u_{0}\right)=0$ and $\operatorname{Inf}_{C} \Phi=\Phi\left(u_{0}\right)$.

Proof. Apply the Ekeland variational principle to $\Phi: C \rightarrow \mathbb{R}$. So given $\epsilon>0$ there is $u_{\epsilon} \in C$ such that $\Phi\left(u_{\epsilon}\right) \leq \operatorname{Inf}_{C} \Phi+\epsilon$ and

$$
\begin{equation*}
\Phi\left(u_{\epsilon}\right) \leq \Phi(u)+\epsilon\left\|u-u_{\epsilon}\right\| \quad \forall u \in C \tag{6.37}
\end{equation*}
$$

Put in 6.37) $u=(1-t) u_{\epsilon}+t K u_{\epsilon}$ with $0<t<1$ and use Taylor's formula to expand $\Phi\left(u_{\epsilon}+t\left(K u_{\epsilon}-u_{\epsilon}\right)\right)$ about $u_{\epsilon}$. We obtain

$$
t\left\|\Phi^{\prime}\left(u_{\epsilon}\right)\right\|^{2} \leq \epsilon t \| \Phi^{\prime}\left(u_{\epsilon} \|+o(t)\right.
$$

which implies $\| \Phi^{\prime}\left(u_{\epsilon} \|<\epsilon\right.$. We then use $(P S)$ to conclude.
Back to the Proof of Theorem 6.10. The idea now is to apply Proposition 6.15 to the functional $\Phi$ defined in (6.31) and $C$ defined in (6.36). However a difficulty appears in the verification of condition (i). The way
we see to solve this question is to change the norm in $H_{0}^{1}$ as follows. We choose $M>0$ such that the function

$$
\begin{equation*}
s \mapsto g(x, s) \equiv f(x, s)+M s+t \varphi_{1}(x)+h(x) \tag{6.38}
\end{equation*}
$$

is increasing in $s \in[a, b]$, for each $x \in \bar{\Omega}$ fixed, where $a=\min w_{t}$ and $b=\max W_{t}$. The norms in $H_{0}^{1}$ given by

$$
\|u\|_{H^{1}}^{2}=\int|\nabla u|^{2} \quad \text { and } \quad\|u\|^{2}=\int|\nabla u|^{2}+M \int u^{2}
$$

are equivalent. Let us denote by $\langle$,$\rangle the inner product in H_{0}^{1}$ corresponding to the second norm. Next we rewrite 6.31

$$
\begin{equation*}
-\Delta u+M u=g(x, u) \quad \text { in } \quad \Omega \quad u=0 \quad \text { on } \quad \partial \Omega \tag{6.39}
\end{equation*}
$$

The functional associated to 6.39 is

$$
\Psi(u)=\frac{1}{2}\langle u, u\rangle-\int G(x, u), \quad G(x, s)=\int_{0}^{s} g(x, \xi) d \xi
$$

which is also $C^{1}$, it satisfies $(P S)$ and it has the same critical points as the original functional $\Phi$. Now we show that for such a functional, condition (i) of Proposition 6.15 holds. Indeed, let $u \in C$ and let $v=\left(I-\Psi^{\prime}\right) u$. This means

$$
\langle v, \psi\rangle=\langle u, \psi\rangle-\langle u, \psi\rangle+\int g(x, u) \psi
$$

for all $\psi \in H_{0}^{1}$. Then

$$
\left\langle v-w_{t}, \psi\right\rangle \geq \int\left[g(x, u)-g\left(x, w_{t}\right)\right] \psi, \quad \forall \psi \in H_{0}^{1}, \quad \psi \geq 0
$$

and we obtain $v \geq w_{t}$ using the weak maximum principle. Similarly $v \leq W_{t}$. Now we apply Proposition 6.15 and get a critical point $u_{0}$ of $\Phi$. However the proposition insures only that $u_{0}$ is a minimum of $\Phi$ restricted to $C$. To apply Proposition 5.11] in order to obtain a second solution, we should now prove that $u_{0}$ is indeed a local minimum. [This is not trivial since $C$ has empty interior in $H_{0}^{1}$ ]. Observe that $u_{0} \in H_{0}^{1}$
is a solution (6.31). It follows then from the $L^{p}$ regularity theory of elliptic equations that $u_{0} \in C^{2, \alpha}(\bar{\Omega})$. This proved by a standard bootstrap argument. Suppose now that $u_{0}$ is not a local minimum of $\Phi$. This means that for every $\epsilon>0$ there exists $u_{\epsilon} \in B_{\epsilon} \equiv \overline{B_{\epsilon}\left(u_{0}\right)}$ such that $\Psi\left(u_{\epsilon}\right)<\Psi\left(u_{0}\right)$. Now consider the functional $\Phi$ restricted to $B_{\epsilon}$ and use Theorem 3.1] there exists $v_{\epsilon} \in B_{\epsilon}$ and $\lambda_{\epsilon} \leq 0$ such that

$$
\begin{gather*}
\Psi\left(v_{\epsilon}\right)=\operatorname{Inf}_{B_{\epsilon}} \Psi \leq \Psi\left(u_{\epsilon}\right)<\Psi\left(u_{0}\right)  \tag{6.40}\\
\Psi^{\prime}\left(v_{\epsilon}\right)=\lambda_{\epsilon}\left(v_{\epsilon}-u_{0}\right) . \tag{6.41}
\end{gather*}
$$

Using again a bootstrap argument as above we conclude that $v_{\epsilon} \in$ $C^{2, \alpha}(\bar{\Omega})$. (6.41) means

$$
\begin{equation*}
\left\langle v_{\epsilon}, \psi\right\rangle-\int g\left(x, v_{\epsilon}\right) \psi=\lambda_{\epsilon}\left\langle v_{\epsilon}-u_{0}, \psi\right\rangle, \quad \forall \psi \in H_{0}^{1} . \tag{6.42}
\end{equation*}
$$

Clearly $v_{\epsilon} \rightarrow u_{0}$ in $H_{0}^{1}$ as $\epsilon \rightarrow 0$. We have seen that $u_{0}$ and the $v_{\epsilon}$ 's are $C^{2, \alpha}$ functions. Now we show that $v_{\epsilon} \rightarrow u_{0}$ in the norm of $C^{1, \alpha}(\bar{\Omega})$. From (6.42) we obtain

$$
\begin{equation*}
\left(1-\lambda_{\epsilon}\right)\left\langle v_{\epsilon}-u_{0}, \psi\right\rangle=\int\left[g\left(x, v_{\epsilon}\right)-g\left(x, u_{0}\right)\right] \psi \quad \forall \psi \in H_{0}^{1} . \tag{6.43}
\end{equation*}
$$

Again a bootstrap in the equation (6.43) gives the claimed convergence. On the other hand, it follows from Lemma 6.12 that $w_{t}<u_{0}$ in $\Omega$ and $\frac{\partial w_{t}}{\partial v}>\frac{\partial u_{0}}{\partial v}$ in $\partial \Omega$. Therefore by the above convergence we have similar inequalities for $v_{\epsilon}$ in place of $u_{0}$. A similar argument with $W_{t}$. Thus $v_{\epsilon} \in C$ and we have a contradiction!

Final Remark. As said before, problems of the Ambrosetti-Prodi have been extensively studied in the literature. A direction not touched in these notes is the question of obtain more than two solutions. A remarkable progress has been made by H. Hofer and S. Solimini through a delicate analysis of the nature of the critical points.

## Chapter 7

## Support Points and Suport Functionals

Introduction. Let $X$ be a Banach space and $C$ a closed convex subset of $X$. We always assume that $C \neq X$ and $C \neq \emptyset$. A point $x_{0} \in C$ is said to be a support point if there exists a bounded linear functional $f \in X^{*}$ such that $f\left(x_{0}\right)=\operatorname{Sup}_{C} f$. A given functional $f \in X^{*}$ is said to be a support functional if there exists $x_{0} \in C$ such that $f\left(x_{0}\right)=\operatorname{Sup}_{C} f$. We always assume that $f \neq 0$. The terminology "support" comes from the geometric fact that the hyperplane $H$ determined by $f$, where $H=\{x \in$ $\left.X: f(x)=f\left(x_{0}\right)\right\}$, touches $C$ at $x_{0}$ and leaves $C$ in one of half spaces determined by $H$. Two basic questions will be studied in this chapter.

Problem 1. Given $C$ a closed convex subset of $X$. Are all points in the boundary $\partial C$ of $x$ support points? If not, how large is the set of support points?

Problem 2. Given $C$ a closed convex subset of $X$. Are all functionals $f \in X^{*}$ support functionals? If not, how large is the set of support functionals of a given $C$ ?

## Six Remarks and Examples.

(1) Of course the above questions make sense if $f$ is bounded on $C$,
i.e., there exists $M \in \mathbb{R}$ such that $f(x) \leq M$ for all $x \in C$. This will be achieved in particular if $C$ is bounded. In many cases studied here we assume that $C$ is a closed bounded convex subset of $X$.
(2) Given $f$ and $C$, it is not true in general that $f$ supports $C$ at some point. For example:

$$
C=\left\{(x, y) \in \mathbb{R}^{2}: x>0, y>0 \text { and } x y \geq 1\right\} \text { and } f(x, y)=-y
$$

However if $C$ is a closed convex bounded subset of $\mathbb{R}^{N}$ (or more generally of a reflexive Banach space $X$ ) then any continuous linear functional $f$ supports $C$. This follows readily from Theorem 1.1 $C$ is weakly compact and $-f$ is weakly continuous.
(3) The previous result is false in general if $X$ is not reflexive. Example: Let $X$ be the Banach space of all continuous functions $x:[0,1] \rightarrow \mathbb{R}$ with $x(0)=x(1)=0$ and the norm $\|x\|_{\infty}=$ $\operatorname{Max}\{|x(t)|: t \in[0,1]\}$. Consider the continuous linear functional $f(x)=\int_{0}^{1} x(t) d t$ and let $C$ be unit closed ball in $X:\{x \in X:$ $\left.\|x\|_{\infty} \leq 1\right\}$. Clearly $f$ does not support $C$. However see Theorem 7.2 below.
(4) Let $C$ be a closed bounded convex subset of a Banach space and let $x_{0} \in \partial C$. It is not true in general that there exists a functional $f$ supporting $C$ at $x_{0}$. Example: let

$$
C=\left\{\xi \in \ell^{2}: \xi_{j} \geq 0, \quad\|\xi\|^{2}=\sum_{j=1}^{\infty} \xi_{j}^{2} \leq 1\right\}
$$

We claim first that $C=\partial C$. Indeed, given $\xi \in C$ and $\epsilon>0$, let $n_{0}$ be chosen such that $\left|\xi_{n_{0}}\right|<\epsilon / 2$. The point

$$
\widetilde{\xi}=\left(\xi_{1}, \ldots, \xi_{n_{0}-1},-\epsilon / 2, \xi_{n_{0}+1}, \ldots\right) \notin C
$$

and

$$
\|\xi-\widetilde{\xi}\|=\left|\xi_{n_{0}}+\frac{\epsilon}{2}\right|<\epsilon
$$

Next we show that the points $\hat{\xi} \in C$, with $\hat{\xi}_{j}>0$ and $\|\hat{\xi}\|<1$, are not support points. Indeed, fix one such $\hat{\xi}$ and suppose that there exists a functional $f$ such that $\operatorname{Sup}_{C} f=f(\hat{\xi})$. Since $0 \in C$ it follows that $0 \leq f(\hat{\xi})$. Also there exists a $t>1$ such that $t \hat{\xi} \in C$. So $f(t \hat{\xi}) \leq f(\hat{\xi})$, which then implies that $f(\hat{\xi})=0$. By the Riesz representation theorem let $f=\left(\eta_{1}, \eta_{2}, \ldots\right) \in \ell^{2}$. So we have

$$
\sum_{j+1}^{\infty} \eta_{j} \hat{\xi}_{j}=0,
$$

which implies that there exists a $j_{0}$ such that $\eta_{j_{0}}>0$. Since the point $e_{j_{0}}=(0, \ldots, 0,1,0, \ldots) \in C$, [here 1 is in the $j_{0}^{\text {th }}$ component and 0 in the remaining ones] and $f\left(e_{j_{0}}\right)=\eta_{j_{0}}>0$ contradicting the fact proved above that $\operatorname{Sup}_{C} f=0$.
(5) However if the closed bounded convex set $C$ has an interior, then all points on the boundary $\partial C$ are support points. This is an immediate consequence of the Hahn Banach theorem: given any $x_{0} \in \partial C$ there exists a functional $f \in X^{*}$ which separates $x_{0}$ and Int $C$. As we saw in the example in 4 above, if the interior of $C$ is empty then there are points in $C(=\partial C)$ which are not support points. However, see Theorem 7.1 which then provides a satisfactory answer to Problem 1
(6) For Problem 2 the example in (3) above provides a negative answer to the first question. The second question in answered in Theorem 7.2

Theorem 7.1 (Bishop-Phelps [12]). Let C be a closed convex subset of a Banach space. Then the set of support points of $C$ are dense in $\partial C$.

Theorem 7.2 (Bishop-Phelps [12]). Let C be a closed bounded convex subset of a Banach space $X$. Then the set of continuous linear functionals which support $C$ is dense in $X^{*}$.

The proof of Theorem 7.1 relies on Theorem 7.4 which will follow from the result below, whose proof uses the Ekeland Variational Principle.

Theorem 7.3 (The Drop Theorem, Danes̆ [30]). Let $S$ be a closed subset of Banach space $X$. Let $y \in X \backslash S$ and $R=\operatorname{dist}(y, S)$. Let $r$ and $\rho$ be prositive real numbers such that $0<r<R<\rho$. Then there exists $x_{0} \in S$ such that

$$
\begin{equation*}
\left\|y-x_{0}\right\| \leq \rho \quad \text { and } \quad D\left(y, r ; x_{0}\right) \cap S=\left\{x_{0}\right\} \tag{7.1}
\end{equation*}
$$

where $D\left(y, r ; x_{0}\right)=\operatorname{co}\left(\bar{B}_{r}(y) \cup\left\{x_{0}\right\}\right)$. [This set is called a "drop", in view of its evocative geometry].
Remark. By definition $\operatorname{dist}(y, S)=\operatorname{Inf}\{\|y-x\|: x \in S\}$. If $X$ is reflexive this infimum is achieved, but in general this is not so. The notation "co" above means the convex hull. And $\bar{B}_{r}(y)=\{x \in X:\|x-y\| \leq r\}$.
64 Proof of Theorem 7.3 By a translation we may assume that $y=0$. Let $F=\bar{B}_{\rho}(0) \cap S$ which is a closed subset of $X$, and consequently a complete metrix space with a distance induced naturally by the norm of $X$. Define the following functional $\Phi: F \rightarrow \mathbb{R}$ by

$$
\Phi(x)=\frac{\rho+r}{R-r}\|x\| .
$$

By the Ekeland Variational Principle, given $\epsilon=1$ there exists $x_{0} \in F$ such that

$$
\begin{equation*}
\Phi\left(x_{0}\right)<\Phi(x)+\left\|x-x_{0}\right\| . \tag{7.2}
\end{equation*}
$$

Such an $x_{0}$ satisfies the first requirement of (7.1) and now we claim that $\left\{x_{0}\right\}=D\left(0, r ; x_{0}\right) \cap S$. Suppose by contradiction that there is another point $x \neq x_{0}$ in this intersection. So

$$
\begin{equation*}
x \in S \quad \text { and } \quad x=(1-t) x_{0}+t v \tag{7.3}
\end{equation*}
$$

for some $v \in \bar{B}_{r}(0)$ and $0 \leq t \leq 1$.
Clearly $0<t<1$. From (7.3): $\|x\| \leq(1-t)\left\|x_{0}\right\|+t\|v\|$, which gives

$$
\begin{equation*}
t(R-r) \leq t\left(\left\|x_{0}\right\|-\|v\|\right) \leq\left\|x_{0}\right\|-\|x\| \tag{7.4}
\end{equation*}
$$

If follows from (7.2) and (7.3) that

$$
\frac{\rho+r}{R-r}\left\|x_{0}\right\|<\frac{\rho+r}{R-r}\|x\|+\left\|x-x_{0}\right\|=\frac{\rho+r}{R-r}\|x\|+t\left\|x_{0}-v\right\| .
$$

Using (7.4) to estimate $t$ in the above inequality and estimating $\| x_{0}-$ $v \| \leq \rho+r$, we obtain $\left\|x_{0}\right\|<\|x\|+\left(\left\|x_{0}\right\|-\|x\|\right)$, which is impossible!

Remark. The above theorem is due to Danes, who gave in [30] a proof, different from the above one, using the following result of Krasnoselskii and Zabreiko [55]: "Let $X$ be a Banach space and let $x$ and $y$ be given points in $X$ such that $0<r<\rho<\|x-y\|$. Then

$$
\operatorname{diam}\left[D(x, r ; y) \backslash B_{\rho}(x)\right] \leq \frac{2[\|x-y\|+r]}{\|x-y\|-r}(\|x-y\|-\rho)^{\prime \prime}
$$

The above proof is essentially the one in Brøndsted [17]. Relations between the Drop Theorem and the Ekeland Variational Principle have been pointed out by several people, Brezis and Browder [16], Danes̆ [31], Penot [61].

Theorem 7.4 (Browder [20]). Let $S$ be a closed subset of a Banach
space $X$. Let $\epsilon>0$ and $z \in \partial S$. Then there exist $\delta>0$, a convex closed cone $K$ with non-empty interior and $x_{0} \in S$ such that

$$
\begin{equation*}
\left\|x_{0}-z\right\|<\epsilon \quad \text { and } \quad S \cap\left(x_{0}+K\right) \cap B_{\delta}\left(x_{0}\right)=\left\{x_{0}\right\} . \tag{7.5}
\end{equation*}
$$

Remark. For the sake of geometric images, the above theorem means that: "a closed set $S$ satisfies a local (exterior) cone condition on a dense set of $\partial S "$.

Proof of Theorem 7.4. Chose $y \notin S$ such that $\|z-y\| \leq \epsilon / 3$. Then $R \equiv \operatorname{dist}(y, S) \leq \epsilon / 3$. Take $\rho=\epsilon / 2$ and choose $r<R$. By the Drop Theorem, there exists $x_{0} \in S$ such that

$$
\begin{equation*}
\left\|x_{0}-y\right\| \leq \epsilon / 2 \quad \text { and } \quad D\left(y, r ; x_{0}\right) \cap S=\left\{x_{0}\right\} \tag{7.6}
\end{equation*}
$$

Since $\left\|x_{0}-z\right\| \leq\left\|x_{0}-y\right\|+\|y-z\| \leq \epsilon / 2+\epsilon / 3$, the first assertion in (7.5) follows. For the second one take $\delta<\left\|x_{0}-y\right\|-r$. It suffices to prove that the points

$$
\begin{equation*}
x=x_{0}+t\left(v-x_{0}\right) \quad \text { with } \quad t \geq 0, \quad v \in \bar{B}_{r}(y), \quad\left\|x-x_{0}\right\|<\delta \tag{7.7}
\end{equation*}
$$

are in the drop $D\left(y, r ; x_{0}\right)$. Then we would take the cone $K$ as the set of halflines with end point at 0 and passing through the points of the ball $\bar{B}_{r}\left(y-x_{0}\right)$, i.e.

$$
K=\left\{u \in X: u=t\left(v-x_{0}\right), \quad t \geq 0 \quad v \in \bar{B}_{r}(y)\right\}
$$

So $K+x_{0}=\left\{x_{0}+t\left(v-x_{0}\right): t \geq 0, v \in \bar{B}_{r}(y)\right\}$ as in 7.7). To prove the above claim, all we have to do is to show that the $t$ 's in (7.7) have to be $\leq 1$, and so the $x$ in (7.7) is indeed a point in the drop $D\left(y, r ; x_{0}\right)$. We rewrite $x$

$$
x=x_{0}+t\left(y-x_{0}\right)+t(v-y) \Rightarrow t\left(y-x_{0}\right)+t(v-y)=x-x_{0}
$$

Estimating we obtain $t\left\|y-x_{0}\right\|-t\|v-y\| \leq\left\|x-x_{0}\right\|<\delta$ or

$$
t\left(\left\|y-x_{0}\right\|-r\right)<\delta<\left\|x_{0}-y\right\|-r \Rightarrow t<1
$$

Proof of Theorem 7.1. Let $z \in \partial C$ and $\epsilon>0$ be given. By Theorem 7.4 there exists $x_{0} \in \partial C, K$ and $\delta>0$ such that

$$
\begin{equation*}
C \cap\left(x_{0}+K\right) \cap B_{\delta}\left(x_{0}\right)=\left\{x_{0}\right\}, \quad\left\|x_{0}-z\right\|<\epsilon \tag{7.8}
\end{equation*}
$$

Now we claim that in fact $C \cap\left(x_{0}+K\right)=\left\{x_{0}\right\}$. Otherwise let $x \neq x_{0}$ with $x \in C \cap\left(x_{0}+K\right)$; then $\bar{x}=x_{0}+t\left(x-x_{0}\right)$ for small to $t>0$ is $\neq 0$ and belongs to $C \cap\left(x_{0}+x\right) \cap B_{\delta}\left(x_{0}\right)$, contradicting (7.8). Next, based in the assertion just proved we see that $C$ and $U=\operatorname{Int}\left(K+x_{0}\right)$ are disjoint. By the Hahn Banach theorem there exists a continuous linear functional $f \in X^{*}$ such that $\operatorname{Sup}_{C} f \leq \operatorname{Inf}_{u \in U} f(u)$. So $\operatorname{Sup}_{C} f \leq f\left(x_{0}\right)$, and indeed there is equality because $x_{0} \in C$.

To prove Theorem7.2 we will use two lemmas due to Phelps [62].
Lemma 7.5. Let $S$ be a closed subset of a Banach space X. Let $f \in X^{*}$ be such that $\|f\|_{X^{*}}=1$ and $\operatorname{Sup}_{S} f<\infty$, and let $0<k<1$. Then the set $K$ defined below is a closed convex cone

$$
\begin{equation*}
K=\{x \in X: k\|x\| \leq f(x)\} \tag{7.9}
\end{equation*}
$$

Moreover, for all $z \in S$ there exists $x_{0} \in S$ such that

$$
\begin{equation*}
x_{0} \in z+K \quad S \cap\left(x_{0}+K\right)=\left\{x_{0}\right\} . \tag{7.10}
\end{equation*}
$$

Proof. The verification that $K$ is a non-empty closed convex cone is straightforward. To prove the second assertion let $F=(z+K) \cap S$ and
consider the functional $\Phi: F \rightarrow \mathbb{R}$ defined as $\Phi=-\left.f\right|_{F}$. Take $\epsilon<k$ and use the Ekeland Variational Principle: there exists $x_{0} \in F$ such that

$$
\begin{equation*}
-f\left(x_{0}\right)<-f(x)+\epsilon\left\|x_{0}-x\right\|, \quad \forall x \in F, \quad x \neq x_{0} \tag{7.11}
\end{equation*}
$$

Let $y \in S \cap\left(x_{0}+K\right)$. First we claim that $y \in F$; indeed, since $y-x_{0} \in K$ and $x_{0}-z \in K$ it follows that $y-z \in K$. Next we show that $y=x_{0}$. Otherwise, from (7.11

$$
\begin{equation*}
-f\left(x_{0}\right)<-f(y)+\epsilon\left\|y-x_{0}\right\| \tag{7.12}
\end{equation*}
$$

Since $y-x_{0} \in K$ we have $k\left\|y-x_{0}\right\| \leq f\left(y-x_{0}\right)$. This together with (7.12) gives a contradiction.

Lemma 7.6. Let $C$ be a closed convex subset of a Banach space X. Let $f \in X^{*},\|f\|_{X^{*}}=1$ and $0<k<1$. Let $K$ be as in (7.9). Suppose that $x_{0} \in C$ is such that

$$
\begin{equation*}
C \cap\left(x_{0}+K\right)=\left\{x_{0}\right\} . \tag{7.13}
\end{equation*}
$$

Then there exists $0 \neq g \in X^{*}$ such that

$$
\begin{equation*}
\operatorname{Sup}_{C} g=g\left(x_{0}\right) \quad\|g-f\|_{X^{*}} \leq k \tag{7.14}
\end{equation*}
$$

Proof. Consider the functional $\Phi: X \rightarrow \mathbb{R}$ defined by

$$
\Phi(x)=k\|x\|-f(x)
$$

Clearly $\Phi$ is continuous and convex. Now apply the Hahn-Banach theorem to separate the sets:

$$
\begin{gathered}
C_{1}=\{(x, r) \in X \times \mathbb{R}: \Phi(x)<r\} \\
C_{2}=\left\{(x, r) \in X \times \mathbb{R}: x \in C-x_{0}, r=0\right\}
\end{gathered}
$$

$C_{1}$ is the interior of the epigraph, epi $\Phi$, which is open and convex. $C_{2}$ is convex and closed. $C_{1} \cap C_{2}=\emptyset$; otherwise there exists $x \in C-x_{0}$ such that $\Phi(x)<0$, i.e. $x \in K$. So $x+x_{0} \in C$ and $x+x_{0} \in x_{0}+K$. Using
(7.13) we obtain $x=0$. But this is impossible since $(0,0) \notin C_{1}$. Then by the Hahn Banach theorem there exists $F \in(X \times \mathbb{R})^{*}$ such that

$$
\begin{equation*}
\operatorname{Sup}_{C_{2}} F \leq \operatorname{Inf}_{C_{1}} F \tag{7.15}
\end{equation*}
$$

Observe that corresponding to $F$ there are (unique) $g \in X^{*}$ and $t \in \mathbb{R}$ such that $F(x, r)=g(x)+t r$ for all $(x, r) \in X \times \mathbb{R}$. Since $(0,0) \in C_{2} \cap \bar{C}_{1}$ it follows that the Sup and the Inf in 7.15 are both equal to 0 . Since for all $x \in X,(x, \Phi(x)) \in \bar{C}_{1}$ we see that

$$
\begin{equation*}
g(x)+t \Phi(x) \geq 0 \tag{7.16}
\end{equation*}
$$

This shows that $t$ cannot be equal to 0 , [otherwise $g=0$ and so $F=0]$. The point $(0,1) \in C_{1}$. So $0 \leq F(0,1)=t$. Thus $t>0$, and without loss of generality we may assume $t=1$. If follows from 7.16 that $g(x)+k\|x\|-f(x) \geq 0$ for all $x \in \mathbb{R}$, and this gives the second assertion in 7.14). Now for $x \in C$, it follows that $\left(x-x_{0}, 0\right) \in C_{2}$ and so $g\left(x-x_{0}\right) \leq 0$ which gives the first assertion in (7.14).

Proof of Theorem 7.2 Given $0 \neq \hat{f} \in X^{*}$ and $\epsilon>0$, let $f \equiv \hat{f} /\|\hat{f}\|_{X^{*}}$ and $K$ as defined in (7.9) with $k=\epsilon /\|\hat{f}\|_{X^{*}}$. Choose a $z \in C$. Then by Lemma 7.5 there exists $x_{0} \in C$ such that $S \cap\left(x_{0}+K\right)=\left\{x_{0}\right\}$. Now by Lemma 7.6 there exists $0 \neq g \in X^{*}$ such that $\|g-f\|_{X^{*}} \leq k$ and $g$ supports $C$. Denote by $\hat{g}=\|\hat{f}\|_{X^{*} g}$. Then $\|\hat{g}-\hat{f}\| \leq \epsilon$ and $\hat{g}$ supports $C$. Since the previous inequality is true for any $0<\epsilon<\|\hat{f}\|_{X^{*}}$ the density follows.

## Chapter 8

## Convex Lower Semicontinuous Functionals

Introduction. In Chapter 5 we introduced the concept of subdifferential of a convex lower semicontinuous function $\Phi$. We observed that $\operatorname{dom} \partial \Phi \subset \operatorname{dom} \Phi$. Here we prove a result of Brøndsted and Rockafellar [18] which show that dom $\partial \Phi$ is dense in dom $\Phi$. The main ingredients in the proof are the Ekeland Variational Principle again and a calculus of subdifferentials. The proof here follows Aubin-Ekeland [6] and differs from the original one and also from that in Ekeland-Temam [36].

Proposition 8.1. Let $\Phi, \Psi: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be two convex lower semicontinuous functionals defined in a Banach space $X$ and such that $\Phi \equiv+\infty$ and $\Psi \equiv+\infty$. Then

$$
\begin{array}{cl}
\partial(t \Phi)(x)=t \partial \Phi(x), \quad \forall t>0 & \forall x \in X \\
\partial(\Phi+\Psi)(x) \subset \partial \Phi(x)+\partial \Psi(x) & \forall x \in X \tag{8.2}
\end{array}
$$

Moreover if there is $\bar{x} \in \operatorname{dom} \Phi \cap \operatorname{dom} \Psi$ where one of the functionals is continuous then there is equality in (8.2).

Proof. 8.1) and (8.2) are straightforward. The last assertion is proved using the Hahn Banach theorem; see the details in Ekeland-Temam [36].

Subdifferential and Differentiability. The reader has surely observed that these two notions are akin. Indeed, subdifferentials were introduced to go through situations when one does not have a differential. This was precisely what occurred in Chapter [5] We have the following result

Proposition 8.2. Let $\Phi: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be a convex lower semicontinuous function. Suppose that $\Phi$ is Goteaux differentiable at a point $x_{0} \in \operatorname{dom} \Phi$, i.e., there exists an element of $X^{*}$, denoted by $D \Phi\left(x_{0}\right)$, such that

$$
\begin{equation*}
\Phi\left(x_{0}+t v\right)=\Phi\left(x_{0}\right)+t\left\langle D \Phi\left(x_{0}\right), v\right\rangle+o(t), \quad \forall v \in X \tag{8.3}
\end{equation*}
$$

[The above expression is to hold for small $t$; how small is $t$ depends on $v]$.

Then

$$
\begin{equation*}
x_{0} \in \operatorname{dom} \partial \Phi \quad \text { and } \quad D \Phi\left(x_{0}\right) \in \partial \Phi\left(x_{0}\right) \tag{8.4}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\partial \Phi\left(x_{0}\right)=D \Phi\left(x_{0}\right) \tag{8.5}
\end{equation*}
$$

Proof. To prove (8.4) we have to show that

$$
\begin{equation*}
\Phi(y) \geq \Phi\left(x_{0}\right)+\left\langle D \Phi\left(x_{0}\right), y-x_{0}\right\rangle, \quad \forall y \in X \tag{8.6}
\end{equation*}
$$

It $\Phi(y)=+\infty$ there is nothing to do. Assume that $y \in \operatorname{dom} \Phi$. So the whole segment connecting $x_{0}$ to $y$ is in dom $\Phi$, and we have

$$
\Phi\left(x_{0}+t\left(y-x_{0}\right)\right) \leq(1-t) \Phi\left(x_{0}\right)+t \Phi(y)
$$

Using (8.3) we get, for small $t$ :

$$
\Phi\left(x_{0}\right)+t\left\langle D \Phi\left(x_{0}\right), y-x_{0}\right\rangle+o(t) \leq(1-t) \Phi\left(x_{0}\right)+t \Phi(y)
$$

which implies (8.4 readily. Next, let us suppose that $\bar{\mu} \in \partial \Phi\left(x_{0}\right)$ :

$$
\begin{equation*}
\Phi(y) \geq \Phi\left(x_{0}\right)+\left\langle\bar{\mu}, y-x_{0}\right\rangle \quad y \in X \tag{8.7}
\end{equation*}
$$

Now given $v \in X$ we know by assumption (8.3) that $x_{0}+t v$, for small $t$, is in dom $\Phi$. So from (8.7)

$$
\Phi\left(x_{0}+t v\right)-\Phi\left(x_{0}\right) \geq t\langle\bar{\mu}, v\rangle
$$

Assuming $t>0$, dividing through by $t$ and passing to the limit we obtain $\left\langle D \Phi\left(x_{0}\right), v\right\rangle \geq\langle\bar{\mu}, v\rangle$ for all $v \in X$, which implies $\bar{\mu}=D \Phi\left(x_{0}\right)$.

Theorem 8.3 (Brøndsted-Rockafellar [18]). Let X be a Banach space and $\Phi: X \rightarrow \mathbb{R} \cup\{+\infty\}$ a convex lower semicontinuous function, such that $\Phi \equiv+\infty$. Then dom $\partial \Phi$ is dense in dom $\Phi$. More precisely, for any $\mathbf{7 0}$ $\bar{x} \in \operatorname{dom} \Phi$, there exists a sequence $\left(x_{k}\right)$ in $X$ such that

$$
\begin{gather*}
\left\|x_{k}-\bar{x}\right\| \leq 1 / k  \tag{8.8}\\
\Phi\left(x_{k}\right) \rightarrow \Phi(\bar{x})  \tag{8.9}\\
\partial \Phi\left(x_{k}\right) \neq \emptyset \quad \text { for all } \quad k . \tag{8.10}
\end{gather*}
$$

Proof. The set

$$
E=\{(x, a) \in X \times \mathbb{R}: \Phi(x) \leq a\}
$$

[called the epigraph of $\Phi$ ] is closed and convex. (Prove!) Since $E \neq X$ we can take $\left(x_{0}, a_{0}\right) \notin E$ and use Hahn Banach theorem: there exists $\mu \in X^{*}$ and $\alpha \in \mathbb{R}$ such that

$$
\begin{equation*}
\Psi(x) \equiv \Phi(x)-\langle\mu, x\rangle-\alpha>0 \quad \text { for all } \quad x \in X \tag{8.11}
\end{equation*}
$$

[there is a small step to get 8.11] from Hahn-Banach; see a similar situation in the proof of Proposition 5.4. Now let us apply Theorem 4.2 to $\Psi$ with $\epsilon / 2=\Psi(\bar{x})-\operatorname{Inf}_{X} \Psi$. So for each $\lambda=1 / k, k \in \mathbb{N}$, we obtain $x_{k}$ such that 8.8 holds, and moreover

$$
\begin{gather*}
\Psi\left(x_{k}\right) \leq \Psi(\bar{x})  \tag{8.12}\\
\Psi\left(x_{k}\right)<\Psi(x)+\epsilon k\left\|x_{k}-x\right\| \quad \forall x \neq x_{k} . \tag{8.13}
\end{gather*}
$$

Next consider the functional $\Theta: X \rightarrow \mathbb{R} \cup\{+\infty\}$ defined by

$$
\Theta(x)=\Psi(x)+\epsilon k\left\|x-x_{k}\right\|
$$

which is convex and lower semicontinuous. From (8.13) it follows that $x_{k}$ is the (unique) global minimum of $\Theta$. So $0 \in \partial \Theta\left(x_{k}\right)$. Let $\Gamma: X \rightarrow \mathbb{R}$ be the convex lower semicontinuous functional defined by $\Gamma(x)=\| x-$ $x_{k} \|$. By 8.1 it follows that there are $z^{*} \in \partial \Psi\left(x_{k}\right)$ and $w^{*} \in \partial \Gamma\left(x_{k}\right)$ such that $0=z^{*}+\epsilon k w^{*}$. Using Proposition 8.1 once more and Proposition 8.2 we see that there exists $x^{*} \in \partial \Phi\left(x_{k}\right)$ such that $z^{*}=x^{*}-\mu$, proving (8.10). To prove (8.9) we rewrite 8.12 in terms of $\Phi$ :

$$
\begin{equation*}
\Phi\left(x_{k}\right) \leq \Phi(\bar{x})+\left\langle\mu, x_{k}-\bar{x}\right\rangle . \tag{8.14}
\end{equation*}
$$

Using 8.8 and 8.14 we have $\lim \sup \Phi\left(x_{k}\right) \leq \Phi(\bar{x})$. On the other hand, since $\Phi$ is weakly lower semicontinuous we obtain $\Phi(\bar{x}) \leq$ $\lim \inf \Phi\left(x_{k}\right)$. There two last inequalities prove (8.12).

71 The Duality Mapping. Let $X$ be a Banach space. In the theory of monotone operators $T: X \rightarrow 2^{X^{*}}$ a very important role is played by the so-called duality mapping. It essentially does in Banach space the job done by the identity in Hilbert spaces. The duality mapping $J: X \rightarrow 2^{X^{*}}$ is defined for each $x \in X$ by $J 0=0$ and

$$
\begin{equation*}
J x=\left\{\mu \in X^{*}:\langle\mu, x\rangle=\|x\|^{2},\|\mu\|=\|x\|\right\}, \quad \text { for } \quad x \neq 0, \tag{8.15}
\end{equation*}
$$

where we use the same notation for norms in both $X$ and $X^{*}$. Expression (8.15) is equivalent to.

$$
J x=\left\{\mu \in X^{*}:\langle\mu, x\rangle \geq\|x\|^{2},\|\mu\| \leq\|x\|\right\} .
$$

We can show directly from the definition, using Hahn-Banach, that $J x$ is a non-empty $w^{*}$-closed convex subset of $X^{*}$, for each $x \in X$. However, we will prove that and much more using the results on subdifferentials proved in Chapter [5] after we prove the following proposition.

Proposition 8.4. Let $X$ be a Banach space, and $\Phi: X \rightarrow \mathbb{R}$ the functional defined by $\Phi(x)=\frac{1}{2}\|x\|^{2}$. Then

$$
\begin{equation*}
\partial \Phi=J . \tag{8.16}
\end{equation*}
$$

Remark. A study of generalized duality mappings can be found in Browder [23].

Proof. Let $\mu \in \partial \Phi(x)$. It suffices to consider $x \neq 0$, since $\partial \Phi(0)=0$ and $J 0=0$. Then

$$
\begin{equation*}
\frac{1}{2}\|y\|^{2} \geq \frac{1}{2}\|x\|^{2}+\langle\mu, y-x\rangle \quad \forall \in X \tag{8.17}
\end{equation*}
$$

Let $t>0$ and $v \in X$ be arbitrary, and replace in 8.17 y be $x+t v$ :

$$
t\langle\mu, v\rangle \leq \frac{1}{2}\|x+t v\|^{2}-\frac{1}{2}\|x\|^{2} \leq t\|x\|\|v\|+\frac{1}{2} t^{2}\|v\|^{2} .
$$

Dividing through by $t$ and passing to the limit

$$
\langle\mu, v\rangle \leq\|x\|\|v\| \quad \forall v \in X .
$$

This implies $\|\mu\| \leq\|x\|$. On the other hand, let $y=t x$ in (8.17):

$$
\begin{equation*}
\frac{1}{2}\left(t^{2}-1\right)\|x\|^{2} \geq(t-1)\langle\mu, x\rangle \tag{8.18}
\end{equation*}
$$

For $0<t<1$ we obtain from (8.18) $\frac{1}{2}(t+1)\|x\|^{2} \leq\langle\mu, x\rangle$. Letting $t \rightarrow 1$ we have $\langle\mu, x\rangle \geq\|x\|^{2}$, completing the proof that $\mu \in J x$. The other way around, assume now that $\mu \in J x$, and we claim that 8.17) holds. Let us estimate the right side of (8.17) using the properties of $\mu$ :

$$
\langle\mu, y\rangle-\langle\mu, x\rangle+\frac{1}{2}\|x\|^{2} \leq\|x\|\|y\|-\|x\|^{2}+\frac{1}{2}\|x\|^{2},
$$

and clearly the right side of the above inequality is $\leq \frac{1}{2}\|y\|^{2}$.
Remark 1. If $\mu \in J\left(x_{0}\right)$ it follows from the above that $\mu$ supports the ball of radius $\left\|x_{0}\right\|$ around 0 at the point $x_{0}$. Indeed if $\|y\| \leq\left\|x_{0}\right\|$, then $\langle\mu, y\rangle \leq\left\langle\mu, x_{0}\right\rangle$. I.e. $\operatorname{Sup}\left\{\langle\mu, y\rangle:\|y\| \leq\left\|x_{0}\right\|\right\}=\left\langle\mu, x_{0}\right\rangle$.

Conversely, if a functional $\mu$ supports the unit ball at a point $x_{0}$, then $\mu \in J\left(\|\mu\| x_{0}\right)$. Indeed, from

$$
\left\langle\mu, x_{0}\right\rangle=\operatorname{Sup}_{\|y\| \leq 1}\langle\mu, y\rangle
$$

we obtain $\left\langle\mu, x_{0}\right\rangle=\|\mu\|$, which proves the claim.

Remark 2. Let us call $\mathcal{R}(J)=\cup\{J x: x \in X\}$. If $X$ is a reflexive Banach space, the above remark says that $\mathcal{R}(J)=X^{*}$. If $X$ is not reflexive there is a result of R. C. James [49] which says that there are functionals which do not support the unit ball. So for non reflexive Banach spaces $\mathcal{R}(J) \neq X^{*}$. However the Bishop Phelps theorem proved in Chapter 7 says that $\mathcal{R}(J)$ is dense in $X^{*}$, for all Banach spaces.

Gâteaux Differentiability of the Norm. As in the previous section let $\Phi(x)=\frac{1}{2}\|x\|^{2}$. Since $\Phi: X \rightarrow \mathbb{R}$ is continuous and convex we have by Proposition 5.4 that

$$
\begin{equation*}
\lim _{t \downarrow 0} \frac{\Phi(x+t y)-\Phi(x)}{t}=\operatorname{Max}_{\mu \in J_{x}}\langle\mu, y\rangle, \quad t>0 \tag{8.19}
\end{equation*}
$$

It follows from (8.19) that

$$
\begin{equation*}
\lim _{t \uparrow 0} \frac{\Phi(x+t y)-\Phi(x)}{t}=\operatorname{Min}_{\mu \in J x}\langle\mu, y\rangle, \quad t<0 \tag{8.20}
\end{equation*}
$$

The functional $\Phi$ is Gâteaux differentiable if and only if the two limits in 8.19) and (8.20 are equal and in fact there is a continuous linear functional, noted by $D \Phi(x)$ and called the Gâteaux derivative at $x$, such there limits are equal to $\langle D \Phi(x), y\rangle$. So the existence of the Gâteaux derivative of $\Phi$ at a certain point $x$ implies that

$$
\operatorname{Max}_{\mu \in J x}\langle\mu, y\rangle=\operatorname{Min}_{\mu \in J x}\langle\mu, y\rangle \quad \text { for all } \quad y \in Y .
$$

Clearly this implies that $J x$ is a singleton, and $J x=D \Phi(x)$. The converse is clearly true: if $J x$ is singleton then (8.19) and 8.20 imply that $\Phi$ is Gâteaux differentiable at $x$ and $D \Phi(x)=J x$. So we have proved.

Proposition 8.5. Let $X$ be a Banach space. $\Phi(x)=\frac{1}{2}\|x\|^{2}$ is Gâteaux differentiable at a point $x$ if and only if $J x$ is a singleton. Moreover $J x=$ $D \Phi(x)$. In particular, the duality mapping is singlevalued, $J: X \rightarrow X^{*}$, if and only if $\Phi(x)=\frac{1}{2}\|x\|^{2}$ is Gâteaux differentiable at all points $x \in X$.

Remark 1. Which geometric properties of the Banach space $X$ give a singlevaled duality mapping? For the definitions below let $B_{1}=\{x \in X$ :
$\|x\| \leq 1\}$ and $\partial B_{1}=\{x \in X:\|x\|=1\}$. In the terminology introduced in Chapter 7 we see from the Hahn Banach theorem that all points of $\partial B_{1}$ are support points, i.e. given $x \in \partial B_{1}$ there exists a functional $\mu \in X^{*}$ such that

$$
\operatorname{Sup}_{B_{1}} \mu=\langle\mu, x\rangle .
$$

In geometric terms we say that the ball $B_{1}$ has a hyperplane of support at each of its boundary points. A Banach space $X$ is said to be strictly convex if given $x_{1}, x_{2} \in \partial B_{1}$, with $x_{1} \neq x_{2}$, then $\left\|t x_{1}+(1-t) x_{2}\right\|<$ 1 for all $0<t<1$. Another way of saying that it is: each hyperplane of support touches $\partial B_{1}$ at a unique point. (Or still $\partial B_{1}$ contains no line segments). A Banach space $X$ is said to be smooth if each point $x \in \partial B_{1}$ possesses only one hyperplane of support. Examples in $\mathbb{R}^{2}$ with different norms: (i) the Euclidean norm $\|x\|^{2}=x_{1}^{2}+x_{2}^{2}$ is both strictly convex and smooth; (ii) the sup norm $\|x\|=\operatorname{Sup}\left\{\left|x_{1}\right|,\left|x_{2}\right|\right\}$ is neither strictly convex non smooth; (iii) the norm whose unit ball is $\left\{\left(x_{1}, x_{2}\right):-1 \leq x_{1} \leq 1, x_{1}^{2}-1 \leq x_{2} \leq 1-x_{1}^{2}\right\}$ is strictly convex but not smooth: (iv) the norm whose unit ball is the union of the three sets next is smooth but not strictly convex:

$$
\left\{\left(x_{1}, x_{2}\right):-1 \leq x_{1}, x_{2} \leq 1\right\},\left\{\left(x_{1}, x_{2}\right): x_{1} \geq 1,\left(x_{1}-1\right)^{2}+x_{2}^{2} \leq 1\right\}
$$

and

$$
\left\{\left(x_{1}, x_{2}\right): x_{1} \leq-1,\left(x_{1}+1\right)^{2}+x_{2}^{2} \leq 1\right\}
$$

Remark 2. With the terminology of the previous remark, Proposition
8.5 states: " $\Phi(x)=\frac{1}{2}\|x\|^{2}$ is Gâteaux differentiable if and if $X$ is smooth". No condition on reflexivity is asked from $X$.

Remark 3. If $X^{*}$ is strictly convex then $J$ is singlevalued. Indeed, for each $x_{0} \in X, J x_{0}$ is a convex subset of the set $\left\{\mu \in X^{*}:\|\mu\|=\left\|x_{0}\right\|\right\}$, which is a singleton in the case when $X^{*}$ is strictly convex. So $X^{*}$ strictly convex implies that $X$ is smooth, in view of Proposition 8.5 and Remark 2]above.

Remark 4. There is a duality between strict convexity and smoothness in finite dimensional Banach spaces: $X$ is strictly convex [resp. smooth]
if and only if $X^{*}$ is smooth [resp. strictly convex]. Such a result does not extend to all Banach spaces, see Beauzamy [8, p. 186] for an example. However this is true for reflexive Banach spaces. This was first proved by S̆mulian [75], and it follows readily from Remark 3 above and Remark [5]below.

Remark 5. $X^{*}$ smooth implies $X$ strictly convex. Indeed suppose that $X$ is not strictly. Then there are $x_{1}, x_{2} \in \partial B_{1}$ such that $\bar{x}=\frac{1}{2}\left(x_{1}+x_{2}\right) \in \partial B_{1}$. $J \bar{x} \in \partial B_{1}^{*}$ where $\partial B_{1}^{*}=\left\{\mu \in X^{*}:\|\mu\|=1\right\}$. We now claim that $x_{1}$ and $x_{2}$ viewed as elements of $X^{* *}$ are two support functionals of $B_{1}^{*}$ at $J \bar{x}$, contradicting the smoothness of $X^{*}$. In fact

$$
\begin{equation*}
1=\langle J \bar{x}, \bar{x}\rangle=\frac{1}{2}\left\langle J \bar{x}, x_{1}\right\rangle+\frac{1}{2}\left\langle J \bar{x}, x_{2}\right\rangle \tag{8.21}
\end{equation*}
$$

implies $\left\langle J \bar{x}, x_{1}\right\rangle=1$ and $\left\langle J \bar{x}, x_{2}\right\rangle=1$, proving the claim.
Frechet Differentiability. We know that a functional $\Phi: X \rightarrow \mathbb{R}$ which is Gâteaux differentiable is not in general Fréchet differentiable. However
Proposition 8.6. Let $X$ be a Banach space, A functional $\Phi: X \rightarrow \mathbb{R}$ is continuously Fréchet differentiable (i.e. $C^{1}$ ) if and only if it is continuously Gâteaux differentiable.
Proof. One of the implications is obvious. Let us assume that $\Phi$ is Gâteaux differentiable in a neighborhood $V$ of point $u_{0} \in X$ and that the mapping $x \in V \mapsto D \Phi(x) \in X^{*}$ is continuous. We claim that $D \Phi\left(u_{0}\right)$ is the Fréchet derivative at $u_{0}$, and, indeed:

$$
\begin{equation*}
\Phi\left(u_{0}+v\right)-\Phi\left(u_{0}\right)-\left\langle D \Phi\left(u_{0}\right), v\right\rangle=o(v) \tag{8.22}
\end{equation*}
$$

The real-valued function $t \in[0,1] \mapsto \Phi\left(u_{0}+t v\right)$ is differentiable for small $v$. So by the mean value theorem $\Phi\left(u_{0}+v\right)-\Phi\left(u_{0}\right)=\left\langle D \Phi\left(u_{0}+\right.\right.$ $\tau v), v\rangle$, which holds for small $v$ and some $\tau \in[0,1]$. So we could estimate the left side of 8.22 by $\left|D \Phi\left(u_{0}+\tau v\right)-D \Phi\left(u_{0}\right)\right|$, and using the continuity of the Gâteaux derivative we finish.

It is clear that a functional $\Phi: X \rightarrow \mathbb{R}$ could be Frechet differentiable without being $C^{1}$. However this is not the case if $\Phi(x)=\frac{1}{2}\|x\|^{2}$.

Proposition 8.7. Let $X$ be a Banach space. If $\Phi(x)=\frac{1}{2}\|x\|^{2}$ is Fréchet differentiable [which implies Gateaux differentiable and $\partial \Phi=J$, where $J$ is singlevalued] then $J: X \rightarrow X^{*}$ is a continuous mapping.

Remark. Without additional assumptions on the Banach space, a singlevalued duality mapping $J: X \rightarrow X^{*}$ is continuous from the strong topology of $X$ to the $w^{*}$-topology of $X^{*}$. For simplicity let us sketch the proof using sequences. Since the $w^{*}$-topology needs not to be metrizable, filters should be used, see Beauzamy [24, p. 177]. Let $x_{n} \rightarrow x$ in $X$. Since $\left\|J x_{n}\right\|_{X^{*}} \leq$ const, there is $\mu \in X^{*}$ such that

$$
J x_{n} \stackrel{w^{*}}{\stackrel{*}{2}} \mu
$$

We claim that $\mu=J x$. First, from $\left\langle J x_{n}, x_{n}\right\rangle=\left\|x_{n}\right\|^{2}$ we conclude $\langle\mu, x\rangle=\|x\|^{2}$. Next given $\epsilon>0$ there exists $u \in X$ with $\|u\|=1$ such that $\|\mu\| \leq\langle\mu, u\rangle+\epsilon$. So $\|\mu\| \leq\left\langle J x_{n}, u\right\rangle+\epsilon \leq\left\|x_{n}\right\|+\epsilon$ for large $n$. Passing to the limit, and since $\epsilon>0$ is arbitrary $\|\mu\| \leq\|x\|$.

Proof of Proposition 8.7 Suppose by contradiction that there is a sequence $x_{n} \rightarrow x$ and $r>0$ such that $\left\|J x_{n}-J x\right\|>2 r$, for all $n$. So for each $n$ there exists $y_{n} \in X,\left\|y_{n}\right\|=1$ such that

$$
\begin{equation*}
\left\langle J x_{n}-J x, y_{n}\right\rangle>2 r . \tag{8.23}
\end{equation*}
$$

Using the Frechet differentiability of $\Phi$ we can find $\delta>0$ such that

$$
\begin{equation*}
|\Phi(x+y)-\Phi(x)-\langle J x, y\rangle| \leq r\|y\| \quad \text { for } \quad\|y\| \leq \delta \tag{8.24}
\end{equation*}
$$

On the other hand we have

$$
\begin{equation*}
\Phi\left(x+\delta y_{n}\right)-\Phi\left(x_{n}\right) \geq\left\langle J x_{n}, x+\delta y_{n}-x_{n}\right\rangle \tag{8.25}
\end{equation*}
$$

Now using (8.24) we estimate

$$
\left\langle J x_{n}-J x, \delta y_{n}\right\rangle \leq \Phi\left(x+\delta y_{n}\right)-\Phi\left(x_{n}\right)+\left\langle J x_{n}, x_{n}-x\right\rangle-\left\langle J x, \delta y_{n}\right\rangle
$$

which is equal to
(8.26) $\Phi\left(x+\delta y_{n}\right)-\Phi(x)-\left\langle J x, \delta y_{n}\right\rangle+\Phi(x)-\Phi\left(x_{n}\right)+\left\langle J x_{n}, x_{n}-x\right\rangle$.

The first three terms in (8.26) we estimate using (8.24). So starting with (8.23) we get

$$
2 r \delta<r \delta+\Phi(x)-\Phi\left(x_{n}\right)+\left\|x_{n}\right\|\left\|x_{n}-x\right\|
$$

which implies that $\Phi\left(x_{n}\right)$ does not converge to $\Phi(x)$. This contradicts the continuity of $\Phi$.

As a consequence of the previous propositions we have the following characterization of Fréchet differentiability of the norm:

Proposition 8.8. Let $X$ be a Banach space. $\Phi(x)=\frac{1}{2}\|x\|^{2}$ is Frechet differentiable if and only if the duality mappings is singlevalued and continuous.

Remark. Which geometric properties of the Banach space $X$ give a continuous singlevalued duality mapping? We start with a condition introduced by Smulian [75]. $X^{*}$ satisfies condition $(S)$ if for each $x \in \partial B_{1}$ we have

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \operatorname{diam} A_{x}(\delta)=0 \tag{8.27}
\end{equation*}
$$

where $A_{x}(\delta)=\left\{\mu \in X^{*}:\langle\mu, x\rangle \geq 1-\delta\right\} \cap B_{1}^{*}$.
Proposition 8.9. Let $X$ be a Banach space. The duality mapping is singlevalued and continuous if and only if $X^{*}$ satisfies $(S)$.

Proof. (i) First assume (S). Suppose that there exists $x \in \partial B_{1}$ such that $J x$ contains $\mu_{1} \neq \mu_{2}$. Clearly $\mu_{1}, \mu_{2} \in A_{x}(\delta)$, for all $\delta>0$, and $\left\|\mu_{1}-\mu_{2}\right\|>0$ negates 8.27. To show the continuity of $J$, it suffices to prove that if $x_{n} \rightarrow x$, with $\left\|x_{n}\right\|=1$, then $J x_{n} \rightarrow J x$. We know that

$$
J x_{n} \stackrel{w^{*}}{\square} J x,
$$

so it is enough to show that $\left(J x_{n}\right)$ is a Cauchy sequence. Given $\epsilon>0$, choose $\delta>0$ such that diam $A_{x}(\delta) \leq \epsilon$. We know that $\left\langle J x_{n}, x\right\rangle \rightarrow$ $\langle J x, x\rangle=1$. So there exists $n_{0}$ such that $J x_{n} \in A_{x}(\delta)$ for all $n \geq n_{0}$. Using condition $(S)$ we conclude that $\left\|J x_{n}-J x_{m}\right\| \leq \epsilon$ for all $n, m \geq n_{0}$.
(ii) Conversely, assume by contradiction that ( $S$ ) does not hold, for some $x \in \partial B_{1}$. So there exists $\epsilon_{0}>0$ such that for every $n \in \mathbb{N}$ we can find $\mu_{n}, \mu_{n}^{\prime}$ in $B_{1}^{*}$ with the properties

$$
\left\langle\mu_{n}, x\right\rangle \geq 1-\frac{1}{n}, \quad\left\langle\mu_{n}^{\prime}, x\right\rangle \geq 1-\frac{1}{n}, \quad\left\|\mu_{n}-\mu_{n}^{\prime}\right\| \geq \epsilon_{0}
$$

We have seen, Remark 2] that $\mathcal{R}(J)$ is dense in $X^{*}$. So we can find $x_{n}, y_{n}$ in $X$ such that

$$
\begin{gather*}
\left\langle J x_{n}, x\right\rangle \geq 1-\frac{2}{n}, \quad\left\langle J y_{n}, x\right\rangle \geq 1-\frac{2}{n}, \quad\left\|J x_{n}-J y_{n}\right\| \geq \frac{\epsilon_{0}}{2}  \tag{8.28}\\
\left\|J x_{n}\right\| \leq 1+\frac{1}{n}, \quad\left\|J y_{n}\right\| \leq 1+\frac{1}{n} \tag{8.29}
\end{gather*}
$$

Observe that the sequences $\left(J x_{n}\right),\left(J y_{n}\right)$ are bounded in $X^{*}$. By the Banach Alaoglu Theorem, there exists $\mu$ and $\mu^{\prime}$ in $X^{*}$ such that

$$
J x_{n} \stackrel{w^{*}}{\rightharpoonup} \mu, \quad J y_{n} \stackrel{w^{*}}{\square} \mu^{\prime}
$$

(As usual take subsequences if necessary). Passing to the limit in 8.28) we obtain $\langle\mu, x\rangle \geq 1,\left\langle\mu^{\prime}, x\right\rangle \geq 1$. From (8.29) it follows that in fact we have $\langle\mu, x\rangle=\left\langle\mu^{\prime}, x\right\rangle=1$, which implies $\mu=\mu^{\prime}=J x$. On the other hand, from the last assertion in 8.28 we can find $z \in B_{1}$ such that

$$
\left\langle J x_{n}-J y_{n}, z\right\rangle \geq \frac{\epsilon_{0}}{4}
$$

Passing to the limit in this inequality we come to a contradiction.
Remark. Now we give a geometric condition which is sufficient to having the continuity and singlevaluedness of $J$. Some definitions. A Banach space $X$ is said to be uniformly convex (Clarkson [26]) if given $\epsilon>$ 0 there exists $\delta=\delta(\epsilon)>0$ such that if $x, y \in \partial B_{1}$ and $\left\|\frac{1}{2}(x+y)\right\| \geq 1-\delta$ then $\|x-y\| \leq \epsilon$. A Banach space $X$ is said to be locally uniformly convex (Lovaglia [58]) if given $\epsilon>0$ and $x_{0} \in \partial B_{1}$ there exists $\delta=\delta\left(\epsilon, x_{0}\right)$ such that if $x \in B_{1}$ and $\left\|\frac{1}{2}\left(x+x_{0}\right)\right\| \geq 1-\delta$ then $\left\|x-x_{0}\right\| \leq \epsilon$. The previous two definitions can be given in terms of sequences as follows. $X$ is uniformly convex if given and two sequences $\left(x_{n}\right)$ and $\left(y_{n}\right)$ in $B_{1}$
such that $\left\|\frac{1}{2}\left(x_{n}+y_{n}\right)\right\| \rightarrow 1$ then $\left\|x_{n}-y_{n}\right\| \rightarrow 0 . X$ is locally uniformly convex if given any point $x_{0} \in \partial B_{1}$ and any sequence $\left(x_{n}\right)$ in $B_{1}$ such that $\left\|\frac{1}{2}\left(x_{0}+x_{n}\right)\right\| \rightarrow 1$ then $x_{n} \rightarrow x_{0}$. A Banach space $X$ is said to satisfy Property $H$ (Fan-Glicksberg [40]) if $X$ is strictly convex and

$$
\begin{equation*}
x_{n} \rightharpoonup x_{0}, \quad\left\|x_{n}\right\| \rightarrow\left\|x_{0}\right\| \Rightarrow x_{n} \rightarrow x_{0} \tag{8.30}
\end{equation*}
$$

Hilbert spaces are uniformly convex. A uniformly convex Banach space is locally uniformly convex. A locally uniformly convex Banach space satisfies Property $(H)$. The first assertion is easily verified using the fact that $x+y$ is orthogonal to $x-y$, for $x, y \in \partial B_{1}$. The second is trivial. And the third is proved as follows. It is clear that a locally uniformly convex Banach space is strictly convex. To prove 8.30 we may assume that $\left\|x_{n}\right\| \leq 1$ and $\left\|x_{0}\right\|=1$. We claim that $x_{n} \rightharpoonup x_{0}$ and $\left\|x_{n}\right\| \rightarrow\left\|x_{0}\right\|$ implies that $\left\|\frac{1}{2}\left(x_{n}+x_{0}\right)\right\| \rightarrow 1$. Once this is done, the fact that $X$ us supposed locally uniformly convex implies that $x_{n} \rightarrow x_{0}$. Suppose by contradiction that a subsequence of $\left(x_{n}\right)$, denoted by $\left(x_{n}\right)$ again, is such that $\left\|\frac{1}{2}\left(x_{n}+x_{0}\right)\right\| \leq t<1$, for all $n$. Let $\mu \in J x_{0}$. Then

$$
\left\langle\mu, \frac{1}{2}\left(x_{0}+x_{n}\right)\right\rangle \leq\left\langle\mu, t x_{0}\right\rangle
$$

which implies $\frac{1}{2}+\frac{1}{2}\left\langle\mu, x_{n}\right\rangle \leq t$. Passing to the limit we come to a contradiction.

Proposition 8.10. Let $X$ be a Banach space and suppose that $X^{*}$ is locally uniformly convex. Then the duality mapping is singlevalued and continuous.

Proof. Singlevaluedness is clear. Now let $x_{n} \rightarrow x_{0}$ in $X$. As in Proposition 8.9 we may suppose $\left\|x_{n}\right\|=1$. We know that

$$
J x_{n} \stackrel{w^{*}}{\stackrel{ }{*}} J x_{0}
$$

Suppose by contradiction (passing to a subsequence) that $\frac{1}{2} \| J x_{n}+$ $J x_{0} \| \leq t<1$. Then

$$
\left(J x_{n}+J x_{0}, x_{n}+x_{0}\right) \leq 4 t .
$$

On the other hand the left side of the above inequality is equal to

$$
\left(J x_{n}, x_{n}\right)+\left(J x_{0}, x_{n}\right)+\left(J x_{n}, x_{0}\right)+\left(J x_{0}, x_{0}\right)=2+\left(J x_{0}, x_{n}\right)+\left(J x_{n}, x_{0}\right)
$$

which converges to 4. Impossible!
Proposition 8.11. Let $X$ be a reflexive Banach space. Then $J$ is singlevalued and continuous if and only if $X^{*}$ satisfies Property $H$.

Proof. It can easily be seen that, in the case of reflexive spaces, Property $H$ on $X^{*}$ implies the said properties on $J$. To prove the converse, we use Proposition 8.9 and show that Property $S$ implies Property $H$ on $X^{*}$; of course reflexivity is used again. Suppose by contradiction that there exists a sequence

$$
\mu_{n} \rightarrow \mu_{0}, \quad\left\|\mu_{n}\right\| \rightarrow\left\|\mu_{0}\right\|, \quad \mu \rightarrow \mu_{0} .
$$

We may suppose without loss of generality that $\left\|\mu_{n}\right\| \leq 1$ and $\left\|\mu_{0}\right\|=$ 1. So there exist $\epsilon_{0}>0$ and sequences ( $j_{n}$ ) and $\left(k_{n}\right)$ going to $\infty$ such that

$$
\begin{equation*}
\left\|\mu_{j_{n}}-\mu_{k_{n}}\right\| \geq \epsilon_{0} . \tag{8.31}
\end{equation*}
$$

Since $J$ is singlevalued continuous and onto, we can find $x_{0}$ in $X$ with $\left\|x_{0}\right\|=1$ such that $\mu_{0}=J x_{0}$. Consider the set $A_{x_{0}}(\delta)$ defined in (8.27) and choose $\delta>0$ such that diam $A_{x_{0}}(\delta)<\epsilon_{0} / 2$. Clearly $\mu_{n} \in A_{x_{0}}(\delta)$ for large $n$. But this contradicts (8.31).

Uniform Fréchet Differentiability of the Norm. In this seciton we limit ourselves to Proposition 8.12 below. We refer to the books of Beauzamy [8] and Diestel [32] for more on this subject. A concept of uniform smoothness can be introduced and be shown to enjoy a duality with uniform convexity, just like smoothness and strict convexity do.

Proposition 8.12. The duality mapping J is singlevalued and uniformly continuous on bounded subsets of $X$ if and only if $X^{*}$ is uniformly convex.

Proof. (i) We first prove that $X^{*}$ uniformly convex implies the said properties on $J$. From Proposition 8.10 it follows that $J$ is singlevalued and continuous. To prove uniform continuity we preceed by contradiction.

Assume that the exists $\epsilon_{0}>0$ and sequences $\left(x_{n}\right),\left(y_{n}\right)$ in some fixed bounded subset of $X$ such that

$$
\left\|x_{n}-y_{n}\right\|<\frac{1}{n} \quad \text { and } \quad\left\|J x_{n}-J y_{n}\right\| \geq \epsilon_{0}
$$

We may assume that $\left\|x_{n}\right\|=\left\|y_{n}\right\|=1$. Now we claim that $\frac{1}{2} \| J x_{n}+$ $J y_{n} \| \rightarrow 1$ as $n \rightarrow \infty$, arriving then at a contradiction through the use of the uniform convexity of $X^{*}$. To prove the claim just look at the identity

$$
\left\langle J x_{n}+J y_{n}, x_{n}\right\rangle=\left\langle J x_{n}, x_{n}\right\rangle+\left\langle J y_{n}, y_{n}\right\rangle+\left\langle J y_{n}, x_{n}-y_{n}\right\rangle
$$

and estimate to obtain

$$
2 \geq\left\langle J x_{n}+J y_{n}, x_{n}\right\rangle \geq 2-2\left\|x_{n}-y_{n}\right\| .
$$

Now we assume that $J$ is singlevalued and uniformly continuous on bounded sets. By the fact that $\mathcal{R}(J)$ is dense in $X^{*}$ it suffices to show that given $\epsilon>0$ there exists a $\delta>0$ such that

$$
\begin{equation*}
\|J x-J y\| \geq \epsilon \Rightarrow \frac{1}{2}\|J x+J y\| \leq 1-\delta \tag{8.32}
\end{equation*}
$$

for $x, y \in \partial B_{1}$. First we write an identity for $u, v \in \partial B_{1}$

$$
\begin{equation*}
\langle J x+J y, u\rangle=-\langle J x-J y, v\rangle+\langle J x, u+v\rangle+\langle J y, u-v\rangle \tag{8.33}
\end{equation*}
$$

Observe that the sup of the left side with respect to $u \in \partial B_{1}$ is the norm of $J x+J y$, and the sup of the first term in the right side with respect to $v \in \partial B_{1}$ gives the norm of $J x-J y$. Next let $0<\epsilon^{\prime}<\epsilon$ and choose $\bar{v} \in \partial B_{1}$ such that

$$
\begin{equation*}
\langle J x-J y, \bar{v}\rangle \geq \epsilon^{\prime} \tag{8.34}
\end{equation*}
$$

Now choose $0<\xi<\epsilon^{\prime}$. By the uniform continuity of $J$ there is $\eta>0$ such that

$$
\begin{equation*}
\left\|J z_{1}-J z_{2}\right\| \leq \xi \quad \text { if } \quad\left\|z_{1}-z_{2}\right\| \leq 4 \eta \tag{8.35}
\end{equation*}
$$

Now take $v=\eta \bar{v}$ in (8.33) and let us estimate separately the three terms in the right side of 8.33). The first is trivially estimated by $-\epsilon^{\prime} \eta$. The other two are estimated as follows:

$$
\langle J x, u+v\rangle+\langle J y, u-v\rangle \leq\|u+v\|+\|u-v\| .
$$

Let $s=(u+v) /\|u+v\|$ and $d=(u-v) /\|u-v\|$, and write the identity

$$
\begin{equation*}
\|u+v\|+\|u-v\|=(J s, u)+(J d, u)+(J s-J d, v) . \tag{8.36}
\end{equation*}
$$

Then estimate 8.36 using 8.35 and get

$$
\|u+v\|+\|u-v\| \leq 2+\xi\|v\| \leq 2+\xi \eta
$$

Finally (8.33) is estimated by $-\epsilon^{\prime} \eta+2+\xi \eta$, for all $u \in \partial B_{1}$. So

$$
\frac{1}{2}\|J x+J y\| \leq 1-\frac{\epsilon^{\prime}-\xi}{2} \eta .
$$

and (8.32) is proved.
Remark. The functional $\Phi$ is said to be uniformly Frechet differentiable if it is Frechet differentiable and if given $\epsilon>0$ there exists $\delta>0$ such that

$$
\left|\Phi(x+u)-\Phi(x)-\left\langle\Phi^{\prime}(x), u\right\rangle\right| \leq \epsilon\|u\|
$$

for all $x \in B_{1}$ and all $\|u\| \leq \delta$. It is easy to see that the uniform differentiability of $\Phi$ is equivalent to $J$ being singlevalued and uniformly continuous on bounded sets. So the norm of a Banach space is uniformely Frechet differentiable iff $X^{*}$ is uniformly convex.

## Chapter 9

## Normal Solvability

Introduction. Let $X$ and $Y$ be Banach spaces. Let $f: X \rightarrow Y$ be
a given function. This section is devoted to questions relative to the solvability of the equation $f(x)=y$, when $y \in Y$ is given. The function $f$ is supposed to be Gâteaux differentiable and we would like to have sufficient conditions for the solvability of the above equation stated in terms of the properties of the Gâteaux derivative $D f_{x}$. Parallelling the Fredholm theory for compact operators these conditions will naturally involve $D f_{x}^{*}$. For the sake of later referencing we start by recalling some results from the theory of linear operators. Then we go to the so-called normal solvability results of F. E. Browder and S. I. Pohoz̆aev. Some results of W. O. Ray and I. Ekeland are also discussed. We close the section with a comparative study of the results here with the classical inverse mapping theorem.

What is Normal Solvability? Let $L: X \rightarrow Y$ be a bounded linear operator from a Banach space $X$ to a Banach space $Y$. The equation $L x=y$ is said to be normally solvable (in the sense of Hausdorff) if

$$
\begin{equation*}
y \in N\left(L^{*}\right)^{\perp} \Rightarrow y \in \mathcal{R}(L) . \tag{9.1}
\end{equation*}
$$

Here $L^{*}: Y^{*} \rightarrow X^{*}$ is the adjoint operator defined as follows for each $\mu \in Y^{*}, L^{*} \mu \in X^{*}$ is given by $\left\langle L^{*} \mu, x\right\rangle=\langle\mu, L x\rangle$ for all $x \in X$. The other notations in 9.1) are: (i) $N(T)$ to denote the kernel of an operator $T: X \rightarrow Y$, i.e. $N(T)=\{x \in X: T x=0\}$; (ii) the range of

So all operators $L$ with a closed range are normally solvable.
Some Results From The Linear Theory. We now recall some theorems from the theory of bounded linear operators in Banach spaces. The reader can find the proofs in many standard texts in Functional Analysis, see for instance Yosida [79], Brézis [15].

Theorem 9.1 (Closed range Theorem). Let $L: X \rightarrow Y$ be a bounded linear operator, $X$ and $Y$ Banach spaces. The following properties are equivalent: (i) $\mathcal{R}(L)$ is closed, (ii) $\mathcal{R}\left(L^{*}\right)$ is closed, (iii) $\mathcal{R}(L)=N\left(L^{*}\right)^{\perp}$, (iv) $\mathcal{R}\left(L^{*}\right)=N(L)^{\perp}$.

Theorem 9.2 (Surjectivity Theorem). Let $L: X \rightarrow Y$ be a bounded linear operator. The following conditions are equivalent (i) $\mathcal{R}(L)=Y$, (ii) $N\left(L^{*}\right)=\{0\}$ and $\mathcal{R}\left(L^{*}\right)$ is closed, (iii) there exists a constant $C>0$ such that $\left\|y^{*}\right\| \leq C\left\|L^{*} y^{*}\right\|$.

Theorem 9.3 (Surjectivity Theorem for the adjoint). Let $L: X \rightarrow Y$ be a bounded linear operator. The following conditions are equivalent: (i) $\mathcal{R}\left(L^{*}\right)=X$, (ii) $N(L)=\{0\}$ and $\mathcal{R}(L)$ is closed, (iii) there exists a constant $C>0$ such that $\|x\| \leq C\|L x\|$

Normal Solvability of Nonlinear Operators. Now we describe a non-
$T, \mathcal{R}(T)=\{y \in Y: \exists x \in X$ s.t. $T x=y\}$, and the (right) polar of a subspace $B \subset X^{*}, B^{\perp}=\{x \in X:\langle\mu, x\rangle=0, \forall \mu \in B\}$. Later on we also use the (left) polar of a subspace $A \subset X$ defined as

$$
A^{\perp}=\left\{\mu \in X^{*}:\langle\mu, x\rangle=0 \quad \forall x \in A\right\} .
$$

The well-known Fredholm alternative for compact linear operators $T: X \rightarrow X$ in a Banach space $X$ gives that the operator $L=I-T$ is normally solvable. For a general bounded linear operator $L: X \rightarrow Y$, one can prove that

$$
\begin{equation*}
N\left(L^{*}\right)^{\perp}=\overline{\mathcal{R}(L)} \tag{9.2}
\end{equation*}
$$

linear analogue of Theorem 9.2 This result was proved by Pohožaev [63] (see also [64], [65]) for reflexive Banach spaces and $f(X)$ weakly
closed, and by Browder [20], [21], for general Banach spaces. The Browder papers mentionned above contain much more material on normal solvability besides the simple results presented here.

Theorem 9.4. Let $f: X \rightarrow Y$ be a Gâteaux differentiable function between Banach spaces $X$ and $Y$. Assume that $f(X)$ is closed. Let us use the notation $D f_{x}$ for the Gateaux derivative at a point $x \in X$. Assume that $N\left(D f_{x}^{*}\right)=\{0\}$ for all $x \in X$. Then $f$ is surjective.

The above result follows from a more general one, (namely Theorem 9.5) due also to Browder. The proof below follows the same spirit of Browder's original proof. However it uses a more direct approach [directness is a function of the arrangement one sets in one's presentation!] through the Drop Theorem (Theorem 7.3), proved in Chapter 7 via the Ekeland Variational Principle.

Theorem 9.5. Let $X$ and $Y$ be Banach spaces, and $f: X \rightarrow Y$ a Gâteaux differentiable function. Assume that $f(X)$ is closed. Let $y \in Y$ be given and suppose that there are real numbers $\rho>0$ and $0 \leq p<1$ such that

$$
\begin{gather*}
f^{-1}\left(B_{\rho}(y)\right) \neq \emptyset  \tag{9.3}\\
\operatorname{Inf}\left\{\|y-f(x)-z\|: z \in \overline{\mathcal{R}\left(D f_{x}\right)}\right\} \leq p\|y-f(x)\|, \tag{9.4}
\end{gather*}
$$

for all $x \in f^{-1}\left(B_{\rho}(y)\right)$. Then $y \in f(X)$.
Remark 1. If (9.3) and (9.4) holds simultaneously for each $y \in Y$, then $f$ is surjective. Observe that a large $\rho$ gives (9.3), but then (9.4) is harder to be attained.

Remark 2. Proof of Theorem $9.4 N\left(D f_{x}^{*}\right)=\{0\}$ implies, by 9.2, that (9.4) is attained with $p=0$ and arbitrary $\rho$. So, for each given $y$, take $\rho$ such that $\operatorname{dist}(y, f(X))<\rho$, and take $p=0$. Therefore Theorem 9.5 implies Theorem 9.4

Remark 3. The thesis of Theorem 9.4 still holds if in the hypotheses we replace $N\left(D f_{x}^{*}\right)=\{0\}$ by $\mathcal{R}\left(D f_{x}\right)$ dense in $Y$. Theorem 9.4 contains a result of Kacurovskii [35], who considered continuously Frechet differentiable mappings $f$ and assumed that $\mathcal{R}\left(D f_{x}\right)=Y$ for all $x \in X$.

The proof uses a Newton-Kantorovich method of successive approximations. See Remark 1 after Theorem 9.8

Remark 4. A Gâteaux differentiable mapping $f: X \rightarrow Y$ is said to be a Fredholm mapping if $D f_{x}: X \rightarrow Y$ is a Fredholm (linear) operator for each $x \in X$. We recall that a bounded linear operator $L: X \rightarrow Y$ is Fredholm if $N(L)$ is finite dimensional and $\mathcal{R}(L)$ is closed and has finite codimension. The index $i(L)$ is defined as $i(L)=\operatorname{dim} N(L)-\operatorname{codim} \mathcal{R}(L)$. We observe that $i\left(D f_{x}\right)$ for a Fredholm mapping $f$ is locally constant. Since $X$ is connected we can then define

$$
i(f)=i\left(D f_{x}\right) \quad \text { for some } \quad x \in X
$$

since the right side is independent of $x$. Now if in Theorem 9.4 we assume that $f$ is a Fredholm mapping of index 0 , then condition $N\left(D f_{x}^{*}\right)=$ $\{0\}$ can be replaced by $N\left(D f_{x}\right)=\{0\}$.

Proof of Theorem 9.5, Let $S=f(X)$. Suppose by contradiction that $y \notin S$. Let $R=\operatorname{dist}(y, S)$ and choose $r, \rho>0$ such that $r<R<\rho$ and $p \rho<r$. Observe that if (9.3) and (9.4) hold for some $\rho_{0}$ then it also holds for any other $\rho$, with $R<\rho \leq \rho_{0}$. Then use the Drop Theorem: there exists $u_{0} \in S$

$$
\begin{equation*}
\left\|u_{0}-y\right\|<\rho \quad \text { and } \quad S \cap D\left(y, r ; u_{0}\right)=\left\{u_{0}\right\} \tag{9.5}
\end{equation*}
$$

Now let $x_{0} \in X$ be such that $f\left(x_{0}\right)=u_{0}$. Then (9.4) implies

$$
\operatorname{Inf}\left\{\left\|y-f\left(x_{0}\right)-z\right\|: z \in \overline{\mathcal{R}\left(D f_{x_{0}}\right)}\right\} \leq p\left\|y=f\left(x_{0}\right)\right\|<r
$$

So there exists $x \in X$ such that

$$
\begin{equation*}
\left\|y-f\left(x_{0}\right)-D f_{x_{0}}(x)\right\|<r \tag{9.6}
\end{equation*}
$$

and approximating the Gâteaux derivative by the Newton quotient one has for small $t>0$ :

$$
\left\|w_{t}\right\| \equiv\left\|y-f\left(x_{0}\right)-\frac{f\left(x_{0}+t x\right)-f\left(x_{0}\right)}{t}\right\|<r .
$$

Thus the vector $y-w_{t} \in D\left(y, r ; u_{0}\right)$, and the same is true for $(1-$ $t) u_{0}+t\left(y-w_{t}\right)$ with $0<t<1$ and $t$ small. But this last statement simply says that

$$
\begin{equation*}
f\left(x_{0}+t x\right) \in D\left(y, r ; u_{0}\right), \quad \forall t>0 \quad \text { small. } \tag{9.7}
\end{equation*}
$$

The second assertion in (9.5) and 9.7 imply that

$$
f\left(x_{0}+t x\right)=u_{0} \quad \forall t>0 \quad \text { small } .
$$

which gives $D f_{x_{0}}(x)=0$. Going back to (9.6) we get $\left\|y-f\left(x_{0}\right)\right\|<r$, which is impossible.

Some Surjectivity Results. Both theorems 9.4 and 9.5 have as hypothesis the statement that $f(X)$ is a closed set. This is a global assumption whose verification may cause difficulties when applying those theorems. It would be preferable to have local assumptions instead. That it is the contents of the next result which is due to Ekeland, see Bates-Ekeland [7]; see also Ray-Rosenholtz [69] for a slightly more general result. Observe that the function $f$ is assumed to be continuous in the next theorem. This implies that the graph of $f$ closed, but asserts nothing like that about $f(X)$.

Theorem 9.6. Let $X$ and $Y$ be Banach spaces and $f: X \rightarrow Y$ a continuous mapping, which is Gâteaux differentiable. Assume:

$$
\begin{gather*}
\mathcal{R}\left(D f_{x}\right)=Y, \quad \forall x \in X  \tag{9.8}\\
\exists k>0 \text { s.t. } \forall x \in X, \quad \forall y \in Y, \quad \exists z \in\left(D f_{x}\right)^{-1}(y) \tag{9.9}
\end{gather*}
$$

with the property:

$$
\|z\| \leq k\|y\| .
$$

Then $f$ is surjective.
Proof. If suffices to prove that $0 \in f(X)$. Define the functional $\Phi$ : $X \rightarrow \mathbb{R}$ by $\Phi(x)=\|f(x)\|$. Clearly $\Phi$ satisfies the conditions for the applicability of the Ekeland Variational Principle. So given $\epsilon>0$ there exists $x_{\epsilon} \in X$ such that

$$
\begin{equation*}
\left\|f\left(x_{\epsilon}\right)\right\| \leq \operatorname{Inf}_{X}\|f(x)\|+\epsilon \tag{9.10}
\end{equation*}
$$

$$
\begin{equation*}
\left\|f\left(x_{\epsilon}\right)\right\|<\|f(x)\|+\epsilon\left\|x-x_{\epsilon}\right\| \quad \forall x \neq x_{\epsilon} . \tag{9.11}
\end{equation*}
$$

Take in (9.11) $x=x_{\epsilon}+t v$, where $t>0$ and $v \in X$ are arbitrary. Let $\mu_{t} \in Y^{*}$ such that

$$
\begin{equation*}
\left\|\mu_{t}\right\|=1, \quad\left\|f\left(x_{\epsilon}+t v\right)\right\|=\left\langle\mu_{t}, f\left(x_{\epsilon}+t v\right)\right\rangle ; \tag{9.12}
\end{equation*}
$$

see Remark $\square$ after the proof of Proposition $8.4 \mu_{t} \in J\left(f\left(x_{\epsilon}+t v\right) /\right.$ $\| f\left(x_{\epsilon}+t v \|\right)$. We observe that $\left\|f\left(x_{\epsilon}\right)\right\| \geq\left\langle\mu_{t}, f\left(x_{\epsilon}\right\rangle\right.$. Altogether, we can write (9.11) as

$$
\begin{equation*}
\frac{\left\langle\mu_{t}, f\left(x_{\epsilon}+t v\right)\right\rangle-\left\langle\mu_{t}, f\left(x_{\epsilon}\right)\right\rangle}{t} \geq-\epsilon\|v\| . \tag{9.13}
\end{equation*}
$$

By the Banach-Alaoglu theorem (i.e., the $w^{*}$-compactness of the unit ball in $Y^{*}$ ) and the fact that

$$
\frac{1}{t}\left[f\left(x_{\epsilon}+t v\right)-f\left(x_{\epsilon}\right)\right] \rightarrow D f_{x_{\epsilon}}(v) \quad \text { (strongly) in } Y
$$

we can pass to the limit as $t \rightarrow 0$ in (9.12) and (9.13) and obtain

$$
\begin{gather*}
\left\|\mu_{0}\right\|=1, \quad\left\|f\left(x_{\epsilon}\right)\right\|=\left\langle\mu_{0}, f\left(x_{\epsilon}\right)\right\rangle  \tag{9.14}\\
\left\langle\mu_{0}, D f_{x_{\epsilon}}(v)\right\rangle \geq-\epsilon\|v\| \quad \text { for all } \quad v \in X . \tag{9.15}
\end{gather*}
$$

Now using hypothesis (9.8) and (9.9) we can select a $v \in X$ such that $D f_{x_{\epsilon}}(v)=-f\left(x_{\epsilon}\right)$ and $\|v\| \leq k\left\|f\left(x_{\epsilon}\right)\right\|$. All this gives

$$
\left\langle\mu_{0}, f\left(x_{\epsilon}\right)\right\rangle \leq \epsilon k\left\|f\left(x_{\epsilon}\right)\right\| .
$$

So if we start with an $\epsilon$ such that $\epsilon k<1$, the last inequality contradicts (9.14), unless $f\left(x_{\epsilon}\right)=0$.

Remark 1. The passage to the limit in the above proof requires a word of caution. If $X$ is separable then the $w^{*}$-topology of the unit ball in $X^{*}$ is metrizable. So in this case we can use sequences in the limiting questions. Otherwise we should use filters. She Dunford-Schwartz [35], p. 426].

Remark 2. Let $L: X \rightarrow Y$ be a bounded linear operator with closed range. Then there exists a constant $k>0$ such that for each $y \in \mathcal{R}(T)$ there is an $x \in X$ with properties that $y=L x$ and $\|x\| \leq k\|y\|$. This is a classical result of Banach and it can be proved from the Open Mapping Theorem in a straightforward way: consider the operator $\widetilde{T}: X / N(T) \rightarrow$ $\mathcal{R}(T)$. In this set-up it is contained in Theorem 9.3 above. Now let us see which implications this has to Theorem 9.6 above. Condition (9.8) implies that the inequality in 9.9 holds with a $k$ depending on $x$. Viewing a generalization of Theorem 9.6 let us define a functional $k: X \rightarrow \mathbb{R}$ as follows. Assume that $f: X \rightarrow Y$ has a Gâteaux derivative with the property that $\mathcal{R}\left(D f_{x}\right)$ is the whole of $Y$. For each $x \in X, k(x)$ is defined as a constant that has the property

$$
\begin{equation*}
\|z\| \leq k(x)\|y\| \quad \forall y \in Y \quad \text { and some } \quad z \in\left(D f_{x}\right)^{-1} y \tag{9.16}
\end{equation*}
$$

We remark that for each $x \in X$, the smallest value possible for $k(x)$ is the norm of the $T^{-1}$ where $T: X / N\left(D f_{x}\right) \rightarrow Y$.

Theorem 9.7. Let $X$ and $Y$ be Banach spaces and $f: X \rightarrow Y$ a contin- $\mathbf{8 8}$ uous mapping which is Gâteaux differentiable. Assume

$$
\begin{gather*}
\mathcal{R}\left(D f_{x}\right)=Y, \quad \forall x \in X  \tag{9.17}\\
\forall R>0 \exists c=c(R) \text { s.t. } k(x) \leq c, \quad \forall\|x\| \leq R .  \tag{9.18}\\
\|f(x)\| \rightarrow \infty \quad \text { as } \quad\|x\| \rightarrow \infty \tag{9.19}
\end{gather*}
$$

Then $f$ is surjective.
Proof. It suffices to prove that $0 \in f(X)$. Define $\Phi: X \rightarrow \mathbb{R}$ by $\Phi(x)=$ $\|f(x)\|$. Let $\rho=\|f(0)\|$. It follows from (9.19) that there exists $R>0$ such that

$$
\begin{equation*}
\|f(x)\| \geq \frac{3}{2} \rho \quad \text { if } \quad\|x\| \geq R \tag{9.20}
\end{equation*}
$$

Choose an $\epsilon>0$ such that $\epsilon c(R)<1$ and $\epsilon \leq \rho / 2$. By the Ekeland Variational Principle there exists $x_{\epsilon} \in X$ such that

$$
\begin{equation*}
\left\|f\left(x_{\epsilon}\right)\right\| \leq \operatorname{Inf}_{X} \Phi+\epsilon \leq \rho+\epsilon \leq 3 \rho / 2 \tag{9.21}
\end{equation*}
$$

$$
\begin{equation*}
\left\|f\left(x_{\epsilon}\right)\right\|<\|f(x)\|+\epsilon\left\|x-x_{\epsilon}\right\|, \quad \forall x \neq x_{\epsilon} \tag{9.22}
\end{equation*}
$$

It follows from (9.20) and 9.21) that $\left\|x_{\epsilon}\right\| \leq R$. Now we preceed as in the proof of Theorem 9.6 and conclude that $f\left(x_{\epsilon}\right)=0$.

Remark 1. If $X=Y$ and $f=$ identity + compact is a continuously Fréchet differentiable operator, the surjectivity of $f$ has been established by Kac̆urovskii [50] under hypothesis (9.19) and $N\left(D f_{x}\right)=\{0\}$ for all $x \in X$. Since $D f_{x}$ is also of the form identity + compact, such a condition is equivalent to (9.17); this is a special case of the situation described in Remark 4 after the statement of Theorem 9.5 So Kačurovskii result would be contained in Theorem 9.7 provided one could prove that in his case condition 9.18 holds. Is it possible to do that? In the hypotheses of Kačurovskii theorem, Krasnoselskii [54] observed that $f$ is also injective.

Remark 2. Local versions of Theorem 9.7 have been studied by Cramer and Ray [28], Ray and Walker [69].

Comparison with the Inverse Mapping Theorem. The classical inverse mapping theorem states: "Let $X$ and $Y$ be Banach spaces, $U$ an open neighborhood of $x_{0}$ in $X$, and $f: U \rightarrow Y$ a $C^{1}$ function. Assume that $D f_{x_{0}}: X \rightarrow Y$ is an isomorphism (i.e., a linear bounded injective operator from $X$ onto $Y$, and then necessarily with a bounded inverse). Then there exists an open neighborhood $V$ of $x_{0}, V \subset U$, such that $\left.f\right|_{V}: V \rightarrow f(V)$ is a diffeormorphism". The injectivity hypothesis can be withdrawn from the theorem just stated provided the thesis is replaced by $f$ being an open mapping in a neighborhood of $x_{0}$. More precisely we have the following result due to Graves [48]. If you have the book by Lang [56], the result is proved there.

Theorem 9.8. Let $X$ and $Y$ be Banach spaces, $U$ an open neighborhood of $x_{0}$ in $X$, and $f: U \rightarrow Y$ a $C^{1}$ function. Assume that $D f_{x_{0}}: X \rightarrow Y$ is surjective. Then there exists a neighborhood $V$ of $x_{0}, V \subset U$, with the property that for every open ball $B(x) \subset V$, centered at $x, f(V)$ contains an open neighborhood of $f(x)$.

Remark 1. If the mapping $f: X \rightarrow Y$ is defined in the whole of $X$, and it is $C^{1}$ with $\mathcal{R}\left(D f_{x}\right)=Y$ for all $x \in X$, Graves theorem says that $f(X)$ is open in $Y$. If we have as an additional hypothesis that $f(X)$ is closed, it follows then that $f(X)=Y$, in view of the connectedness of $Y$. Now go back and read the statement of Theorem 9.4 What we have just proved also follows from Theorem 9.4 using relation (9.2). Observe that $\mathcal{R}\left(D f_{x}\right)=Y$ is much stronger a condition that $N\left(D f_{x}^{*}\right)=\{0\}$. The latter will be satisfied if $\mathcal{R}\left(D f_{x}\right)$ is just dense in $Y$. We remark that the proof of Graves theorem via an iteration scheme uses the fact that $\mathcal{R}\left(D f_{x}\right)$ is the whole of $Y$. We do not know if a similar proof can go through just with hypothesis that $\mathcal{R}\left(D f_{x}\right)$ is dense in $Y$.

Remark 2. Graves theorem, Theorem 9.8 above, can be proved using Ekeland Variational Principle. Since few seconds are left to close the set, we leave it to the interested reader.

The following global version of the inverse mapping theorem is due to Hadamard in the finite dimensional case. See a proof in M. S. Berger [10] or in J. T. Schwartz NYU Lecture Notes [73]. More general results in Browder [19].

Theorem 9.9. Let $X$ and $Y$ be Banach spaces and $f: X \rightarrow Y$ a $C^{1}$ function. Suppose that $D f_{x}: X \rightarrow \mathbb{R}$ is an isomorphism. For each $R>0$, let

$$
\left.\zeta(R)=\operatorname{Sup}\left\{\| D f_{x}\right)^{-1}\|:\| x \| \leq R\right\} .
$$

Assume that

$$
\int^{\infty} \frac{d r}{\zeta(r)}=\infty
$$

[In particular this is case if there exists, constant $k>0$ such that $\left\|\left(D f_{x}\right)^{-1}\right\| \leq k$ for all $\left.x \in X\right]$. Then $f$ is a diffeomorphism of $X$ onto $Y$.

Remark. Go back and read the statement of Theorem9.6. The ontoness of the above theorem, at least in the particular case, is contained there.
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