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Preface

These lectures were given at the Tata Institute of Fundamental Research

in the summer of 1990. The specialized topic of mean values of the

Riemann zeta-function permitted me to go into considerable depth. The

central theme were the second and the fourth moment on the critical line,

and recent results concerning these topic are extensively treated. In a

sense this work is a continuation of my monograph [1], since except for

the introductory Chapter 1, it starts where [1] ends. Most of the results

in this text are unconditional, that is, they do not depend on unproved

hypothesis like Riemann’s (all complex zeros of ζ(s) have real parts

equal to 1
2
) or Lindelöf’s (ζ( 1

2
+ it) ≪ tǫ). On the other hand, in many

problems concerning mean values one does not obtain the conjectured

results even if one assumes some unproved hypothesis. For example, it

does not seem possible to prove E(T ) ≪ T
1
4
+ǫ even if one assumes the

Riemann hypothesis. Incidentally, at the moment of writing of this text,

it is not yet known whether the Riemann or Lindelof hypothesis is true

or not.

Each chapter is followed by Notes, where some results not treated

in the body of the text are mentioned, appropriate references: are given

etc. Whenever possible, standard notation (explained at the beginning

of the text) is used.

I’ve had the pleasure to have in my audience well-known special-

ists from analytic number theory such as R. Balasubramanian, K. Ra-

machandra, A. Sankaranarayanan, T.N. Shorey and S. Srinivasan. I am

grateful to all of them for their interest, remarks and stimulating discus-

sions. The pleasant surroundings of the Institute and the hospitality of

v



vi 0. Preface

the Tata people made my stay a happy one, inspite of heavy monsoon

rains.

I wish to thank also M.N. Huxley, M. Jutila, K. Matsumoto and T.

Meurman for valuable remarks concerning the present lecture notes.

Special thanks are due to K. Ramachandra, Who kindly invited me

to the Tata Institute, and with whom I’ve been in close contact for many

years.

Finally, most of all I wish to thank Y. Motohashi, whose great work

on the fourth moment influenced me a lot, and who kindly permitted me

to include his unpublished material in my text.

Belgrade, March 1991.



Notation

Owing to the nature of this text, absolute consistency in notation could

not be attained, although whenever possible standard notation is used.

The following notation will occur repeatedly in the sequel.

k, l, m, n Natural numbers (positive integers).

A, B,C,C1, . . . Absolute positive constants (not necessarily

the same at each occurrence).

s, z,w Complex variables Re s and Im s denote the

real imaginary part of s, respectively; com-

mon notation is σ = Res and t = Ims.

t, x, y Real variables.

Res
s=s◦

F(s) The residue of F(s) at the point s = s◦.

ζ(s) Riemann’s zeta-function defined by ζ(s) =
∞∑

n=1

n−s for Res > 1 and for other values of

s by analytic continuation.

γ(s) The gamma-function, defined for Res > 0 by

Γ(s) =

∫ ∞

0

ts−1e−tdt, otherwise by analytic

continuation.

γ Euler’s constant, defined by

r =

∫ ∞

0

e−x log x dx = 0.5772156649 . . ..

χ(s) = ζ(s)/ζ(1 − s) = (2π)s/(2Γ(s) cos
(
πs
2

)

).

vii



viii 0. Notation

µ(σ) = lim sup
t→∞

log
∣
∣
∣ζ(σ + it)

∣
∣
∣

log t
(σ real).

exp z = ez.

e(z) = e2πiz.

log x = Logex(= lnx).

[x] Greatest integer not exceeding x.

dk(n) Number of ways n can be written as a product

of k fixed natural numbers.

d(n) = d2(n) = number of divisors of n.
∑

d

∣
∣
∣n

A sum over all positive divisors of n.

σa(n) =
∑

d

∣
∣
∣n

da.

∑

n≤k

f (n) A sum taken over all natural numbers not ex-

ceeding x; the empty sum is defined to be

zero.
∑′

n≤x

f (n) Same as above, only ′ denotes that the last

summand is halved if x∗ is an integer.
∏

j

A product taken over all possible values of the

index j; the empty sum is defined to be unity.

Ik(T ) =

∫ T

0

∣
∣
∣
∣ζ(

1

2
+ it)

∣
∣
∣
∣

2k
dt(k ≥ 0).

Ek(T ) The error term in the asymptotic formula

when k ≥ 1 is an integer.

E(T )(= E1(T ))

∫ T

0

∣
∣
∣
∣ζ(

1

2
+ it)

∣
∣
∣
∣

2
dt − T log

(
T

2π

)

− (2γ − 1)T .

Eσ(T )

∫ T

0

∣
∣
∣
∣ζ(σ + it)

∣
∣
∣
∣

2
dt − ζ(2σ)T

− ζ(2σ−1)Γ(2γ−1)

1−σ sin(πσ)T 2−2σ
(

1
2
< σ < 1

)

.

ar sinh z = log(z + (z2 + 1)
1
2 ).

△(x) =
∑′

n≤x

d(n) − x(log x + 2γ − 1) − 1

4
.



ix

△k(x) Error term in the asymptotic formula for∑

n≥x

dk(n); △2(x) = △(x).

Jp(z), Kp(z), Yp(z) Bessel functions of index p.

G(T ) =

∫ T

2

(E(T ) − πdt).

G◦(T ) =

∫ T

2

(Eσ(t) − b(σ))dt

(

1

2
< σ <

3

4

)

.

B(σ) The constant defined by (3.3).

S (m, n; c) Kloosterman sum, defined as
∑

1≤d≤c,(d,c)=1,dd′

≡

(mod c)e

(

md + nd′

c

)

.

cr(n) Ramanujan sum, defined as cr(n) =
∑

1≤h≤r,(h,r)=1

e

(

h

r
n

)

.

α j, x j, H j

(
1
2

)

Quantities appearing in the spectral theory of

the non-Euclidean Laplace operator, defined

in Section 5.3.

f (x) ∼ g(x) as

x→ x0

Means lim
x→x0

f (x)

g(x)
= 1, with x0 possibly infi-

nite.

f (x) = O(g(x)) Means | f (x)| ≤ Cg(x) for g(x) > 0, x ≥ x0

and some absolute constant C > 0.

f (x) ≪ g(x) Means the same as f (x) = 0(g(x)).

f (x) ≫ g(x) Means the same as g(x) = 0( f (x)).

f (x) ≍ g(x) Means that both f (x) ≪ (g(x)) and g(x) ≪
f (x) hold.

(a, b) Means the interval a < x < b.

[a, b] Means the integral a ≤ x ≤ b.

δ, ǫ An arbitrarily small number, not necessarily

the same at each occurrence in the proof of a

theorem or lemma.

Cr[a, b] The class of functions having a continuous r-

th derivative in [a, b].



x 0. Notation

f (x) = O(g(x)) as

x→ x0

Means that lim
x→x0

f (x)

g(x)
= 0, with x0 possibly

infinite.

f (x) = Ω+(g(x)) Means that there exists a suitable constant

C > 0 and a sequence xn tending to ∞ such

that f (x) > Cg(x) holds for x = xn.

f (x) = Ω−(g(x)) Means that there exists a suitable constant

C > 0 and a sequence xn tending to ∞ such

that f (x) < −Cg(x) holds for x = xn.

f (x) = Ω±(g(x)) Means that both f (x) = Ω+(g(x)) and f (x) =

Ω−(g(x)) holds.

f (x) = Ω(g(x)) Means that | f (x)| = Ω+(g(x)).
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Chapter 1

Elementary Theory

1.1 Basic Properties of ζ(s)

THE RIEMANN ZETA-FUNCTION ζ(s) is defined as 1

ζ(s) =

∞∑

n=1

n−s =
∏

p

(1 − p−s)−1(σ = Res > 1), (1.1)

where the product is over all primes p. For other values of the complex

variable s = σ+ it it is defined by analytic continuation. It is regular

for all values of s except s = 1, where it has a simple pole with residue

equal to 1. Analytic continuation of ζ(s) for σ > 0 is given by

ζ(s) = (1 − 21−s)−1
∞∑

n=1

(−1)n−1n−s, (1.2)

since the series is (1.2) converges for Re s > 0.

For x > 1 one has

∑

n≤x

n−s =

∫ x

1−0

u−sd[u] = [x]x−s + s

∫ x

1

[u]u−s−1du

= 0(x1−σ) + s

∫ x

1

([u] − u)u−s−1du +
s

s − 1
− sx1−s

s − 1
.

If σ > 1 and x→ ∞, it follows that

ζ(s) =
s

s − 1
+ s

∫ ∞

1

([u] − u)u−s−1du.

1



2 1. Elementary Theory

By using the customary notation ψ(x) = x − [x] − 1/2 this relation

can be written as

ζ(s) =
1

s − 1
+

1

2
− s

∫ ∞

1

ψ(u)u−s−1du. (1.3)

Since

∫ y+1

y

ψ(u)du = 0 for any y, integration by parts shows that

(1.3) provides the analytic continuation of ζ(s) to the half-plane σ > −1,2

and in particular it follows that ζ(0) = −1/2. The Laurent expansion of

ζ(s) at s = 1 has the form

ζ(s) =
1

s − 1
+ γ0 + γ1(s − 1) + γ2(s − 1)2 + · · · (1.4)

with

γk =
(−1)k+1

k!

∫ ∞

1−0

x−1(log x)kdψ(x)

=
(−1)k

k!
lim

N→∞





∑

n≤N

logk n

n
− logk+1 N

k + 1




, (1.5)

and in particular

γ0 = γ = lim
N→∞

(

1 +
1

2
+ · · · + 1

N
− log N

)

= Γ′(1)

= −
∫ ∞

0

e−x log x dx = 0.577 . . .

is Euler’s constant. To obtain (1.4) and (1.5), write (1.3) as

ζ(s) =
1

s − 1
=

∫ ∞

1−0

x−sdψ(x).

Then

−
∫ ∞

1−0

x−sdψ(x) = −
∫ ∞

1−0

x−1e−(s−1) log xdψ(x)

=

∫ ∞

1−0

x−1
∞∑

k=0

(−1)k+1

k!
(log x)k(s − 1)kdψ(x)
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=

∞∑

k=0

{

(−1)k+1

k!

∫ ∞

1−0

x−1(log x)kdψ(x)

}

(s − 1)k.

The inversion of summation and integration is justified by the fact

that, for k ≥ 1, integration by parts gives

∫ ∞

1−0

x−1 logk xdψ(x) =

∫ ∞

1−0

x−2ψ(x)(logk x − k logk−1 x)dx,

and the last integral is absolutely convergent.

To obtain analytic continuation of ζ(s) to the whole complex plane

it is most convenient to use the functional equation

ζ(s) = 2sπs−1 sin

(
πs

2

)

Γ(1 − s)ζ(1 − s), (1.6)

which is valid for all s. Namely, for σ < 0

−s

∫ 1

0

ψ(u)u−s−1du =
1

s − 1
+

1

2
,

hence by (1.3)

ζ(s) = −s

∫ ∞

0

ψ(u)u−s−1du, (−1 < σ < 0). (1.7)

By using the Fourier expansion 3

ψ(x) = −
∞∑

n=1

sin(2nπx)

nπ
,

which is valid when x is not an integer, we obtain for s = σ, −1 < σ < 0,

ζ(s) =
s

π

∞∑

n=1

1

n

∫ ∞

0

u−s−1 sin(2nπu)du

=
s

π

∞∑

n=1

(2nπ)s

n
Im

{∫ ∞

0

eiy

ys+1
dy

}

=
s

π

∞∑

n=1

(2π)sns−1 Im

{

i−s

∫ −i∞

0

e−zz−s−1dz

}
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=
s

π
(2π)sζ(1 − s) Im

{

e
−πis

2

∫ ∞

0

e−z

zs+1
dz

}

=
s

π
(2π)sζ(1 − s) Im(e−

1
2
πis)Γ(−s)

=
(2π)s

π
ζ(1 − s) sin

(
πs

2

)

{−sΓ(−s)}

= 2sπs−1 sin

(
πs

2

)

Γ(1 − s)ζ(1 − s).

Here one can justify termwise integration by showing that

lim
y→∞

∞∑

n=1

1

n

∫ ∞

y

sin(2nπu)u−s−1du = 0 (−1 < σ < 0),

which is easily established by performing an integration by parts. Thus

(1.6) follows for −1 < s = σ < 0, and for other values of s it follows by

analytic continuation.

One can also write (1.6) as

ζ(s) = χ(s)ζ(1 − s), χ(s) = (2π)s/

(

2Γ(s) cos

(
πs

2

))

. (1.8)

By using Stirling’s formula for the gamma-function it follows that,

uniformly in σ,

χ(s) =

(

2π

t

)σ+it− 1
2

ei(t+ 1
4
π)

{

1 + 0

(

1

t

)}

(0 < σ ≤ 1, t ≥ t0 > 0) (1.9)

and also

χ

(

1

2
+ it

)

=

(

2π

t

)−it log(t/2π)+it+ 1
4

iπ {

1 − i

24t
+ 0

(

1

t2

)}

(t ≥ t0 > 0).

(1.10)

4

1.2 Elementary Mean Value Results

In general, mean value results concern the evaluation of the integral
∫ T

1

∣
∣
∣ζ(σ + it)

∣
∣
∣
k
dt (1.11)
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as T → ∞, where σ and k(> 0) are fixed. Since ζ(s) ≫σ 1 when σ > 1,

the case σ > 1 is fairly easy to handle. By the functional equation (1.8)

and (1.9) it is seen that the range σ < 1/2 can be essentially reduced to

the range σ ≥ 1/2. Thus the basic cases of (1.11) are σ1/2 (“the critical

line”), 1/2 < σ < 1 (“the critical strip”) and σ = 1. Naturally, the case

when k in (1.11) is not an integer is more difficult , because ζk(s) may

not be regular. For the time being we shall suppose that k ≥ 1 is an

integer, and we also remark that when k = 2N is even the problem is

somewhat less difficult, since |ζ(σ + it)|2N = ζN(σ + it)ζN(σ − it).

In problems involving the evaluation of (1.11) one often encounters

the general divisor function

dk(n) =
∑

n=n1...nk

1,

which denotes the number of ways n may be written as a product of

k(≥ 2) fixed factors. In this notation d(n) = d2(n) denotes the number of

all positive divisors of n. For Re s > 1

ζk(s) =





∞∑

n=1

n−s





k

=

∞∑

n=1

dk(n)n−s. (1.12)

Note that dk(n) is a multiplicative function of n (meaning dk(mn) =

dk(m)dk(n) for coprime m and n) and

dk(pα) =

(

α + k − 1

k − 1

)

=
k(k + 1) . . . (α + k − 1)

α!
.

For fixed k we have dk(n) ≪ǫ nǫ for any ǫ > 0, which follows from

the stronger inequality 5

dk ≤ exp(C(k) log n/ log log n) (n ≥ 2), (1.13)

where C(k) > 0 is a suitable constant. One proves (1.13) by induction

on k, since dk(n) =
∑

δ|n
dk−1(δ) and (1.13) is not difficult to establish for

k = 2.



6 1. Elementary Theory

To obtain some basic mean-value formulas we shall use a simple

so-called “approximate functional equation”. This name refers to vari-

ous formulas which express ζ(s) (or ζk(s)) as a number of finite sums

involving the function n−s. The approximate functional equation of the

simplest kind is

ζ(s) =
∑

n≤x

n−s +
x1−s

s − 1
+ O(x−σ), (1.14)

and is valid for 0 < σ0 ≥ σ ≤ 2, x ≥ |t|/π, s = σ + it, where the

0-constant depends only on σ0. We shall also need a result for the eval-

uation of integrals of Dirichlet polynomials, namely sums of the form∑

n≤N

annit, where t is real and the an’s are complex. The standard mean-

value result for Dirichlet polynomials, known as the Montgomery-Vaug-

han theorem, is the asymptotic formula

∫ T

0

∣
∣
∣
∣
∣
∣

∑

n≤N

annit

∣
∣
∣
∣
∣
∣

2

dt = T
∑

n≤N

|an|2 + O





∑

n≤N

n|an|2



. (1.15)

This holds for arbitrary complex numbers a1, . . . , aN , and remains

true if N = ∞, provided that the series on the right-hand side of (1.15)

converge.

Now suppose 1
2
T ≥ t ≥ T and choose x = T in (1.14) to obtain, for

1/2 < σ < 1 fixed,

ζ(σ + it) =
∑

n≤T

n−σ−it + R,

where R ≪ T−σ. Since |ζ(s)|2 = ζ(s)ζ(s), we obtain

∫ T

1
2

T

|ζ(σ + it)|2dt =

∫ T

1
2

T

∣
∣
∣
∣
∣
∣

∑

n≤T

n−σ−it

∣
∣
∣
∣
∣
∣

2

dt + 0(T 1−2σ)

+ 2 Re






∫ T

1
2

T

∑

n≤T

n−σ−itRdt





.

Using (1.15) we have6
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∫ T

1
2

T

∣
∣
∣
∣
∣
∣
∣

∑

n≤T

n−σ−it

∣
∣
∣
∣
∣
∣
∣

2

dt =
1

2
T

∑

n≥T

n−2σ + O





∑

n≤T

n1−2σ




(1.16)

=
1

2
ζ(2σ)T + O(T 2−2σ).

Trivially we have
∑

n≤T

n−σ−it ≪ T 1−σ,R ≪ T−σ, hence

∫ T

1
2

T

∑

n≤T

n−σ−itRdt ≪ T 2−2σ.

In the case when σ = 1
2

the analysis is similar, only the right-hand

side of (1.16) becomes

1

2
T

∑

n≤T

n−1 + O





∑

n≤T

1




=

T

2
log

T

2
+ O(T ).

Thus replacing T by T2− j in the formulas above ( j = 1, 2, . . .) and

adding the results we obtain

∫ T

0

|ζ(σ + it)|2dt = ζ(2σ)T + O(T 2−2σ)

and
∫ T

0

|ζ(
1

2
+ it)|2dt = T log T + O(T ).

To obtain the mean square formula in the extreme case σ = 1 we

use (1.14) with s = 1 + it, 1 ≤ t ≤ T , x = T . Then we have

ζ(1 + it) =
∑

n≤T

n−1−it +
T−it

it
+ O

(

1

T

)

.

We use this formula to obtain

∫ T

1

|ζ(1 + it)|2dt =

∫ T

1

∣
∣
∣
∣
∣
∣
∣

∑

n≤T

n−1−it

∣
∣
∣
∣
∣
∣
∣

2

dt − 2 Re






1

i

∫ T

1

∑

n≥T

n−1
(
T

n

)it dt

t





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+ O





∫ T

1

∣
∣
∣
∣
∣
∣
∣

∑

n≤T

n−1−it

∣
∣
∣
∣
∣
∣
∣

dt

T
+ O(1).




(1.17)

Therefore by (1.15) 7

∫ T

1

∣
∣
∣
∣
∣
∣
∣

∑

n≦T

n−1−it

∣
∣
∣
∣
∣
∣
∣

2

dt = (T − 1)
∑

n≤T

n−2 + 0





∑

n≤T

n−1





= ζ(2)T + O(log T ), (1.18)

and so by the Cauchy-Schwarz inequality

∫ T

1

∣
∣
∣
∣
∣
∣
∣

∑

n≤T

n−1−it

∣
∣
∣
∣
∣
∣
∣

dt

T
= O(1).

Finally, let H be a parameter which satisfies 2 ≤ H ≤ 1
2
T . Then

∫ T

1

∑

n≤T

n−1

(

T

n

it
)

dt

t

=
∑

n≤T (1−1/H)

n−1

{

(T/n)it

it log(T/n)

∣
∣
∣
∣

T

1
+

∫ T

1

(T/n)it

it2 log(T/n)
dt

}

+ O





∑

T (1−1/H<n≤T )

n−1

∫ T

1

dt

t





≪
∑

n≤T (1−1/H)

1

n log(T/n)
+ log T

∑

T (1−1/H)<n≤T

1

n

≪
∫ T (1−1/H) dx

x log(T/x)
+

log T

H
+ 1

=

∫ T

(1−1/H)−1

du

u log u
+

log T

H
+ 1

≪ log log T − log log(1 − 1/H)−1 +
log T

H
+ 1

≪ log log T + log H +
log T

H
+ 1 ≪ log log T
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for H = log T . In view of (1.17) this shows that8

∫ T

1

|ζ(1 + it)|2dt =

∫ T

1

∣
∣
∣
∣
∣
∣
∣

∑

n≤T

n−1−it

∣
∣
∣
∣
∣
∣
∣

2

dt + O(log log T ), (1.19)

and in conjunction with (1.18) we obtain

∫ T

1

|ζ(1 + it)|2dt = ζ(2)T + O(log T ).

Hence we have proved

Theorem 1.1. For 1/2 < σ < 1 fixed we have

∫ T

0

|ζ(σ + it)|2dt = ζ(2σ)T + O(T 2−2σ). (1.20)

Moreover

∫ T

0

|ζ(
1

2
+ it)|2dt = T log T + O(T ) (1.21)

and
∫ T

1

|ζ(1 + it)|2dt = ζ(2)T + O(log T ). (1.22)

It should be remarked that the asymptotic formulas (1.20), (1.21)

and (1.22) cannot be improved, that is, the error terms appearing in them

are in fact of the order T 2−2σ, T and log T , respectively. But the first two

formulas in equation may be given in a much more precise form, which

will be the topic of our study in Chapter 2 and Chapter 3. Note also that

the argument used in the proof of Theorem 1.1yields easily, on using

dk(n) ≪ǫ nǫ ,

∫ T

1

|ζ(σ + it)|2kdt =





∞∑

n=1

d2
k (n)n−2σ



 T + O(T 2−2σ) + 0(1)

for σ > 1 fixed and k ≥ 1 a fixed integer.
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1.3 Bounds Over Short Intervals

We begin with a useful result which shows that pointwise estimation of 9

ζk(s) may be replaced by estimation of the integral of ζk(s) over a short

interval, and the latter is in many cases easier to carry out. This is

Theorem 1.2. Let 1/2 ≤ σ ≤ 1 be fixed and let k ≥ 1 be a fixed integer.

Then for any fixed constants δ, A > 0

|ζ(σ + it)|k ≪ (log T )

∫ δ

−δ
|ζ(σ + it)|kdv + T−A. (1.23)

Proof. Let B,C > 0 denote constants to be chosen later, r = [C log T ],

s = σ + it, T ≥ T0 and X = exp(u1 + · · · + ur). By the residue theorem

we have

2πiBrζk(s) =

∫ B

0

· · ·
∫ B

0

∫

|w|=δ
ζk(s + w)Xww−1dwdu1 . . . dur. (1.24)

We may clearly suppose that 0 < δ < 1/2, so that on the semicircle

|w| = δ, Re w < 0 we have |eBw − 1| ≤ 2 and ζ(s + w) ≪ T
1
2 (because

from (1.14) we trivially have ζ(1+it) ≪ log T , and then by the functional

equation ζ(it) ≪ T
1
2 log T ). Hence

∣
∣
∣
∣
∣
∣
∣
∣
∣

∫ B

0

· · ·
∫ B

0

∫

|w|=δ,Re w<0

ζk(s + w)Xww−1dwdu1 . . . dur

∣
∣
∣
∣
∣
∣
∣
∣
∣

=

∣
∣
∣
∣
∣
∣
∣
∣
∣

∫

|w|=δ,Re w<0

ζk(s + w)

B∫

0

ewu1du1 . . .

B∫

0

ewur dur

dw

w

∣
∣
∣
∣
∣
∣
∣
∣
∣

=

∣
∣
∣
∣
∣
∣
∣
∣
∣

∫

|w|=δ,Re w<0

ζk(s + w)

(

eBw − 1

w

)r
dw

w

∣
∣
∣
∣
∣
∣
∣
∣
∣

≤ πT
1
2

k

(

2

δ

)r

.

On the other hand we obtain by Cauchy’s theorem

∫

|w|=δ,Re w≥0

ζk(s + w)Xw dw

w
=

∫

|w|=δ,Re w≥0

ζk(s + w)
Xw − X−w

w
dw
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+

∫

|w|=δ,Re w≥0

ζk(s + w)X−w dw

w

=

iδ∫

−iδ

ζk(s + w)
Xw − X−w

w
dw +

∫

|w|=δ,Re≥0

ζk(s + w)X−w dw

w
,

since w−1(Xw − X−w) is regular on the segment [−iδ, iδ]. On the semi- 10

circle |w| = δ, Re w ≥ 0 we have |X−w| ≤ 1, hence the total contribution

of the last integral above will be again in absolute value ≤ πT
1
2

k(2/δ)r.

Thus (1.24) gives

|ζ(σ + it)|k ≤ B−r

B∫

0

· · ·
B∫

0

∣
∣
∣
∣
∣
∣
∣
∣
∣

iδ∫

−iδ

ζk(s + w)
Xw − X−w

w
dw

∣
∣
∣
∣
∣
∣
∣
∣
∣

du1 . . . dur

+ 2πT
1
2

k

(

2

δB

)r

.

For w = iv, −δ ≤ v ≤ δ we have

∣
∣
∣
∣
∣

Xw − X−w

w

∣
∣
∣
∣
∣
= 2 log X

∣
∣
∣
∣
∣
∣

eiv log X − e−iv log X

2iv log X

∣
∣
∣
∣
∣
∣
= 2 log X

∣
∣
∣
∣
∣
∣

sin(v log X)

v log X

∣
∣
∣
∣
∣
∣

≤ 2 log X = 2(u1 + · · · + ur) ≤ 2Br ≤ log T.

Taking B = 4δ−1, r = [C log T ] with C = C(k, δ, A) > 0 a sufficiently

large constant, we obtain

|ζ(σ + iT )|k ≪ B−rBr

δ∫

−δ

|ζ(σ + iT + iv)|k log Tdv + T
1
2

k2−r

≪ (log T )

δ∫

−δ

|ζ(σ + iT + iv)|kdv + T−A,

as asserted.
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From Theorem 1.2 one sees immediately that the famous Lindelöf

hypothesis that ζ( 1
2
+ it) ≪ǫ |t|ǫ is equivalent to the statement that

T∫

1

|ζ
(

1

2
+ it

)

|kdt ≪ T 1+ǫ (1.25)

holds for any fixed integer k ≥ 1. That the lindelöf hypothesis implies11

(1.25) is obvious, and by (1.23)

|ζ
(

1

2
+ iT

)

|k ≪ log T

T+1∫

T−1

|ζ
(

1

2
+ iu

)

|kdu + T−A

≪ T 1+ǫ log T log T ≪ T 1+2ǫ

if (1.25) holds. Thus for any ǫ1 > 0

ζ(
1

2
+ iT ) ≪ T ǫ1

if k = [(1 + 2ǫ)/ǫ1] + 1 in the last bound above. At the time of the writ-

ing of this text both the Lindelöf hypothesis and the stronger Riemann

hypothesis (all complex zeros of ζ(s) lie on the line σ = 1/2) are neither

known to be true nor false. The Lindelöf hypothesis may be rephrased

as µ(σ) = 0 for σ ≥ 1/2, where for any real σ one defines

µ(σ) = lim sup
t→∞

log |ζ(σ + it)|
log t

,

so that ζ(σ + it) ≪ tµ(σ)+ǫ holds, but ζ(σ + it) ≤ tc does not hold if

c < µ(σ). It may be shown that the function µ(σ) is convex downward

and non-increasing. The last assertion is a consequence of �

Theorem 1.3. For 0 ≤ σ1 ≤ σ0 ≤ σ1 +
1
2
≤ 3

2
, t ≥ t0 we have

ζ(σ0 + it) ≪ 1 + max
|v|≤log log t

|ζ(σ1 + it + iv)|. (1.26)
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Proof. Let D be the rectangle with vertices σ1 + it± i log log t, 11
10
+ it±

i log log t. The function

f (s) = ζ(s) exp

(

− cos

(
π

3
(s − s0)

))

, s0 = σ0 + it

is regular in the domain bounded by D . Therefore by the maximum

modulus principle

|ζ(s0)| = e| f (s0)| ≤ e max
s∈D

∣
∣
∣
∣
∣
ζ(s) exp

(

− cos

(
π

3
(s − s0)

))∣∣
∣
∣
∣
.

�

But for w = u + iv(u, v real) we have 12

| exp(− cos w)| =
∣
∣
∣
∣
∣
∣
exp

(

−1

2
(eiw + e−iw)

)∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣
exp

(

−1

2
(eiue−v + e−iuev)

)∣
∣
∣
∣
∣
∣
= exp(− cos u · ch v),

which decays like a second-order exponential as |v| → ∞ if cos u > 0.

If s ∈ D , then |Re(s − s0)| ≤ 11
10

, hence

cos

(
π

3
(s − s0)

)

≥ cos

(

11π

30

)

: A > 0,

and the maximum of | f (s)| on the side of D with Re s = 11
10

is O(1).

On the horizontal sides of D we have |Im(s − s0| = log log t, and since

trivially ζ(s) ≪ t we have that the maximum over these sides is

≪ t exp

(

−Ach

(
π

3
log log t

))

≤ t exp

(
A

2
e(π log log t)/3

)

= t exp

(

−A

2

(

log t
)π/3

)

= 0(1)

as t → ∞. On the vertical side of D with Re s = σ1 the exponential

factor is bounded, and (1.26) follows.
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From (1.14), the functional equation and convexity it follows that

ζ(σ + it) ≪






1 for σ ≥ 2,

log t for 1 ≤ σ ≤ 2,

t
1
2

(1−σ) log t for 0 ≤ σ ≤ 1,

t
1
2
−σ log t for σ ≤ 0.

(1.27)

The bound in (1.27) for 0 ≤ σ ≤ 1 is not best possible, and the true

order of ζ(σ + it) (or the value of µ(σ)) is one of the deepest problems

of zeta-function theory. By using the functional equation one obtains

µ(σ) ≤ 1
2
− σ + µ(1 − σ), so that the most interesting range for σ is

1
2
≤ σ ≤ 1. The latest bounds for ζ( 1

2
+ it) are13

µ

(

1

2

)

≤ 89

560
= 0.15892 . . . , µ

(

1

2

)

≤ 17

108
= 0.15740 . . . , (1.28)

µ

(

1

2

)

≤ 89/570 = 0.15614 . . .

due to N. Watt [165], M.N. Huxley and G. Kolesnik [73] and M.N. Hux-

ley [69], respectively. These are the last in a long string of improvements

obtained by the use of intricate techniques from the theory of exponen-

tial sums.

We pass now to a lower bound result for mean values over short

intervals. As in the previous theorem we shall make use of the kernal

exp(− cos w), which regulates the length of the interval in our result.

Theorem 1.4. If k ≥ 1 is a fixed integer, σ ≥ 1/2 is fixed, 12 log log T ≤
Y ≤ T, T ≥ T0, then uniformly in o

T+Y∫

T−Y

|ζ(σ + it)|kdt ≫ Y. (1.29)

Proof. Let σ1 = σ + 2, s1 = σ1 + it, T − 1
2
Y ≤ t ≤ Y + 1

2
Y . �
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Then ζ(s1) ≫ 1 and therefore

T+ 1
2

Y
∫

T− 1
2

Y

|ζ(σ1 + it)|kdt ≫ Y. (1.30)

Let now E be the rectangle with vertices σ + iT ± iY , σ2 + iT ± iY

(σ2 = σ + 3) and let X be a parameter which satisfies

T−cX ≤ T c

for some c > 0. The residue theorem gives

e−1ζk(s1) =
1

2πi

∫

E

ζk(w)

w − s1

exp

(

− cos

(
w − s1

3

))

Xs1−wdw.

On E we have |Re((w − s1)/3)| ≤ 1, and on its horizontal sides

∣
∣
∣
∣
∣
Im

(
w − s1

3

)∣∣
∣
∣
∣
≥ 1

3
· Y

2
≥ 2 log log T.

Hence if w lies on the horizontal sides of E we have 14

∣
∣
∣
∣
∣
exp

(

− cos

(
w − s1

3

))∣∣
∣
∣
∣
≥ exp

(

−cos 1

2
exp(2 log log T )

)

= exp

(

−cos 1

2
(log T )2

)

.

Therefore the condition T−c ≤ X ≤ T c ensures that, for a suitable

c1 > 0,

ζk(σ1 + it) ≪ X2

T+Y∫

T−Y

|ζ(σ + iv)|k exp
(

−c1e|v−t|/3
)

dv

+ X−1

T+Y∫

T−Y

exp
(

−c1e|v−t|/3
)

dv + 0(1).
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Integrating this estimate over t and using (1.30) we obtain

Y ≪ X2

T+Y∫

T−Y

|ζ(σ + iv)|kdv





T+ 1
2

Y
∫

T− 1
2

Y

exp(−c1e|v−t|/3)dt





(1.31)

+ X−1

T+Y∫

T−Y

dv





T+ 1
2

Y
∫

T− 1
2

Y

exp(−c1e|v−t|/3)dt





≪ X2

T+Y∫

T−Y

|ζ(σ + iv)|kdv + X−1Y.

Let now

I :=

T+Y∫

T−Y

|ζ(σ + iv)|kdv,

and choose first X = Yǫ . Then (1.31) gives I ≫ Y1−2ǫ , showing that I

cannot be too small. Then we choose X = Y1/3I−1/3, so that in view of

(1.28) trivially

T−k/18 ≪ X ≪ Y.

With this choice of X (1.31) reduces to Y ≪ Y2/3Y1/3, and (1.29)

follows.

1.4 Lower Bounds For Mean Values on The Critical

Line

The lower bound of Theorem 1.4 is best possible when σ > 1/2 (for15

Y ≫ T 2−2σ this follows from (1.20)). However, in the most important

case when σ = 1/2, this bound is poorer by a log-factor than the ex-

pected order of magnitude of the integral in question. It is conjectured

that for any fixed k ≥ 0

Ik(T ) :=

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt ∼ ckT (log T )k2

(T → ∞) (1.32)
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for some constant ck(> 0). So far this is known to hold only for k = 0

(the trivial case), k = 1, k = 2 with c0 = 1, c1 = 1 and c2 = 1/(2π2),

respectively. For k = 1 this follows from (1.21), and for k = 2 this is a

consequence of A.E. Ingham’s classical result that

I2(T ) =

∫ T

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt =
T

2π2
log4 T + O(T log3 T ). (1.33)

For other values of k it is impossible at present to prove (1.32)

(k = 1/2 would be very interesting, for example), and it seems diffi-

cult even to formulate a plausible conjectural value of ck (this subject

will be discussed more in chapter 4). The lower bound

Ik(T ) ≫k T (log T )k2

(1.34)

is known to hold for all rational k ≥ 0, and for all real k ≥ 0 if the

Riemann hypothesis is true. The following theorem proves the lower

bound (1.30) (under the Lindelöf hypothesis) with the explicit constant

implied by the symbol≫. This is

Theorem 1.5. Assume the Lindelöf hypothesis. If k > 0 is a fixed integer,

then as T → ∞

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt ≥ (c′k + 0(1))T (log T )k2

, (1.35)

where

c′k =
1

Γ(k2 + 1)

∏

p




(1 − p−1)k2

∞∑

m=0

(

Γ(k + m)

Γ(k)m!

)2

p−m




(1.36)

Proof. Note that c0 = c′
0

and c1 = c′
1
. The proof will give uncondition- 16

ally (1.35) for k < 2/µ(1/2) (so that µ(1/2) = 0, the Lindelöf hypothesis,

gives the assertion of the theorem). Also, if the Riemann hypothesis is

assumed then (1.35) holds for all k ≥ 0 (and not only for integers). For

this reason it is expedient to use in (1.36) the gamma-function notation.
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Let ak(s) =
∑

n≤Y

dk(n)n−s, where Y = Y(T ) = o(T ) will be chosen

later. Using |a − b|2 = |a|2 + |b|2 − 2 Re ab one has

0 ≤
T∫

1

|ζk(1/2 + it) − Ak(
1

2
+ it)|2 + dt

= Ik(T ) + O(1) +

T∫

1

|Ak(1/2 + it)|2dt

− 2 Re





T∫

1

ζk(1/2 + it)Ak(1/2 − it)dt





From (1.15) we obtain

T∫

1

|Ak(1/2 + it)|2dt = (T + O(Y))
∑

n≤Y

d2
k (n)n−1. (1.37)

Consider now the rectangle with vertices 1
2
+ i, a + i, a + iT , 1

2
+ iT ,

where a = 1 + 1/(log T ). Then by Cauchy’s theorem we have

T∫

1

(

1

2
+ it

)

Ak

(

1

2
− it

)

dt =
1

i

a+iT∫

a+i

ζk(s)Ak(1 − s)ds

+ O





a∫

1
2

|ζ(δ + it)|k
∑

n≤Y

dknσ−1dσ





+ O(1).

Now we use the Lindelöf hypothesis in the form

ζ(σ + it) ≪ t2ǫ(1−σ) log t

(

1

2
≤ σ ≤ 1, t ≥ t0

)

,

which follows from ζ
(

1
2
+ it

)

≪ tǫ , ζ(1 + it) ≪ log t and convexity. We17
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also recall the elementary estimate

∑

n≤Y

dk(n) ≪ Y logk−1 Y,

so that by partial summation

∫ a

1
2

≪ max
1
2
≤σ≤1

T 2kǫ(1−σ)Yσ log2k T + Y log2k T

≪ (T kǫY
1
2 + Y) log2k T ≪ Y log2k T

with the choice ǫ = 1/(3k), since obviously k ≥ 1 may be assumed.

Since

Ak(1 − s) ≪ Ak(1 − a) =
∑

n≤Y

dk(n)na−1 ≪
∑

n≤Y

dk(n),

we have by absolute convergence

1

i

a+iT∫

a+i

ζk(s)Ak(1 − s)ds =

∞∑

m=1

dk(m)
∑

n≤Y

dk(n)n−1






1

i

a+iT∫

a+i

(
m

n

)−s

ds






×

(T − 1)
∑

n≤Y

d2
k (n)n−1 + O





∑

m,n,n≤Y

dk(m)dk(n)

| log m
n
|man1−a




. (1.38)

To estimate the last error term we use the elementary inequality

dk(m)dk(n) ≤ 1

2
(d2

k (m) + d2
k (n))

and distinguish between the cases m ≤ 2Y and m > 2Y . The total

contribution of the error term is then found to be

≪
∞∑

m=1

d2
k (m)m−a

∑

n≤Y,n,m

∣
∣
∣
∣
∣
log

m

n

∣
∣
∣
∣
∣

−1

+
∑

n≤Y

d2
k (n)

∞∑

m=1,m,n

m−a

∣
∣
∣
∣
∣
log

m

n

∣
∣
∣
∣
∣

−1

×

∞∑

m=1

d2
k (m)m−aY log T +

∑

n≤Y

d2
k (n) log2 T.



20 1. Elementary Theory

From (1.37) and (1.38) it follows then

Ik(T ) ≥ T
∑

n≤Y

d2
k (n)n−1 + O





∑

n≤Y

d2
k (n) log2 T





+ O





Y





∑

m≤Y

d2
k (m)m−1 +

∞∑

m=1

d2
k (m)m−a log T + log2k T









.

To finish the proof note that18

ζ(a) ≪ 1

a − 1
+ 1 (a > 1)

for a = 1 + 1/(log T ) gives

∞∑

m=1

d2
k (m)m−a ≪ ζk2

(a) ≪ (log T )k2

,

and that we have
∑

n≤Y

d2
k (n)n−1 = (c′k + O(1))(log Y)k2

(y→ ∞) (1.39)

with c′
k

given by (1.36). Thus taking

Y = T exp

(

− log T

log log T

)

we obtain the assertion of the theorem. For unconditional results we use

the bound

ζ(σ + it) ≪ t(2µ(1/2)+ǫ)(1−σ) log t (1/2 ≤ σ ≤ 1, t ≥ t0),

while if the Riemann hypothesis is true we may use the bound

ζ(σ + it) ≪ exp

(

A log t

log log t

) (

A > 0, σ ≥ 1

2
, t ≥ t0

)

. (1.40)

In the last case the appropriate choice for Y is

Y = T exp

(

− A1 log T

log log T

)

with a1 > A. We conclude by noting that an unconditional proof of

(1.35) will be given in Chapter 6. �
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Notes For Chapter 1

For the elementary theory of ζ(s) the reader is referred to the first 19

two chapters of E.C. Titchmarsh’s classic [155] and to the first chapter

of the author’s monograph [155].

There are many ways to obtain the analytic continuation of ζ(s) out-

side the region σ > 1. One simple way (see T. Estermann [36]) is to

write, for σ > 1,

ζ(s) =

∞∑

n=1

n−s =

∞∑

n=1




n−s −

n+1∫

n

u−sdu




+

1

s − 1

and to observe that
∣
∣
∣
∣
∣
∣
∣
∣
∣

n−s −
n+1∫

n

u−sdu

∣
∣
∣
∣
∣
∣
∣
∣
∣

=

∣
∣
∣
∣
∣
∣
∣
∣
∣

s

n+1∫

n

n∫

u

z−s−1dzdu

∣
∣
∣
∣
∣
∣
∣
∣
∣

≤ |s|n−σ−1.

Hence the second series above converges absolutely for σ > 0, and

we obtain

ζ(s) =

∞∑

n=1




n−s −

n+1∫

n

u−sdu




+

1

s − 1
(σ > 0).

One can formalize this approach (see R. Balasubramanian and K.

Ramachandra [9]) and show that

∑

a≤n<b

f (n) =

b∫

a

f (x)dx − 1

2

1∫

0

1∫

0

∑

a≤n<b

f ′(n + u1/2v)dudv

if a < b are integers and f (x) ∈ C1[a, b]. By repeated application of this

summation formula one can obtain analytic continuation of ζ(s) to C,

and also the approximate functional equation (1.14) for x ≥
(

1
2
+ ǫ

)

|t|.
The approximate functional equation (1.14) is given as Theorem 1.8

of Ivić [75] and as Theorem 4.11 is Titchmarsh [155].
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The functional equation (1.6) is, together with the Euler product rep- 20

resentation (1.1), one of the fundamental features of ζ(s). There are

seven proofs of (1.6) in Chapter 2 of Titchmarsh [155] (one of which is

given in our text), plus another one in the Notes for Chapter 1 via the

theory of Eisenstein series.

For fractional mean values, that is, the integral (1.11) when k is not

necessarily a natural number, the reader is referred to Chapter 6. The

formulas (6.4) - (6.7) show how (1.12) can be made meaningful for an

arbitrary complex number k.

To obtain a precise form of (1.13) when k = 2, let n = p
α1

1
· · · pαr

r be

the canonical decomposition of n. Since pα has exactly α + 1 divisors

for any prime p we have

d(n)n−δ =
r∏

j=1

(α j + 1)p
−α jδ

j
,

where δ > 0 will be suitably chosen. Now (α + 1)p−αδ ≤ 1 for p ≥ 21/δ

and

2αδ
(

1 +
1

δ log 2

)

≥ (1 + αδ log 2)

(

1 +
1

δ log 2

)

≥ 1 + α

shows that

(α + 1)p−δ ≤ 1 +
1

δ log 2

for all primes p and α ≥ 1. Hence

d(n)n−δ ≤
(

1 +
1

δ log 2

)π(21/δ)

,

where π(x)(∼ x/ log x as x→ ∞) is the number of primes not exceeding

x. The choice

δ =

(

1 +
C log3 n

log2 n

)

log 2

log2 n
,

with C > 2, log2 n = log log n, log3 n = log log log n gives after a simple

calculation

d(n) ≤ exp

{

log 2 log n

log2 n
+ o

(

log n log3 n

(log2 n)2

)}

.
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As shown by S. Ramanujan [145], this inequality holds even without

log3 n in the O-term, in which case it is actually best possible.

H.L. Montgomery and R.C. Vaughan [122] proved (1.15) from a 21

version of the so-called Hilbert inequality. The proof of (1.15) was sim-

plified by K. Ramachandra [139], and his proof is essentially given in

Chapter 5 of A. Ivić [75]. See also the papers of S. Srinivasan [153] and

E. Preissmann [134].

Recently R. Balasubramanian, A. Ivić and K. Ramachandra [13] in-

vestigated the function

R(T ) :=

T∫

1

|ζ(1 + it)|2dt − ζ(2)T,

where the lower bound of integration has to be positive because of the

pole of ζ(s) at s = 1. They proved that

R(T ) = O(log T ),

which is in fact (1.22),

T∫

1

R(t)dt = −πT log T + O(T log log T )

and
T∫

1

(R(t) + log t)2dt = O(T log log T )4.

From either of the last two results one can deduce that

R(T ) = Ω−(log T ),

which justifies the claim in the text that the error term in (1.22) cannot

be improved.

Theorem 1.2 is due to R. Balasubramanian and K. Ramachandra

[10], [11]. It improves considerably on Lemma 7.1 of the author’s work

[1], which generalizes a lemma of D.R. Heath-Brown [59].
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The convexity of the function µ(σ) follows e.g. from general results

on Dirichlet series. A direct proof is given by the author [1] in Chapter

8.

Theorem 1.3 is an improved version of Lemma 1.3 of the author’s

work [1]. The improvement comes from the use of the kernel function

exp(− cos w), which decays like a second-order exponential.

This kernel function, in the alternative form exp(sin2 w), was intro-22

duced and systematically used by K. Ramachandra (see e.g. [137] and

[141]). In Part I of [141] Ramachandra expresses the opinion that prob-

ably no function regular in a strip exists, which decays faster than a

second-order exponential. This is indeed so, as was kindly pointed out

to me by W.K. Hayman in a letter of August 1990. Thus Ramachandra’s

kernel function exp(sin2 w) (or exp(− cos w)) is essentially best possible.

This does not imply that, for example, the range |v| ≤ log log t in (1.26)

cannot be reduced, but it certainly cannot be reduced by the method of

proof given in the text.

Bounds for µ(σ) are extensively discussed in Chapter 5 of Titch-

marsh [155] and Chapter 7 of Ivić [75]. All of the latest vounds for

µ(1/2), given by (1.28), are based on the powerful method introduced

by E. Bombieri and H. Iwaniec [16], who proved µ(1/2) ≤ 9/56 =

0.16071 . . .. This method was also used by H. Iwaniec and C.J. Moz-

zochi [82] to prove that δ(x) = O(x7/22+ǫ), where

∆(x) :=
∑

n≤x

d(n) − x(log x + 2γ − 1)

is the error term in the Dirichlet divisor problem. M.N. Huxley, either

alone [67], [68], [69], [70], for jointly with N. Watt [165], [67], success-

fully investigated exponential sums via the Bombieri-Iwaniec method.

Among other things, they succeeded in obtaining new exponent pairs for

the estimation of exponential sums (for the definition and basic proper-

ties of exponent pairs see S.W. Graham [50] and E. Krätzel [102]).

M.N. Huxley kindly informed me that he just succeeded in proving

µ( 1
3
) ≤ 89/570 = 0.156140 . . .. As in the previous estimates of µ( 1

2
) by

the Bombieri-Iwaniec method, the limit of the method, appears to be the

value 3/20. Huxley also provided me with the following summary of the

salient ideas of the Bombieri-Iwaniec method, for which I am grateful.
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Like the van der Corput method, the Bombieri-Iwaniec method be- 23

gins by dividing the sum

S =
∑

M≤n≤2M

e( f (m))

of length M into short sums of the same length N. The short sums

are estimated in absolute value, losing the possibility of cancellation

between different short sums. The best estimate obtainable from the

method must be Ω(MN−1/2). The first idea is to approximate f (x) on

each short interval by a polynomial with rational coefficients. Suppose

that f (r)(x) ≪ T M−r for r = 2, 3, 4 and f (3)(x) ≫ T M−3. Then as x runs

through an interval of length N, the derivative 1/2 f ′′(x) runs through an

interval of length

≍ NT/M3 ≍ 1/R2;

this equation defines the parameter R. A rational number a/q is chosen

in the interval. Let m be the integer for which 1/2 f ′′(m) is closest to

a/q. Then f (m + x) can be approximated by a polynomial

f (m) + (b + x)q−1x + aq−1x2 + µx3,

where b is an integer, x and µ are real numbers.

The sum of length N is transformed by Poisson summation first

modulo q, then in the variable x, to give an exponential sum in a new

variable h, whose length is proportional to q. Short sums with q ≪ R2/N

are called major arcs. For this the sum over h is estimated trivially. Esti-

mating all transformed sums trivially gives the bound O(MT ǫ(NR2)−1/6),

corresponding to the exponent pair
(

1
6
, 2

3

)

. The exponential in the trans-

formed sum is (for q odd) essentially

e



−
4a

q
(h2 − 2bh) − 2h3/2 + 3xh1/2

(27µq3)1/2



 ,

since further terms will make a negligible contribution. The expression

in the exponential can be written as

− x
∼
(h) · y

∼
(a/q),
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where x
∼
(h) is the vector (h2, h, h3/2, h1/2), and y

∼
(a/q) has entries involv-

ing 4a, b, q, x and µ from the approximating polynomial on the minor 24

arc (4a denotes the multiplicative inverse of 4a modulo q)./ Bombieri

and Iwaniec interpreted these sums as analogues of those in the clas-

sical large sieve, which are sums first over integers, then over rational

numbers. They devised an extremely general form of the large sieve.

The large sieve, applied to the transformed sums with q large (mi-

nor arcs) would show that the short sums have root mean square size

O(N1/2) if two spacing problems could be settled. The first spacing

problem is to show that for some r the vectors

x
∼
(h1) + x

∼
(h2) + · · · x

∼
(hr)

corresponding to different r-tuples of integers (h1, . . . , hr) are usually

separated by a certain distance. This is easy to show of r = 3. Bombieri

and Iwaniec [16] gave a proof for r = 4, using analytic methods and

ingenious induction. N. watt gave an elementary proof for r = 4, and

a partial result for r = 5. Huxley and Kolesnik [73] obtained the full

result for r = 5, combining Watt’s elementary method with exponential

sum techniques. The case r = 6 is open. For r ≥ 7 the Dirichlet box

principle shows that there must be many near-coincident sums of seven

x
∼
(h) vectors.

The second spacing problem is to show that the vectors y
∼
(a/q) cor-

responding to different minor arcs are usually separated by a certain

distance. Bombieri and Iwaniec [16] gave an argument for the case of

Dirichlet series, showing for certain ranges of the parameters that the

vectors are separated in their first and third entries. Huxley and Watt

[71] and G. Kolesnik obtained arguments of the same power in the gen-

eral case. The parameter ranges could be extended if one could show

that vectors which coincide in their first and third entries are separated

in their second and fourth entries. Huxley (to appear) considered how

the entries of the vector y
∼
(a/q) change on adjacent minor arcs, and ob-

tained a partial result in this direction.

Bombieri and Iwaniec got the estimate O(MT ǫ(NR)−1/2) for the

originale sum S.N. Watt [165] sharpened this to O(MT ǫ(N11R9)−1/40),
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Huxley and Kolesnik [73] to O(MT ǫ(N3R2)−1/10), and Huxley (to ap- 25

pear) to O(MT ǫ(N11R4)−1/30). The conjectured answer to the second

spacing problem could give O(MT ǫN−1/2) even with r = 3 in the first

spacing problem.

The method was adapted by H. Iwaniec and C.J. Mozzochi [82] to

show that
∑

H<h≤2H

∑

M<m≤2M

e(h f ′(m)) = O(HMT ǫ(NR)−1/2)

with the approximating polynomial (b+ x)q−1h+2ahq−1x+3µhx2 in the

notation used above. The first spacing problem is different, but easier.

These sums are related to the error terms in the divisor and circle prob-

lems (see (2.4), discussion after (2.111) and Notes for Chapter 2), which

Iwaniec and Mozzochi estimated as O(x7/22+ǫ). Huxley [67] general-

ized the application to other lattice-point problems in two dimensions.

The improvement in the second spacing problem gives the better bound

O(HMT ǫ(HN3R2)−1/6), and the exponent 7/22 in the divisor and circle

problems can be improved to 23/73 (Huxley, to appear). The method

can be also applied to the estimation of E(T ). This was done by Heath-

Brown and Huxley [64] (see Theorem 2.9), who obtained the exponent

7/22 in this problem also. In the case of E(T ) there is the extra condi-

tion H2 ≪ NR which prevents one from using the improvement in the

second spacing problem.

Theorem 1.4 improves Theorem 9.6 of Ivić [75]. The method of

proof is the same, only again the use of the kernel function exp(− cos w)

improves the range for Y from log1+ǫ T ≤ Y ≤ T to 12 log log T ≤ Y ≤
T . A result analogous to Theorem 1.4 holds for a large class of Dirichlet

series, since the proof uses very little from the properties of ζ(s).

The lower bound (1.34) when k is an integer was proved first by

K. Ramachandra [138], who obtained many significant results on lower

bounds for power moments. For more about his results, see the Notes

for Chapter 6.

Theorem 1.5 is due to J.B. Conrey and A. Ghosh [23]. Their re-

search is continued in [25] and [26]. I have included the proof of Theo- 26

rem 1.5 because of its simplicity, since a sharper result (Theorem 6.5),

due to Balasubramanian and Ramachandra, will be proved later.
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The asymptotic formula (1.39) follows by standard methods of ana-

lytic number theory. Namely,

c′k = lim
s→1+0

(s − 1)k2

Fk(s)/(k2)!,

where (see also Section 4.4) for Re s > 1

Fk(s) =

∞∑

n=1

d2
k (n)n−s = ζk2

(s)
∏

p

((1 − p−s)k2
∞∑

m=0

(

Γ(k + m)

m!Γ(k)

)2

p−ms.

Since lim
s→1

(s − 1)ζ(s) = 1, one obtains from the above representation

the value of c′
k

given by (1.36).

In what concerns unconditional bounds for ζ(s), the best known

bound in the vicinity of σ = 1 is of the form

ζ(σ + it) ≪ |t|A(1−σ)3/2

log2/3 |t| (t ≥ 2,
1

2
≤ σ ≤ 1). (1.41)

This was proved (with C = 100) by H.-E. Richert [148] by using

Vinogradoc’s method. In Chapter 6 of [157] the author proved that the

estimate

∑

N<N≤N′≤2N

nit ≪ N exp

(

D log3 N

log2 t

)

(1 ≪ N ≤ t), (1.42)

which also follows from Vinogradov’s method, implies (1.41) for 1−η ≤
σ ≤ 1 (the relevant range for σ) with C = 2

3
(3D)−1/2. The estimate

(1.42) was shown to hold with D = 10−5, giving C = 122. Recently

E.I. Panteleeva [133] improved the value of D to D = 1
2976

. Since

2
3

(
2976

3

)1/2
= 20.99735 . . ., this proves (1.41) with C = 21, a fact which

was also independently obtained by K.M. Bartz [14].

On the other hand, the best conditional bound for ζ
(

1
2
+ it

)

under

the Riemann hypothesis is (1.40), a proof of which is to be found in

Titchmarsh [155] or Ivić [75] (thus by (1.40)) it is seen that the Riemann

hypothesis implies the Lindelöf hypothesis). An explicit value of the

constant A appearing in (1.40), namely A = 0.46657 . . ., was found

recently by K. Ramachandra and A. Sankaranarayanan [144].



Chapter 2

The Error Terms In Mean

Square Formulas

2.1 The Mean Square Formulas

THE EVALUATION OF the mean square integral

∫ T

0

|ζ(σ + it)|2dt is 27

one of the central problems in zeta-function theory. In view of the func-

tional equation ζ(s) = χ(s)ζ(1 − s) is turns out that the relevant range

for σ is the so called “critical strip” 1/2 ≤ σ ≤ 1. Of particular interest

is the case σ = 1/2 (i.e. the so-called “critical line”). This problem was

considered in Chapter 1 (Theorem 1.1). It is possible to push the anal-

ysis much further, and to obtain fairly precise formulas for the integrals

in equation. These in turn yield relevant information about |ζ(σ + it)|
and |ζ(1/2 + it)|. With this in mind we define

E(T ) :=

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2

dt − T log

(
T

2π

)

− (2γ − 1)T, (2.1)

where γ is Euler’s constant, and for 1
2
< σ < 1 fixed

Eσ(T ) :=

T∫

0

|ζ(σ+it)|2dt−ζ(2σ)T− ζ(2σ − 1)Γ(2σ − 1)

1 − σ
sin(πσ)T 2−2σ.

(2.2)

29
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The functions E(T ) and Eσ(T ) are obviously related, and in fact we

have

lim
σ→ 1

2
+0

Eσ(T ) = E(T ). (2.3)

To show this we use the Laurent expansions

Γ(s) =
1

s
− γ + a1s + a2s2 + · · · (near s = 0),

ζ(s) =
1

s − 1
+ γ + γ1(s − 1) + · · · (near s = 1),

ζ(s) = ζ(0) + ζ′(0)s + b2s2 + · · ·

= −1

2
− 1

2
log(2π)s + b2s2 + · · · (near s = 0),

1

1 − s
= 2 − 2(1 − 2s) + 2(1 − 2s)2 + · · · (near s =

1

2
).

Then for σ→ 1
2
+ 0 and T fixed we have28

ζ(2σ)T +
ζ(2σ − 1)Γ(2σ − 1)

1 − σ
cos(π(σ − 1

2
))T 2−2σ =

T

2σ − 1

+ γT + O((2σ − 1)) +
{

2 − 2(1 − 2σ) + O((2σ − 1)2)
}

×
{

−1

2
− 1

2
log(2π)(2σ − 1) + O((2σ − 1)2)

}

×
{

1

2σ − 1
− γ + a1(2σ − 1) + O((2σ − 1)2)

}

×
{

T + (1 − 2σ)T log T + O((2σ − 1)2)
}

×

= T log T + (2γ − 1 − log(2π))T + O((2σ − 1)),

and this proves (2.3).

An explicit formula for E(T ) was discovered in 1949 by F.V. Atkin-

son, and its analogue for Eσ(T )( 1
2
< σ < 3

4
) in 1989 by K. Matsumoto.

Atkinson’s formula shows certain analogies with the classical Voronoi

formula for

∆(x) :=
∑′

n≤x

d(n) − x(log x + 2γ − 1) − 1

4
, (2.4)
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the error term in the Dirichlet divisor problem (see (2.25)), where
∑′

n≤x

means that the last term in the sum is to be halved if x is an integer. In

fact, the analogy between E(T ) and ∆(x) was one of the primary mo-

tivations of Atkinson’s work on E(T ), and his formula will be given

below as Theorem 2.1, It has inspired much recent research on the zeta-

function. One of its remarkable aspects is that it provides various results

on E(T ) and related topics, some of which will be discussed in Chapter

3. Another important thing is that Atkinso’s formula may be general-

ized in several ways. Instead of the mean square of |ζ( 1
2
+ it)| one may

consider the mean square of |L( 1
2
+ it, χ)|. The possibility of considering

the mean square of a Dirichlet polynomial together with |ζ( 1
2
+ it)| will

be treated in Section 2.8. The approach to the fourth power moment,

found recently by Y. Motohashi and expounded in Chapter 5, is based

on a generalization of Atkinson’s approach. As already mentioned, it 29

is also possible to obtain the analogue of E(T ) for Eσ(T ) in the range
1
2
< σ < 3

4
(σ = 3

4
appears to be the limit of the present method). The

formula for Eσ(T ) will be given as Theorem 2.2, and its proof will be

given parallel to the proof of Theorem 2.1. A discussion of the mean

square formula for E(T ), which is analogous to the corresponding prob-

lem for ∆(x), is presented in Section 2.6. Upper bound results on E(T )

and Eσ(T ) are contained in Section 2.7, and some aspects of E(T ) are

discussed also in Chapter 4, where a general approach to even moments

of |ζ( 1
2
+ it)| is given.

We present now the formulas for E(T ) and Eσ(T ).

Theorem 2.1. Let 0 < A < A′ be any two fixed constants such that

AT < N < A′T, N′ = N′(T ) = T/(2π)+N/2− (N2/4+NT/(2π))
1
2 , and

let

f (T, n) := 2Tar sinh

√

πn

2T
+ (2πnT + π2n2)1/2 − π

4
,

g(T, n) := T log

(
T

2πn

)

− T +
π

4
, ar sinh x := log(x +

√

x2 + 1).
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Then

E(T ) = 2−
1
2

∑

n≤N

(−1)nd(n)n−
1
2

(

ar sinh

√

πn

2T

)−1 (

T

2πn
+

1

4

) 1
4

×

cos( f (T, n)) − 2
∑

n≤N′

d(n)n−
1
2

(

log
T

2πn

)−1

×

cos(g(T, n)) + O(log2 T ). (2.5)

Theorem 2.2. Let 0 < A < A′ be any two fixed constants such that

AT < N < A′T, and let σ be a fixed number satisfying 1
2
< σ < 3

4
.

If σa(n) =
∑

d|n
da, then with the notation introduced in Theorem 2.1 we

have

Eσ(T ) = 2σ−1
(
π

T

)σ− 1
2
∑

n≤N

(−1)nσ1−2σ(n)nσ−1

(

ar sinh

√

πn

2T

)−1

×

(

T

2πn
+

1

4

)− 1
4

cos(( f (T, n)) − 2

(

2π

T

)σ− 1
2 ∑

n≤N

, σ1−2σ(n)nσ−1×

(2.6)
(

log
T

2πn

)−1

cos(g(T, n)) + O(log T ).

Note that, as σ→ 1
2
+ 0, the sums in Theorem 2.2 become the sums30

in Theorem 2.1. In the next sections we shall give a proof of Theorem

2.1 and Theorem 2.2. It will transpire from the proof why the restriction
1
2
< σ < 3

4
is a natural one in Theorem 2.2.

2.2 The Beginning of Proof

We start with the initial stages of proof of Theorem 2.1 and Theorem

2.2. Atkinson’s basic idea was to use the obvious identity, valid for

Re u > 1 and Re v > 1,

ζ(u)ζ(v) =

∞∑

m=1

∞∑

n=1

m−un−v = ζ(u + v) + f (u, v) + f (v, u), (2.7)
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where

f (u, v) :=

∞∑

r=1

∞∑

s=1

r−u(r + s)−v. (2.8)

What is needed is the analytic continuation of f (u, v) to a region

containing the points u = 1
2
+ it, v = 1

2
− it, v = 1

2
− it, so that eventually

the integration of (2.7) will lead to (2.5). To carry out this plane we show

first that f (u, v) is a meromorphic function of u and v for Re(u + v) > 0.

Taking Re v > 1 and writing

ψ(x) = x − [x] − 1

2
, ψ1(x) =

x∫

1

ψ(y)dy,

so that ψ1(x) ≪ 1 uniformly in x, it follows on integrating by parts that

∞∑

s=1

(r + s)−v =

∞∫

1−0

(r + y)−vd[y] =

∞∫

r

([x] − r)x−v−1dx

= r1−v(v − 1)−1 − 1

2
r−v − v

∞∫

r

ψ(x)x−v−1dx

= r1−v(v − 1)−1 − 1

2
r−v − v(v + 1)

∞∫

r

ψ1(x)x−v−2dx

= r1−v(v − 1)−1 − 1

2
r−v + O(|v|2r−Re v−1).

Hence

f (u, v) = (v − 1)−1
∞∑

r=1

r1−u−v − 1

2

∞∑

r=1

r−u−v + O



|v|2
∞∑

r=1

r−Re u−Re v−1



 ,

and therefore 31

f (u, v) − (v − 1)−1ζ(u + v − 1) +
1

2
ζ(u + v)

is regular for Re(u + v) > 0. Thus (2.7) holds by analytic continuation

when u and v both lie in the critical strip, apart from the poles at v = 1,

u + v = 1 and u + v = 2.
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We consider next the case −1 < Re u < 0, Re(u+ v) > 2. We use the

well-known Poisson summation formula: If a, b are integers such that

a < b and f (x) has bounded first derivative on [a, b], then

∑′

a≤n≤b

f (n) =

b∫

a

f (x)dx + 2

∞∑

n=1

b∫

a

f (x) cos(2πnx)dx, (2.9)

where
∑′

means that the first and the last term in the sum is to be

halved. By using (2.9) with a = 0, b = ∞ it follows that

∞∑

r=1

r−u(r + s)−v =

∞∫

0

x−u(x + s)−vdx + 2

∞∑

m=1

∞∫

0

x−u(x + s)−v×

cos(2πmx)dx = s1−u−v





∞∫

0

y−u(1 + y)−vdy + 2×

∞∑

m=1

∞∫

0

y−u(1 + y)−v cos(2πmys)dy





after the change of variable x = sy. Recalling the beta-integral formula

B(a, b) =

1∫

0

xa−1(1 − x)b−1dx =
Γ(a)Γ(b)

Γ(a + b)
(Re a > 0,Re b > 0), (2.10)

we have with 1 + y = 1/z

∞∫

o

y−u(1 + y)−vdy =

1∫

0

(1 − z)−uzu+v−2dz =
Γ(u + v − 1)Γ(1 − u)

Γ(v)
.

(2.11)

Since Re(u + v) > 2, summation over s gives

g(u, v) := f (u, v) − Γ(u + v − 1)Γ(1 − u)Γ−1(v)ζ(u + v − 1)

= 2

∞∑

s=1

s1−u−v
∞∑

m=1

∞∫

0

y−u(1 + y)−v cos(2πmsy)dy. (2.12)
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To investigate the convergence of the last expression we note that32

for Re u < 1, Re(u + v) > 0, m ≥ 1,

2

∞∫

0

y−u(1 + y)−v cos(2πny)dy =

∞∫

0

y−u(1 + y)−v(e(ny) + e(−ny))dy

(2.13)

=

i∞∫

0

y−u(1 + y)−venydy +

−i∞∫

0

y−u(1 + y)−ve(−ny)dy

= nu−1

i∞∫

0

y−u
(

1 +
y

n

)−v

e(y)dy + nu−1

−i∞∫

0

y−u
(

1 +
y

n

)−v

e(−y)dy

≪ nRe u−1|u − 1|−1

uniformly for bounded u and v, which follows after an integration by

parts. Therefore the double series in (2.12) is absolutely convergent for

Re u < 0, Re v > 1, Re(u + v) > 0, by comparison with

∞∑

s=1

|s−v|
∞∑

m=1

|mu−1|.

Hence (2.12) holds throughout this region, and grouping together

the terms with ms = n we have

g(u, v) = 2

∞∑

n=1

σ1−u−v(n)

∞∫

0

y−u(1 + y)−v cos(2πny)dy,

where as beforeσa(n) =
∑

d|n
da, so thatσ0(n) =

∑

d|n
1 = d(n) is the number

of divisors of n.

Therefore if g(u, v) is the analytic continuation of the function given

by (2.12), then for 0 < Re u < 1, 0 < Re v < 1, u + v , 1, we have

ζ(u)ζ(v) = ζ(u + v) + ζ(u + v − 1)Γ(u + v − 1)
(

Γ(1 − u)

Γ(v)
+
Γ(1 − v)

Γ(u)

)

+ g(u, v) + g(v, u). (2.14)
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So far our discussion was general, but at this point we shall distin-

guish between the cases σ = 1
2

and σ > 1
2
, which eventually lead to the33

expressions for E(T ) and Eσ(T ), given by Theorem 2.1 and Theorem

2.2, respectively.

a) The Case σ = 1/2.

We are interested in (2.14) in the exceptional case u + v = 1. We

shall use the continuity of g(u, v) and set u + v = 1 + δ, 0 < |δ| < 1/2,

with the aim of letting δ → 0. Then the terms on the right-hand side of

(2.14) not containing g become

ζ(1 + δ) + ζ(δ)Γ(δ)

(

Γ(1 − u)

Γ(1 − u + δ)
+
Γ(u − δ)
Γ(u)

)

= ζ(1 + δ) + ζ(1 − δ) (2π)δ

2 cos( 1
2
πδ)

(

Γ(1 − u)

Γ(1 − u + δ)
+
Γ(u − δ)
Γ(u)

)

= δ−1 + γ + (γ − δ−1)

(

1

2
+
δ

2
log 2π

) (

1 − Γ
′(1 − u)

Γ(1 − u)
δ + 1 − Γ

′(u)

Γ(u)
δ

)

+ O(|δ|)

=
1

2

(

Γ′(1 − u)

Γ(1 − u)
+
Γ′(u)

Γ(u)

)

+ 2γ − log(2π) + O(|δ|),

where we used the functional equation for ζ(s). Hence letting δ→ 0 we

have, for 0 < Re u < 1,

ζ(u)ζ(1−u) =
1

2

(

Γ′(1 − u)

Γ(1 − u)
+
Γ′(u)

γ(u)

)

+2γ−log(2π)+g(u, 1−u)+g(1−u, u),

(2.15)

where reasoning as in (2.13) we have, for Re u < 0,

g(u, 1 − u) = 2

∞∑

n=1

d(n)

∫ ∞

0

y−u(1 + y)u−1 cos(2πny)dy. (2.16)

What is needed now is the analytic continuation of g(u, 1 − u), valid

for Re u = 1/2. This will be obtained in the next section by the use of

the Voronoi formula. Right now, assuming that we have such a contin-

uation, we may write an expression for E(T ) that will be used in later
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evaluations. We set u = 1
2
+ it and note that ζ(u)ζ(1 − u) = |ζ( 1

2
+ it)|2.

Integration of (2.15) gives then

2i

T∫

0

|ζ(
1

2
+ it)|2dt =

1
2
−iT

∫

1
2
+iT

ζ(u)ζ(1 − u)du

1

2
(− logΓ(1 − u) + logΓ(u))

∣
∣
∣
∣
∣
∣
∣

1
2
+ iT

1
2
− iT

+ 2iT (2γ − log 2π)

+

1
2
+iT

∫

1
2
−iT

(g(u, 1 − u) + g(1 − u, u))du

log
Γ( 1

2
+ iT )

Γ( 1
2
− iT )

+ 2iT (2γ − log 2π) + 2

1
2
+iT

∫

1
2
−iT

g(u, 1 − u)du.

To simplify this expression we use Striling’s formula in the form 34

log Γ(s + b) =

(

s + b − 1

2

)

log s − s +
1

2
log(2π) + O(|s|−1), (2.17)

which is valid for b a constant and | arg s| ≤ π − δ(δ > 0), if s = 0 and

the neighbourhoods of the poles of Γ(s + b) are excluded. We obtain

T∫

0

|ζ
(

1

2
+ iT

)

|2dt = T log

(
T

2π

)

+ (2γ − 1)T − i

1
2
+iT

∫

1
2
−iT

g(u, 1 − u)du + O(1), (2.18)

or

E(T ) = −

1
2
+iT

∫

1
2
−iT

g(u, 1 − u)du + O(1). (2.19)
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b) The Case 1/2 < σ < 3/4.

We start again from (2.14), setting u = σ + it, v = 2σ − u = σ − it

and integrating the resulting expression over t. It follows that

T∫

0

|ζ(σ + it)|2dt = ζ(2σ)T + 2ζ(2σ − 1)Γ(2σ − 1) Re×






T∫

0

Γ(1 + σ + it)

Γ(σ + it)
dt






− i

σ+iT∫

σ−iT

g(u, 2σ − u)du.

(2.20)

To evaluate the first integral on the right-hand side of (2.20) we use

Stirling’s formula in the form

Γ(s) =
√

2πtσ−
1
2 exp

{

−π
2

t + i

(

t log t − t +
π

2

(

σ − 1

2

))}

·
(

1 + O

(

1

t

))

(2.21)

for 0 ≤ σ ≤ 1, t ≥ t0 > 0. Then for t ≥ t0

Γ(1 − σ + it)

Γ(σ + it)
= t1−2σ exp

(
iπ

2
(1 − 2σ)

)

·
(

1 + O

(

1

t

))

,

T∫

0

Γ(1 − σ + it)

Γ(σ + it)
dt =

T∫

t0

+O(1) = exp

(
iπ

2
(1 − 2σ)

)
T 2−2σ

2 − 2σ
+ O(1),

and

2ζ(2σ − 1)Γ(2δ − 1) Re






T∫

0

Γ(1 − σ + it)

Γ(σ + it)
dt






=
ζ(2σ − 1)γ(2σ − 1) cos( 1

2
π(1 − 2σ))

1 − σ
T 2−2σ + O(1).

Inserting the last expression in (2.20) we obtain35

T∫

0

|ζ(σ + it)|2dt = ζ(2σ)T +
ζ(2σ)Γ(2σ − 1) sin(πσ)

1 − σ
T 2−2σ + Eσ(T )
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with

Eσ(T ) = −i

σ+iT∫

σ−iT

g(u, 2σ − u)du + O(1). (2.22)

2.3 Transformation of the Expressions for the Er-

ror Terms

We shall transform the integrals in (2.19) and (2.22), providing inci-

dentally analytic continuation for the function g which appears in them.

First we shall deal with the case of E(T ) in (2.19), using the Voronoi

formula for ∆(x) (see (2.24)) to transform the integral in (2.16). This is

∆(x) = −2

π

√
x

∞∑

n=1

d(n)n−
1
2

(

K1(4π
√

4x) +
π

2
Y1(4π

√
nx)

)

, (2.23)

where K1, Y1 are standard notation for the Bessel functions. It is known

from Analysis that there exist asymptotic formulas for the Bessel func-

tions with any desired degree of accuracy. In particular, one has

∆(x) =
x

1
4

π2
1
2

∞∑

n=1

d(n)n−
3
4 cos

(

4π
√

nx − π
4

)

(2.24)

− x−
1
4

32π2
1
2

∞∑

n=1

d(n)n−5/4 sin

(

4π
√

4x − π
4

)

+
15x−

1
4

211π2
1
2

∞∑

n=1

d(n)n−7/4 cos

(

4x
√

nx − π
4

)

+ O(x−5/4).

The series in (2.23) is boundedly convergent when x lies in any fixed 36

closed subinterval of (0,∞), and it is uniformly convergent when the

interval is free of integers. Instead of (2.23) or (2.24) one often uses a

truncated expression for ∆(x), namely

∆(x) = (π
√

2)−1x
1
4

∑

n≤N

d(n)n−
1
4 cos

(

4
√

nx − π
4

)
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O(xǫ) + O(x
1
2
+ǫN−

1
2 ) (2.25)

when 1 ≪ N ≪ xA for any fixed A > 0.

Let now N be a large positive integer, X = N + 1/2, and

h(u, x) := 2

∞∫

0

y−u(1 + y)u−1 cos(2πxy)dy. (2.26)

With D(x) =
∑′

n≤x

d(n) we have

∑

n>N

d(n)h(u, n) =

∞∫

X

h(u, x)dD(x)

=

∞∫

X

(log x + 2γ)h(u, x)dx +

∞∫

X

h(u, x)d∆(x)

= −∆(X)h(u, x) +

∞∫

X

(log x + 2γ)h(u, x)dx

−
∞∫

X

∆(x)
∂h(u, x)

∂x
dx.

Hence (2.16) becomes

g(u, 1 − u) =
∑

n≤N

d(n)h(u, n) − ∆(X)h(u, X)

+

∞∫

X

(log x + 2γ)h(u, x)dx −
∞∫

X

∆(x)
∂h(u, x)

∂x
dx

= g1(u) − g2(u) + g3(u) − g4(u),

say. Here g1(u) and g2(u) are analytic functions of u in the region Re u <

1, since the right-hand side of (2.26) is analytic in this region. Next we
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have

g3(u) =

∞∫

X

(log x + 2γ)×






i∞∫

0

y−u(1 + y)u−1e(xy)dy +

−i∞∫

0

y−u(1 + y)u−1e(−xy)dy






dx.

(2.27)

The last integral may be taken over [0,∞) and the variable changed 37

from y to y/X. The other two integrals in (2.27) are treated similarly,

and the results may be combined to produce

g3(u) = −π−1(log X + 2γ)

∞∫

0

y−u−1(1 + y)u−1 sin(2πXy)dy

+ (πu)−1

∞∫

0

y−u−1(1 + y)u sin(2πXy)dy. (2.28)

To treat g4(u), write first

h(u, x) =

i∞∫

0

y−u(1 + y)u−1e(xy)dy +

−i∞∫

0

y−u(1 + y)u−1e(−xy)dy.

Then

∂h(u, x)

∂x
= 2πi

i∞∫

0

y1−u(1 + y)u−1e(xy)dy − 2πi

−i∞∫

0

y1−u(1 + y)u−1e(−xy)dy

= 2πixu−2





i∞∫

0

y1−u
(

1 +
y

x

)u−1

e(y)dy −
−i∞∫

0

y1−u
(

1 +
y

x

)u−1

e(−y)dy





≪ xRe u−2

for Re u ≤ 1 and bounded u. From (2.25) with N = x1/3 one has by

trivial estimation ∆(x) ≪ x1/3+ǫ , which suffices to show that g4(u) is an
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analytic function of u when Re u < 2/3. Therefore from (2.19) and the

expressions for gn(u) we obtain

E(T ) = I1 − I2 + I3 − I4 + O(1), (2.29)

where for n = 1, 2, 3, 4

In = −i

1
2
+iT

∫

1
2
−iT

gn(u). (2.30)

Hence

I1 = 4
∑

n≤N

d(n)

∞∫

0

sin(T log(1 + 1/γ)) cos(2πny)

y
1
2 (1 + y)

1
2 log(1 + 1/y)

dy, (2.31)

38

I2 = 4∆(X)

∞∫

0

sin(T log(1 + 1/y)) cos(2πXy)

y
1
2 (1 + y)

1
2 log(1 + 1/y)

dy, (2.32)

I3 = −
2

π
(log X + 2γ)

∞∫

0

sin(T log(1 + 1/y)) sin(2πXy)

y
3
2 (1 + y)

1
2 log(1 + 1/y)

dy,

+ (πi)−1

∞∫

0

y−1 sin(2πXy)dy

1
2
+iT

∫

1
2
−iT

(1 + y−1)uu−1du, (2.33)

and lastly

I4 = −i

∞∫

X

∆(x)dx

1
2
+iT

∫

1
2
−iT

∂h(u, x)

∂x
du, (2.34)

where N is a positive integer, X = N + 1/2, and as in the formulation

of Theorem 2.1 we get AT < N < A′T . A more explicit formula for I4
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may be derived as follows. Using (2.26) we have

1
2
+iT

∫

1
2
−iT

∂h(u, x)

∂x
du = 4i

∂

∂x






∞∫

0

sin(T log(1 + 1/y)) cos(2πxy)

y
1
2 (1 + y)

1
2 log(1 + 1/y)

dy






= 4i
∂

∂x






∞∫

0

sin(T log(x + y)/y) cos(2πy)

y
1
2 (x + y)

1
2 log(x + y)/y

dy






= 4i

∞∫

0

cos(2πy)

y
1
2 (x + y)3/2 log(x + y)/y

{

T cos(T log(x + y)/y) − sin(T log(x + y)/y)

(

1

2

)

+ log−1

(

x + y

y

)}

dy

Hence replacing y by xy we obtain

I4 = 4

∞∫

x

∆(x)

x
dx

∞∫

0

cos(2πxy)

y1/2(1 + y)3/2 log(1 + 1/y)
×

{

T cos

(

T log
1 + y

y

)

− sin

(

T log
1 + y

y

) (

1

2
+ log−1

(

1 + y

y

))}

dy.

(2.35)

We pass now to the discussion of Eσ(T ), namely the case 1/2 < σ <

3/4. Let

D1−2σ(x) =
∑′

n≤x

σ1−2σ(n), (2.36)

where, as in the definition of ∆(x),
∑′

means that the last term in the 39

sum is to be halved if x is an integer, and the error term ∆1−2σ(x) is

defined by the formula

D1−2σ(x) = ζ(2σ)x + (2 − 2σ)−1ζ(2 − 2σ)x2−2σ
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− 1

2
ζ(2σ − 1) + ∆1−2σ(x). (2.37)

The analytic continuation of g(u, 2σ−u) in (2.22) can be obtained by
the use of the analogue of Voronoi’s classical formula for the function
∆1−2σ(x). In the usual notation of Bessel functions one has

∆1−2σ(X) = −x1−σ
∞∑

n=1

σ1−2σ(n)nσ−1

{

cos(σπ)J2−2σ(4π
√

nx) (2.38)

+ sin(σπ)

(

Y2−2σ(4π
√

nx) +
2

π
K2−2σ(4π

√
nx)

)}

,

and it may be noted that the right-hand side of (2.38) becomes the right-

hand side of (2.23) when σ → 1
2
+ 0. Actually we have the generating

Dirichlet series

∞∑

n=1

σ1−2σ(n)n−s = ζ(s)ζ(2σ − 1 + s) (Re s > 1),

∞∑

n=1

d(n)n−s = ζ2(s) (Re s > 1),

and

lim
σ→ 1

2
+0
σ1−2σ(n) = d(n).

The series in (2.38) is boundedly convergent when x lies in any fixed

closed subinterval of (0,∞), provided that 1/2 < σ < 3/4, which is

a condition whose significance in the analysis of Eσ(T ) now becomes

apparent. Using the asymptotic formulas for the Bessel functions we

obtain from (2.38)

∆1−2σ(x) = O(x−σ−
1
4 + (

√
2π)−1x3/4−σ

∞∑

n=1

σ1−2σ(n)nσ−5/4
{

cos
(

4π
√

nx

−π
4

)

− (32π
√

nx)−1(16(1 − σ)2 − 1) sin

(

4π
√

nx − π
4

)}

.

(2.39)
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The analogue of the truncated Voronoi formula (2.25) for ∆1−2σ(x)

is, for 1 ≪ N ≪ xA, 1/2 < σ < 3/4,40

∆1−2σ(x) = (
√

2π)−1x3/4−σ
∑

n≤N

σ1−2σ(n)nσ−5/4 cos

(

4π
√

nx − π
4

)

+ O(x1/2−σNσ−1/2+ǫ) + O(x
1
2
+ǫN−

1
2 ). (2.40)

Taking in (2.40) N = x(4σ−1)/(4σ+1) we obtain by trivial estimation

∆1−2σ(x) ≪ x1/(4σ+1)+ǫ . (2.41)

One can prove (2.40) much in the same way as one proves (2.35).

We shall now briefly sketch the proof. By the Perron inversion formula

∑′

n≤x

σ1−2σ(n) =
1

2πi

1+ǫ+iT∫

1+ǫ−iT

L(w)
xw

w
dw + O(xǫ) + O(x1+ǫT−1), (2.42)

where T is a parameter, w = u + iv(v ≥ v0), and

L(w) = ζ(w)ζ(2σ − 1 + w) = ψ(w)L(1 − w),

ψ(w) = χ(w)χ(2σ − 1 + w) =

(
v

2π

)2−2σ−2u

exp

{

−2iv log

(
v

2π

)

+ 2iv +
iπ

2

}

.

(

1 + O

(

1

v

))

by (1.8) and (1.9) of Chapter 1. The segment of integration in (2.42) is

replaced by the segment [−δ − iT,−δ + iT ] (δ > 0 arbitrarily small, but

fixed) with an error which is

≪ (xT )ǫ(xT−1 + T−1−2δ+2δx−δ).

Let N be an integer and T 2/(4π2x) = N + 1/2. In view of the poles

of the integrand in (2.42) at w = 1, w = 2− 2δ and w = 0, it follows that

∆1−2σ(x) =
1

2πi

−δ+iT∫

−δ−iT

ψ(w)L(1 − w)
xw

w
dw + O×
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{

(xT )ǫ(1 + xT−1 + T 1−2σ+2δx−δ)
}

=

∞∑

n=1

σ1−2σ(n)





1

2πi

−δ+iT∫

−δ−iT

ψ(w)nw−1 xw

w
dw





+ O
{

(xT )ǫ(1 + xT−1 + T 1−2σ+2δx−δ)
}

because of the absolute convergence of the above series. Using the41

asymptotic formula for ψ(w) it is seen that the terms in the above series

for n > N contribute≪ NǫT 1−2σ. In the remaining terms we replace the

segment [−δ − iT,−δ + iT ] by [−δ − i∞,−δ + i∞] with an admissible

error. By using

ψ(w) = 22w+2σ−1π2w+2σ−3 sin

(
πw

2

)

sin

(

πw

2
+
π(2σ − 1)

2

)

Γ(1 − w)Γ(2 − 2σ − w)

and properties of Mellin transforms for the Bessel functions we arrive

at

∆1−2σ(x) = O(x1/2−σNσ−1/2+ǫ) + O(x1/2+ǫN−
1
2 ) − x1−σ

∑

n≤N

σ1−2σ(n)nσ−1

{

cos(σπ)J2−2σ(4π
√

nx) + sin(σπ)

(

Y2−2σ(4π
√

nx) +
2

π
K2−2σ(4π

√
nx)

)}

.

Finally with the asymptotic formulas

Jν(x) =

(

2

πx

)1/2

cos

(

x −
(

ν +
1

2

)

π

2

)

+ Oν(x−3/2),

Yν(x) =

(

2

πx

)1/2

sin

(

x −
(

ν +
1

2

)

π

2

)

+ Oν(x−3/2),

Kν(x) ≪ν x−1/2e−x,

the above expression for ∆1−2σ(x) easily reduces to (2.40). The deriva-

tion of (2.38) is analogous to the derivation of the Voronoi formula

(2.23) for ∆(x).
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Having finished this technical preparation we pass to the evaluation

of the integral in (2.22). We shall write

g(u, 2σ − u) =

∞∑

n=1

σ1−2σ(n)h(u, n),

h(u, x) = 2

∞∫

0

y−u(1 + y)u−2σ cos(2πxy)dy,

as no confusion with (2.26) will arise. As in the case of g(u, 1 − u) we 42

obtain analogously (X = N + 1/2)

g(u, 2σ − u) =
∑

n≤N

σ1−2σ(n)h(u, n) − ∆1−2σ(X)h(u, X)

+

∞∫

X

(ζ(2σ) + ζ(2 − 2σ)x1−2σ)h(u, x)dx

−
∞∫

X

∆1−2σ(x)
∂

∂x
h(u, x)dx

= g1(u) − g2(u) + g3(u) − g4(u),

say. Here again a slight abuse of notation was made to keep the analogy

with E(T ), since gn(u) = gn(σ, u). We wish to show that g(u, 2σ−u) can

be analytically continued to the line Re u = σ, 1/2 < σ < 3/4. Since the

integral h(u, x) is absolutely convergent for Re u < 1, the functions g1(u)

and g2(u) clearly possess analytic continuation to the line Re u = σ. For

g3(u) we have, assuming first Re u < 0,

g3(u) =

∫ ∞

X

(ζ(2σ) + ζ(2 − 2σ)x1−2σ)h(u, x)dx

=

∞∫

X

(ζ(2σ) + ζ(2 − 2σ)x1−2σ)

i∞∫

0

y−u(1 + y)u−2σe(xy)dydx

+

∞∫

X

(ζ(2σ) + ζ(2 − 2σ)x1−2σ)

−i∞∫

0

y−u(1 + y)u−2σe(−xy)dydx
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= I1 + I2,

say. Using Fubini’s theorem and integrating by parts we obtain

I1 =

i∞∫

0

y−u(1 + y)u−2σ

{∫ ∞

X

(ζ(2σ) + ζ(2 − 2σ)x1−2σ)e(xy)dx

}

dy

= −
i∞∫

0

y−u(1 + y)u−2σ

{

(ζ(2σ) + ζ(2 − 2σ)X1−2σ)
e(Xy)

2πiy

}

dy

−
∞∫

X

ζ(2 − 2σ)(1 − 2σ)x−2σ

i∞∫

0

y−u(1 + y)u−2σ e(xy)

2πiy
dydx

= − 1

2πi

i∞∫

0

(

ζ(2σ) + ζ(2 − 2σ)X1−2σ
)

y−1−u(1 + y)u−2σe(Xy)dy

− (1 − 2σ)ζ(2 − 2σ)

2πi

∞∫

X

x−2σ

i∞∫

0

y−1−u(1 + y)u−2σe(xy)dy dx.

We denote the last double integral by J and make a change of vari-43

able xy = w. Then we obtain

J =

∞∫

X

x−2σ+1+u−u+2σ−1

i∞∫

0

w−1−u(x + w)u−2σe(w)dw dx

=

i∞∫

0

w−1−ue(w)

∫ ∞

X

(x + w)u−2σdx dw

= −
i∞∫

0

w−1−ue(w)(X + w)u−2σ+1(u − 2σ + 1)−1dw.

Change of variable y = w/X gives now

J = − X1−2σ

u − 2σ + 1

i∞∫

0

y−1−u(1 + y)u−2σ+1e(Xy)dy,
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and inserting this in the expression for I1 we obtain

I1 = −
1

2πi

i∞∫

0

(ζ(2σ) + ζ(2 − 2σ)X1−2σ)y−1−u(1 + y)u−2σe(Xy)dy

+
(1 − 2σ)ζ(2 − 2σ)X1−2σ

2πi(u + 1 − 2σ)

i∞∫

0

y−1−u(1 + y)u+1−2σe(Xy)dy.

Similarly we obtain 44

I2 =
1

2πi

i∞∫

o

(ζ(2σ) + ζ(2 − 2σ)X1−2σ)y−1−u(1 + y)u−2σe(−Xy)dy

− (1 − 2σ)ζ(2 − 2σ)X1−2σ

2πi(u + 1 − 2σ)

−i∞∫

0

y−1−u(1 + y)u+1−2σe(−Xy)dy.

Since g3(u) = I1 + I2, we finally obtain the desired analytic contin-

uation of g3(u) to the line Re u = σ in the form (after changing the lines

of integration to [0,∞))

g3(u) =
1

π

∞∫

0

(ζ(2δ) + ζ(2 − 2σ)X1−2σ)y−1−u(1 + y)u−2σ sin(2πXy)dy

+
(1 − 2σ)ζ(2 − 2σ)

π(u + 1 − 2σ)
X1−2σ

∞∫

0

y−1−u(1 + y)u+1−2σ sin(2πXy)dy.

(2.43)

To show that

g4(u) =

∞∫

X

∆1−2σ(x)
∂

∂x
h(u, x)dx

converges for Re u ≥ σ we use (2.41) and

∂

∂x
h(u, x) ≪ xRe u−2,
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which is obtained as in the corresponding estimate for (2.26). Thus the

integral for g4(u) converges absolutely for Re u < 1 − 1/(1 + 4σ). But

if σ < 3/4, then σ < 1 − 1/(1 + 4σ), which means that the integral

representing g4(u) converges for Re u = σ. Now we can integrate the

expression for g(u, 2σ − u) in (2.22) to obtain

Eσ(T ) = −i(G1 −G2 +G3 −G4) + O(1),G j =

σ+iT∫

σ−iT

g j(u)du (2.44)

for 1 ≤ j ≤ 4 with

G1 = 4i
∑

n≤N

σ1−2σ(n)

∫ ∞

0

y−σ log−1

(

1 +
1

y

)

×

cos(2πny) sin

(

T log

(

1 +
1

y

))

dy, (2.45)

G2 = 4i∆1−2σ(X)

∫ ∞

0

y−σ(1 + y)−σ log−1

(

1 +
1

y

)

×

cos(2πXy) sin

(

T log

(

1 +
1

y

))

dy, (2.46)

G3 =
−2i

π
(ζ(2σ) + ζ(2 − 2σ)X1−2σ)

∞∫

0

y−σ−1(1 + y)−σ log−1

(

1 +
1

y

)

×

sin(2πXy) sin

(

T log

(

1 +
1

y

))

dy +
1 − 2σ

π
ζ(2 − 2σ)X1−2σ (2.47)

∞∫

0

y−1(1 + y)1−2σ sin(2πXy)dy

σ+iT∫

σ−iT

(u + 1 − 2σ)−1

(

1 +
1

y

)u

du.

To obtain a suitable expression for G4 note that45

σ+iT∫

σ−iT

∂

∂x
h(u, x)du = 2

∂

∂x






∞∫

0

σ+iT∫

σ−iT

y−u(1 + y)u−2σ cos(2πxy)du dy






= 4i
∂

∂x






∞∫

0

y−σ(1 + y)−σ log−1

(

1 +
1

y

)

×
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sin

(

T log

(

1 +
1

y

))

cos(2πxy)dy

}

= 4i
∂

∂x






∞∫

0

x2σ−1y−σ(x + y)−σ log−1

(

x + y

y

)

×

sin

(

T log

(

x + y

y

))

cos(2πy)dy

}

,

similarly as in the derivation of (2.35) from (2.34). Hence differentiat-

ing the last expression under the integral sign we arrive at

G4 = 4i

∞∫

X

x−1∆1−2σ(x)dx

∫ ∞

0

y−σ(1 + y)−σ−1 log−1

(

1 +
1

y

)

×

cos(2πxy)

(

T cos

(

T log

(

1 +
1

y

))

+ sin

(

T log

(

1 +
1

y

))

×
{

(2σ − 1)(1 + y) − σ − log−1

(

1 +
1

1
y

)})

dy. (2.48)

Note that this expression corresponds exactly to (2.35) when σ →
1
2
+ 0.

2.4 Evaluation of Some Exponential Integrals

We shall first state and prove an elementary result, often used in the 46

estimation of exponential integrals. This is

Lemma 2.1. Let F(x) be a real differentiable function such that F′(x) is

monotonic and F′(X) ≥ m > 0 or F′(x) ≤ −m < 0 for a ≤ x ≤ b. Then
∣
∣
∣
∣
∣
∣
∣
∣
∣

b∫

a

eiF(x)dx

∣
∣
∣
∣
∣
∣
∣
∣
∣

≤ 4

m
. (2.49)

If in addition G(x) is a positive, monotonic function for a ≤ x ≤ b

such that |G(x)| ≤ G, G(x) ∈ C1[a, b], then
∣
∣
∣
∣
∣
∣
∣
∣
∣

b∫

a

G(x)eiF(x)dx

∣
∣
∣
∣
∣
∣
∣
∣
∣

≤ 4G

m
. (2.50)
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Proof. The merit of the above estimates is that they do not depend on

the length of the interval of integration. Recall that by the second mean

value theorem for integrals

b∫

a

f (x)g(x)dx =






f (b)
b∫

c

g(x)dx if f (x) ≥ 0, f ′(x) ≥ 0,

f (a)
c∫

a

g(x)dx if f (x) ≥ 0, f ′(x) ≤ 0,

(2.51)

where a < c < b and f ′(x), g(x) ∈ C[a, b]. We write

eiF(x) = cos F(x) + i sin F(x),

b∫

a

cos F(x)dx =

b∫

a

(F′(x))−1d sin F(x),

and use (2.51), since (F′)−1 as the reciprocal of F′ is monotonic in [a, b].

It is seen that ∣
∣
∣
∣
∣
∣
∣
∣
∣

b∫

a

cos F(x)dx

∣
∣
∣
∣
∣
∣
∣
∣
∣

≤ 2

m
.

�

and the same bound holds for the integral with sin F(x). Hence47

(2.49) follows. To obtain (2.50) write again eiF(x) = cos F(x)+i sin F(x),

and to each resulting integral apply (2.51), since G(x) is monotonic. Us-

ing then (2.49), (2.50) follows.

From the formulas of Section 2.3 it is seen that the proof of Theorem

2.1 and Theorem 2.2 is reduced to the evaluation of certain integrals of

the form

I =

b∫

a

ϕ(x)e( f (x) + kx)dx,

where ϕ(x), f (x) are continuous, real-valued functions on [a, b], and k is

real. The evaluation of this type of integrals, which properly represents

a theory of its own, is most often carried out by the so-called “saddle
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point” method, or the method of “stationary phase”. It consists of con-

sidering I as the complex integral

I =

b∫

a

ϕ(z)e( f (z) + kz)dz,

where naturally one imposes some conditions on ϕ(z) and f (z) as func-

tions of the complex variable z. One then replaces the segment of in-

tegration [a, b] by a suitable contour in the z-plane. If ( f (z) + kz)′ has

a (unique) zero in [a, b] (“saddle point”), then in many cases arising in

practice the main contribution to I comes from a neighbourhood of the

saddle point x0. There are several results in the literature which give an

evaluation of I under different hypotheses. The one we shall use, due to

F.V. Atkinson, will be stated without proof as

Theorem 2.3. Let f (z), ϕ(z) be two functions of the complex variable z,

and [a, b] a real interval such that:

1. For a ≤ x ≤ b the function f (x) is real and f ′′(x) > 0.

2. For a certain positive differentiable function µ(x), defined on a ≤
x ≤ b, f (z) and ϕ(z) are analytic for a ≤ x ≤ b, |z − x| ≤ µ(x).

3. There exist positive functions F(x), Φ(x) defined on [a, b] such

that for a ≤ x ≤ b, |z − x| ≤ µ(x) we have

ϕ(z) ≪ Φ(x), f ′(z) ≪ F(x)µ−1(x), | f ′′(z)|−1 ≪ µ2(x)F−1(x),

and the≪-constants are absolute. 48

Let k be any real number, and if f ′(x)+ k has a zero in [a, b] denote it by
x0. Let the values of f (x), ϕ(x), and so on, at a, x0 and b characterised
by the suffixes a, 0 and b, respectively. Then

b∫

a

ϕ(x)e( f (x) + kx)dx = ϕ0( f ′′0 )−
1
2 e

(

f0 + kx0 +
1

8

)

+ O(Φ0µoF
−3/2

0
)

+ O





b∫

a

Φ(x) exp {−C|k|µ(x) −CF(x)} (dx + |dµ(x)|)




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+ O

(

Φa

(

| f ′a + k| + f ′′a
1
2

)−1
)

+ O

(

Φb

(

| f ′b + k| + f ′′b
1
2

)−1
)

. (2.52)

If f ′(x) + k has no zeros in [a, b], then the terms involving x0 are to be

omitted.

a simplified version of the above result may be obtained if the con-

ditions 2. and 3. of Theorem 2.3 are replaced by

2′. There exists µ > 0 such that f (z) and ϕ(z) are analytic in the

region

D = D(µ) = {z : |z − x| < µ for some x ∈ [a, b]} .
3′. There exist F,Φ > 0 such that for z ∈ D

ϕ(z) ≪ Φ, f ′(z) ≪ Fµ−1, | f ′′(z)|−1 ≪ µ2F−1.

Then in the notation of Theorem 2.3 one has

b∫

a

ϕ(x)e( f (x) + kx)dx = ϕ0( f ′′0 )−
1
2 e

(

f0 + kx0 +
1

8

)

+ O





Φµ

Fµ−1∆ + F
1
2



 , (2.53)

where

∆ = min(|a − x0|, |b − x0|).
If f ′(x) + k has no zeros in [a, b], then the terms involving x0 are to

be omitted.

In Atkinson’s Theorem 2.3 we would have two additional error

terms, which would be49

O(ΦµF−3/2) + O(Φ(b − a) exp(−A(|k|µ + F))),

where A > 0 is an absolute constant. However, these error terms are

negligible if F ≫ 1, since b − a ≪ µ. Indeed,

(b − a)Fµ−2 ≪
b∫

a

f ′′(x)dx = f ′(b) − f ′(a) ≪ Fµ−1,
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whence b − a ≪ µ. If F ≪ 1, then (2.53) is verified directly: in any

case the left-hand side of (2.53) is O(µΦ) and the first term on the right-

hand side is O(µΦF−
1
2 ). Both of these are absorbed in the error term of

(2.53).

Taking ϕ(x) = x−α(1 + x)−β
(

log 1+x
x

)−γ
, f (x) = T

2π
log 1+x

x
, φ(x) =

xα(1 + x)γ−β, F(x) = T/(1 + x), µ(x) = x/2, we obtain after some

calculations from Theorem 2.3 the following

Lemma 2.2. Let α, β, γ, a, b, k,T be real numbers such that α, β, γ are

positive and bounded, α , 1, 0 < a < 1
2
, a < T/(8πk), b ≥ T, k ≥ 1 and

T ≥ 1. Then

b∫

a

y−α(1 + y)−β
(

log
1 + y

y

)−γ

exp

(

iT log
1 + y

y
+ 2πkiy

)

dy = (2kπ
1
2 )−1×

T
1
2 V−γU−

1
2

(

U − 1

2

)−α (

U +
1

2

)−β

exp

(

iTV + 2πikU − πik +
πi

4

)

+ O(a1−αT−1) + O(bγ−α−βk−1) + R(T, k) (2.54)

uniformly for |α − 1| > ǫ, where

U =

(

T

2πk
+

1

4

) 1
2

,V = 2ar sinh

(

πk

2T

) 1
2

,

R(T, k) ≪ T (γ−α−β)/2−1/4k−(γ−α−β)/2−5/4 for 1 ≤ k ≤ T,

T (T, k) ≪ T−
1
2
−αkα−1 for k ≥ T.

A similar result holds for the corresponding integral with −k in place

of k, except that in that case the main term on the right-hand side of

(2.54) is to be omitted.

For the next lemma we apply Theorem 2.3 with a, b as the limits of 50

integration, where b > T , and

ϕ(x) = x−α
(

ar sinh

(

x

√

π

2T

))−1




(

T

2πx2
+

1

4

) 1
2

+
1

2





−1 (

1

4
+

T

2πx2

)− 1
4

,

f (x) =
1

2
x2 −

(

T x2

2π
+

x4

4

) 1
2

− T

π
ar sinh

(√

π

2T

)

.
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µ(x) =
1

2
x,Φ(x) = x−α, F(x) = T.

Then we obtain

Lemma 2.3. For AT
1
2 < a < A′T

1
2 , 0 < A < A′, α > 0,

b∫

a

exp i
{

4πx
√

n − 2Tar sinh(x
√
π/2T ) − (2πx2T + π2 x4)

1
2 + x2

}

xαar sinh(x
√
π2T )

((

1
2
+

(
T

2πx2 +
1
4

) 1
2

)
(

1
4
+ T

2πx2

) 1
4

) dx = 4πT−1

n
1
2

(α−1)

(

log
T

2πn

)−1 (
T

2π
− n

)3/2−α
exp

{

i

(

T − T log

(
T

2πn

)

− 2πn +
π

4

)}

+ O(T−
1
2
α min(1, |2

√
n + a − (a2 + 2T/n)

1
2 |−1)) + O

(

n
1
2

(α−1)

(
T

2π
− n

)1−α
T−3/2

)

,

(2.55)

provided that n ≥ 1, n < T/(2π), (T/(2π) − n)2 > na2. If the last two

conditions on n are not satisfied, or if
√

n is replaced by −
√

n, then the

main term and the last error term on the right-hand side of (2.55) are

to be omitted.

2.5 Completion of the Proof of the Mean Square

Formulas

Having at our disposal Lemmas 2.2 and 2.3 we proceed to evaluate

In(1 ≤ n ≤ 4), as given by (2.31)- (2.34). We consider first I1, tak-

ing in Lemma 2.2 0 < α < 1, α + β > γ, so that we may let a → 0,

b→ ∞. Hence, if 1
2
< α < 3

4
, 1 ≤ k < AT , we obtain

∞∫

0

sin(T log(1 + 1/y)) cos(2πky)

yα(1 + y)
1
2 log(1 + 1/y)

dy = (4k)−1×

(
T

π

) 1
2 sin(TV + 2πkU − πk + π/4)

VU
1
2

(

U − 1
2

)α (

U + 1
2

) 1
2

+ O(T−α/2k(α−3)/2). (2.56)

Since this formula holds uniformly in α, we may put α = 1/2. Tak-51
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ing into account that sin(x − πk) = (−1)k sin x we obtain, after substitut-

ing (2.56) with α = 1/2 into (2.31),

I1 = O(T−1/4) + 2−
1
2

∑

n≤N

(−1)nd(n)n−
1
2×






sin(2Tar sinh
√
πn/2T +

√
2πnT + π2n2 + π/4)

(

ar sinh
√
πn/2T )(T/2πn) + 1

4

) 1
4






, (2.57)

by taking AT < N < A′T . Similarly, using ∆(x) ≪ x1/3+ǫ we obtain

from (2.32)

I2 ≪ |∆(X)|X−1/2 ≪ T ǫ−1/6. (2.58)

To deal with I3 we write (2.33) in the form

I3 = −
2

π
(log X + 2γ)I31 + (πi)−1I32, (2.59)

and consider first I31. We have

∞∫

0

sin(T log(1 + 1/y)) sin(2πXy)

y3/2(1 + y)1/2 log(1 + 1/y)
dy =

(2X)−1
∫

0

+

∞∫

(2X)−1

≪ T−1/2.

Here we estimated the integral from 0 to (2X)−1 by the second mean

value theorem for integrals (see (2.51)). Namely setting

f (x) = x1/2(1 + x)1/2/ log(1 + 1/x)

we find that f ′(x) > 0, hence the integral in question equals

2πX

ξ∫

0

sin(T log(1 + 1/y))

y(1 + y)
f (y)dy = 2πX f (ξ)×

ξ∫

η

sin(T log(1 + 1/y))

y(1 + y)
dy

= 2πXξ
1
2 (1 + ξ)

1
2 (log(1 + 1/ξ))−1×
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{

T−1 cos(T log(1 + 1/y))
}
∣
∣
∣
∣
∣
∣

ξ

η

≪ T−
1
2 ,

where 0 ≤ η ≤ ξ ≤ (2X)−1. The remaining integral is estimated by 52

Lemma 2.2 by treating the main terms on the right-hand side of (2.54)

as an error term.

Take next I32 and write

I32 =

∞∫

0

y−1 sin(2πXy)dy

1
2
+iT

∫

1
2
−iT

(

1 + y

y

)u
du

u

=

1∫

0

· · · dy +

∞∫

1

· · · dy = I′32 + I′′32,

say. Note that

1∫

0

y−1 sin(2πXy)dy =

∞∫

0

y−1 sin(2πXy)dy −
∞∫

1

y−1 sin(2πXy)dy

=

∞∫

0

v−1 sin v dv +
y−1 cos(2πXy)

2πX

∣
∣
∣
∣
∣
∣

∞

1

+

∞∫

1

cos(2πXy)

2πXy2
dy =

π

2
+ O

(

1

X

)

. (2.60)

In I′
32

we have 0 < y ≤ 1, hence by the residue theorem

1
2
+iT

∫

1
2
−iT

(

1 + y

y

)u
du

u
= 2πi −





∞+iT∫

1
2
+iT

+

1
2
−iT

∫

−∞−iT





(

1 + y

y

)u
du

u

= 2πi + O(T−1y−1/2),
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since

−∞±iT∫

1
2
±iT

(

1 + y

y

)u
du

u
≪ T−1

1
2∫

−∞

(

1 + y

y

)t

dt ≪ T−1y−1/2.

Hence

I′32 = 2πi

1∫

0

y−1 sin(2πXy)dy + O(T−1

1∫

0

| sin(2πXy)|y−3/2dy)

= 2πi

(
π

2

)

+ O(X−1) + O





T−1

X−1
∫

0

Xy−
1
2 dy





+ O

(

T−1

∫ ∞

X−1

y−3/2dy

)

= π2i + O(T−
1
2 ).

Next, an integration by parts gives

I′′32 =

∞∫

1

y−1 sin(2πxy)dy

1
2
+iT

∫

1
2
−iT

(

1 + y

y

)u
du

u
=






− cos(2πXy)

2πXy

1
2
+iT

∫

1
2
−iT

(

1 + y

y

)u
du

u






∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

∞

1

−
∞∫

1

cos(2πXy)

2πXy2
dy

1
2
+iT

∫

1
2
−iT

(

1 + y

y

)u
du

u

−
∞∫

1

cos(2πXy)

2πXy

1
2
+iT

∫

1
2
−iT

(

1 + y

y

)u−1

y−2du ≪ T−1 log T,

since for y ≥ 1 53

1
2
+iT

∫

1
2
−iT

(

1 + y

y

)u
du

u
≪

1
2
+iT

∫

1
2
−iT

∣
∣
∣
∣
∣

du

u

∣
∣
∣
∣
∣
≪ log T,

so that finally

I3 = π + O(T−1/2 log T ). (2.61)

It remains yet to evaluate I4, as given by (2.35), which will yield the

terms −2
∑

n≤N′
· · · in (2.5) in the final formula for E(T ). We estimate first
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the inner integrals in (2.35), making a → 0, b → ∞ in Lemma 2.2. We

have then in the notation of Lemma 2.2, for k = x > AT ,

∞∫

0

cos(T log(1 + 1/y)) cos(2πxy)

y1/2(1 + y)3/2 log(1 + 1/y)
dy

= (4x)−1
(
T

π

) 1
2 cos(TV + 2πxU − πx + 1

4
π)

VU1/2
(

U − 1
2

)1/2 (

U + 1
2

)3/2
+ O

(

T x−1/2
)

,

and similarly for r = 1, 2,

∞∫

0

sin(T log(1 + 1/y)) cos(2πxy)

y1/2(1 + y)3/2(log(1 + 1/y))r
dy

= O



T
1/2

(

U − 1

2

)−1/2

x−1



 + O
(

T−1x−1/2
)

= O(x−1/2).

Thus we have

I4 =

∞∫

X

∆(x)

x
×






T cos(2Tar sinh
√
πx/2T + (2πxT + π2x2)

1
2 − πx + π/4

(
√

2xar sinh
√
πx/2T )

((
T

2πx
+ 1

4

) 1
2
+ 1

2

) (
T

2πx
+ 1

4

)1/4
+ O(x−1/2)






dx.

Now from (2.25) it follows without difficulty that ∆(x) is ≈ x1/4 in54

mean square (see Theorem 2.5 for a sharp result). Hence by the Cauchy-

Schwarz inequality and integration by parts we obtain

∞∫

X

x−1∆(x)O(x−1/2)dx ≪
(∫ ∞

X

x−4/3dx

)1/2




∞∫

X

x−5/3∆2(x)dx





1/2

(2.62)
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≪ X−1/6






(x−5/3

x∫

0

∆2(t)dt)

∣
∣
∣
∣
∣
∣

∞

X

+
5

3

∞∫

X





x∫

0

∆2(t)dt




x−8/3dx






1/2

≪ X−1/6X3/4−5/6 = X−1/4.

Changing the variable x to x1/2 in the integral for I4 and using (2.24)

we obtain

I4 =
T

π

∞∑

n=1

d(n)n−3/4× (2.63)

∞∫

X1/2

cos
{

2Tar sinh(x
√
π/2T ) + (2π2x2T + π2x4)1/2 − πx2 + π/4

}

x3/2

(

ar sinh(x
√
π2/T )

(
T

2πx2 +
1
4

)1/2
+ 1

2

) (
T

2πx2 +
1
4

)1/4
×

{

cos(4πx
√

n − 1

4
π) − 3(32πx

√
n)−1 sin(4πx

√
n − 1

4
π)

}

dx + O(T−
1
4 )

=
T

π

∞∑

n=1

d(n)n−3/4Jn + O(T−1/4),

say. Strictly speaking, we should write the integral for I4 ad

lim
b→∞

b2
∫

X

x−1∆(x)(. . .)dx

and then apply this procedure, since the series for ∆(x) is boundedly

convergent in finite intervals only. But it is not difficult to see that work-

ing with lim
b→∞

leads to the same final result.

Now it is clear why we formulated Lemma 2.3. It is needed to eval-

uate the integral Jn in (2.63). Indeed, if
(

T
2π
− n

)2
> nX, n < T/(2π),

that is to say if

n <
T

2π
+

X

2
−

(

X2

4
+

XT

2π

)1/2

= Z, (2.64)

then an application of Lemma 2.3 gives, with α = 3/2, α = 5/2, 55
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I4 = 2
∑

n<Z

d(n)n−1/2
(

log
T

2πn

)−1

cos

(

T log

(
T

2πn

)

− T +
π

4

)

+ O





∑

n<Z

d(n)n−1/2(T − 2πn)−1



 + O



T
−1/2

∑

n<Z

d(n)n−1/2
∑

n<Z

(T − 2πn)−1/2





+ O



T
1/4

∞∑

n=1

d(n)n−3/4 min(1, |2
√

n +
√

X − (X + T/2π))1/2|−1



 + O(T−1/4)

= I41 + O(I42) + O(I43) + O(I44) + O(T−1/4),

say, Here I41 contributes the second main term on the right-hand side

of (2.5), while the contribution of the other error terms (I42comes from

applying Lemma 2.3 to estimate the sine terms in (2.63) with α = 5/2)

is O(log2 T ). To see this, observe that in view of AT < X < A′T we

have Z ≪ T , T/(2π) − Z ≫ T . Hence

I42 ≪ T−1
∑

n≤Z

d(n)n−1/2 ≪ T−1/2 log T,

I43 ≪ T−1/2T−1/2
∑

n≤Z

d(n)n−1/2 ≪ T−1/2 log T,

and it remains yet to deal with I44. Since




1

2

√

X +
2T

π
− 1

2

√
X





2

=
X

2
+

T

2π
−

√

X2

4
+

XT

2π
= Z,

we have

I44 ≪ T 1/4
∞∑

n=1

d(n)n−3/4 min(1, |n1/2 − Z1/2|−1)

= T 1/4





∑

n≤1/2Z

+
∑

1
2

Z<n≤Z−Z1/2

+
∑

Z−Z1/2<n≤Z+Z1/2

+
∑

Z+Z1/2<n≤2Z

+
∑

n>2Z





= T 1/4(S 1 + S 2 + S 3 + S 4 + S 5),

say. Using partial summation and the crude formula
∑

n≤x

d(n) ∼ x log x,

we obtain

S 1 =
∑

n≤ 1
2

Z

d(n)n−3/4(Z1/2 − n1/2)−1 ≪ Z−
1
2

∑

n≤ 1
2

Z

d(n)n−3/4 ≪ T−1/4 log T,
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S 2 =
∑

1
2

Z<n≤Z−Z1/2

d(n)n−3/4(Z1/2 − n1/2)−1 ≪ Z−1/4
∑

1
2

Z<n≤Z−Z1/2

d(n)(z − n)−1

≪ T−1/4
∑

Z1/2≤k≤ 1
2

Z

d([Z] − k)k−1 ≪ T−1/4(Z(log Z)Z−1 +

Z∫

Z1/2

t log t
dt

t2
)

≪ T−1/4 log2 T,

S 3 =
∑

Z−Z1/2<n≤Z+Z1/2

d(n)n−3/4 ≪ T−1/4 log T ,

while 56

S 4 ≪ T−1/4 log2 T

follows analogously as the estimate for S 2. Finally

S 5 ≪
∑

n>2Z

d(n)n−3/4(n1/2 − Z1/2)−1 ≪
∑

n>2Z

d(n)n−5/4 ≪ T−1/4 log T.

Therefore we obtain

I4 = 2
∑

n≤Z

d(n)n−1/2
(

log
T

2πn

)−1

cos

(

T log

(
T

2πn

)

− T +
π

4

)

+O(log2 T ).

(2.65)

It remains to note that in (2.61) the limit of summation Z may be

replaced by

N′ = N′(T ) =
T

2π
+

N

2
−

(

N2

4
+

NT

2π

)1/2

,

as in the formulation of Theorem 2.1, with a total error which is

O(log2 T ). Theorem 2.1 follows now from (2.29), (2.57), (2.58), (2.61)

and (2.65) if N is an integer. If N is not an integer, then in (2.5) we

replace N by [N] again with an error which is O(log2 T ).

It remains yet to indicate how the expression (2.44) for Eσ(T ), with 57

G j(1 ≤ j ≤ 4) given by (2.45) - (2.48), is transformed into the one

given by Theorem 2.2. Firstly, applying Lemma 2.2 to (2.45), we obtain

(analogously as for I1 given by (2.31))
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G1 = 2σ−1i

(
π

T

)σ−1/2 ∑

n≤N

(−1)nnσ−1σ1−2σ(n)

(

ar sinh

√

πn

2T

)−1

(

T

2πn
+

1

4

)−1/4

cos f (T, n) + O(T 1/4−σ).

Secondly, the estimate

G2 ≪ T (1−4σ)/(2+8σ)+ǫ

follows from (2.46), (2.41) and Lemma 2.2. Thirdly, starting from (2.47)

and using a technique similar to the one used in obtaining (2.61), we

arrive at

G3 = iπ(1 − 2σ)(2π)2σ−1 ζ(2 − 2σ)

Γ(2σ) sin(σπ)
+ O(Tσ−1). (2.66)

Note that in (2.66) the main term tends to π as σ→ 1
2
+0 in analogy

with (2.61). We also remark that in proving (2.66), instead of (2.60), we

use the formula

∞∫

0

w−2σ sin wdw =
π

2Γ(2σ) sin(πσ)
, (2.67)

which follows with p = 1 − 2σ from the well-known formula

∞∫

0

tp−1 sin t dt = Γ(p) sin

(
pπ

2

)

(−1 < p < 0)

and the relation Γ(s)Γ(1 − s) = π/ sin(πs).

To evaluate G4 we apply Lemma 2.2 to the inner integral in (2.48)

to obtain

G4 = O

(∫ ∞

X

|∆1−2σ(x)|xσ−2T 1/2−σdx

)

+ 2σ−1iπσ−1/2

∞∫

X

∆1−1σ(x)T 3/2−σxσ−2×



2.5. Completion of the Proof of the Mean Square Formulas 65

(

ar sinh

√

πx

2T

) (

T

2πx
+

1

4

)−1/4

×




(

T

2πx
+

1

4

)1/2

+
1

2





−1

cos( f (T, x))dx, (2.68)

where f (T, x) is as in the formulation of Theorem 2.1. From (2.40) 58

it follows that ∆1−2σ(x) is ≈ x3/4−σ in mean square, hence as in the

corresponding estimate in (2.62) for I4 it follows that the contribution of

the error term in (2.68) is O(T 1/4−σ).

To evaluate the main term in (2.68) we proceed as in the evaluation
of I4 (see (2.63)), only instead of ∆(x) we use the formula (2.38) for

∆1−2σ(x). To be rigorous, one should treat
∫ ∞

X
as lim

b→∞

b2
∫

X

, since ∆1−2σ(x)

is boundedly convergent only in finite intervals. However, in both cases
the final result will be the same, namely

G4 = 2i

(

2π

T

)σ−1/2 ∑

n≤N′

σ1−2σ(n)nσ−1
(

log
T

2πn

)−1

cos(g(T, n)) + O(log T ).

The error term O(log T ), which is better than the error term

O(log2 T ) appearing in the expression (2.65) for I4, comes from the fact

that

∑

n≤x

σ1−2σ(n) ∼ ζ(2σ)x (σ >
1

2
, x→ ∞),

whereas

∑

n≤x

d(n) ∼ x log x (x→ ∞),

and this accounts for the saving of a log-factor. This completes our

discussion of the proof of Theorem 2.2.
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2.6 The Mean Square Formula For E(T )

From the expressions for E(T ) and Eσ(T ), given by Theorem 2.1 and

Theorem 2.2, one can obtain by squaring and termwise integration the

asymptotic formula

T∫

2

E2(t)dt = cT 3/2 + O(T 5/4 log2 T ) (2.69)

with

c =
2

3
(2π)−1/2

∞∑

n=1

d2(n)n−3/2 =
2

3
(2π)−1/2 ζ

4(3/2)

ζ(3)
= 10.3047 . . . .

(2.70)

Similarly for σ fixed satisfying 1/2 < σ < 3/4 we obtain59

T∫

2

E2(t)dt = c(σ)T 5/2−2σ + O(T 7/4−σ log T ) (2.71)

with

c(σ) =
2

5 − 4σ
(2π)2σ−3/2

∞∑

n=1

σ2
1−2σ(n)n2σ−5/2 (2.72)

From (2.69) and (2.71) we can get weak omega results for E(T ) and

Eσ(T ) (recall that f (x) = Ω(g(x)) means that lim
x→∞

f (x)/g(x) = 0 does

not hold). For example, (2.69) implies

E(T ) = Ω(T 1/4), (2.73)

and (2.71) gives

Eσ(T ) = Ω(T 3/4−σ). (2.74)

There are reasons to believe that (2.73) and (2.74) are fairly close to

the actual order of magnitude of E(T ) and Eσ(T ) (for 1/2 < σ < 3/4),

as one may conjecture that E(T ) ≪ T 1/4+ǫ and Eσ(T ) ≪ T 3/4−σ+ǫ (for

1/2 < σ < 3/4). The proofs of both of these bounds are out of reach
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at present; the conjectural bound for E(T ) implies by Theorem 2.2 that

ζ(1/2 + it) ≪ t1/8+ǫ . The main aim of this section is to prove a sharp-

ening of (2.69). We remark that by the same method a sharpening of

(2.71) may be also obtained, but we shall treat only the more interest-

ing case of E(T ). In Chapter 3 we shall deal with the omega results,

and we shall improve (2.74) a little and (2.73) substantially, obtaining

Ω±−results for E(T ) which correspond to the best known Ω±−results

for ∆(x). Our main result is

Theorem 2.4. With c given by (2.70) we have

T∫

2

E2(t)dt = cT 3/2 + O(T log5 T ). (2.75)

This result corresponds to the mean square result for

∆(x) =
∑′

n≤x

d(n) − x(log x + 2γ − 1) − 1

4
,

which also shows the analogy between E(T ) and ∆(x). The mean square 60

result for ∆(x) is contained in

Theorem 2.5.

X∫

2

∆2(x)dx =
ζ4(3/2)

6π2ζ(3)
X3/2 + O(X log5 X). (2.76)

We note that from (2.75) we can obtain an order estimate for E(T ),

which is much better than E(T ) ≪ T 1/2 log T , a result that is a trivial

consequence of Atkinson’s formula (2.5). Namely, from the definition

E(T ) =

T∫

0

|ζ(1/2 + it)|2dt − T

(

log
T

2π
+ 2γ − 1

)

we find that, for 0 ≤ x ≤ T ,

E(T + x) − E(T ) ≥ −2Cx log T (2.77)
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for T ≥ T0 and some absolute C > 0. Hence

T+x∫

T

E(t)dt = xE(T ) +

∫ x

0

(E(T + u) − E(T ))du

≥ xE(T ) − 2C log T

∫ x

0

u du = xE(T ) −Cx2 log T.

Therefore we obtain

E(T ) ≤ x−1

T+x∫

T

E(t)dt +Cx log T (0 < x ≤ T,T ≥ T0), (2.78)

and analogously

E(T ) ≥ x−1

T∫

T−x

E(t)dt −Cx log T (0 < x ≤ T,T ≥ T0). (2.79)

Combining (2.78) and (2.79), using the Cauchy-Schwarz inequality

and Theorem 2.4 we obtain

|E(T )| ≤ x−1

T+x∫

T−x

|E(t)|dt + 2Cx log T

≤ x−1/2





T+x∫

T−x

E2(t)dt





1/2

+ 2Cx log T

= x−1/2(c(T + x)3/2 − c(T − x)3/2 + O(T log5 T ))1/2 + 2Cx log T

≪ T 1/4 + T 1/2x−1/2 log5/2 T + x log T ≪ T 1/3 log2 T

with the choice x = T 1/3 log T . Therefore the bound61

E(T ) ≪ T 1/3 log2 T (2.80)

is a simple corollary of Theorem 2.4. the foregoing argument gives in

fact a little more. Namely, if we define F(T ) by

T∫

2

E2(t)dt = cT 3/2 + F(T ), (2.81)
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and η is the infimum of numbers d such that F(T ) ≪ T d, then

E(T ) ≪ T η/3+ǫ . (2.82)

Since E(T ) = Ω(T 1/4) by (2.73), this means that we must have

3/4 ≤ η ≤ 1, the upper bound being true by Theorem 2.4. It would

be interesting to determine η, although this problem looks difficult. My

(optimistic) conjecture is that η ≥ 3/4. An Ω-result for F(T ), which is

sharper than just η ≥ 3/4, is given by Theorem 3.8. We also remark here

that the bound in (2.80) was obtained without essentially taking into ac-

count the structure of the exponential sums (with the divisor function

d(n)) that appear in Atkinson’s formula for E(T ). The use of the expo-

nential sum techniques improves (2.80). A brief discussion of this topic

will be given in Section 2.7.

Before we pass to the proof of Theorem 2.4 and Theorem 2.5, we

remark that Theorem 2.4 was recently proved independently by Y. Mo-

tohashi and T. Meurman. We shall only outline the salient points of

Motohashi’s proof, as it is based on his deep work on the approximate

functional equation for ζ2(s), which represents the analogue of the clas-

sical Riemann-Siegel formula for ζ(s). We state Motohashi’s formula 62

for E(T ) as

Theorem 2.6. Let δ > 0 be a small constant and δ ≤ α < β ≤ 1 − δ.
Define

λ(x) =






1 if 0 ≤ x ≤ α,
(β − x)/(β − α) if α ≤ x ≤ β,
0 if β ≤ x ≤ 1,

ω(n) = λ
(

2πn
T

)

, ω(n) = 1 − λ
(

exp

(

−2ar sinh
√

πn
2T

))

. Then we have,

with an absolute constant c0 and T (α) = T
2πα

(1 − α)2,

E(T ) = 2−1/2
∑

n≤T (α)

(−1)nω(n)d(n)n−1/2

(

ar sinh

√

πn

2

)−1 (

T

2πn
+

1

4

)−1/4

× cos( f (T, n)) −
∑

n≤βT/(2π)

ω(n)d(n)n−1/2
(

log
T

2πn

)−1

cos(g(T, n))
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+ c0 + O(T−1/4) + O((β − α)−1T−1/2 log T )

+ O
(

(β − α)−1/2T−1/2 log5/2 T
)

. (2.83)

In this formula f (T, n) and g(T, n) are as in Theorem 2.1. If we con-

sider the special case when β = α + T−1/2, replace ω and ω by 1 with

total error O(log T ), we obtain Atkinson’s formula (2.5) with N = T (α)

and δ ≤ α ≤ 1 − δ, only with the error term O(log T ), which is better

than O(log2 T ) in Atkinson’s formula. This saving of a log-factor comes

essentially from the smoothing technique inherent in Motohashi’s ap-

proach. The asymptotic formula (2.83) is strong enough to produce, by

standard termwise integration technique, the asymptotic formula (2.75)

with the good error term O(T log5 T ).

The proof of (2.83) is based on Motohashi’s expression for

R2(s, x) := ζ2(s) −
∑′

n≥x

d(n)n−s − χ2(s)
∑′

n≤y

d(n)ns−1, (2.84)

where xy = (t/(2π))2. In the most important case when x = y = t/(2π),

his asymptotic formula reduces to

χ(1 − s)R2

(

s,
t

2π

)

= −2

(
t

π

)−1/2

∆

(
t

2π

)

+ O
(

t−1/4
)

, (2.85)

which shows the explicit connection between the divisor problem and63

the approximate functional equation for ζ2(s). Using the functional

equation ζ(s) = χ(s)ζ(1 − s) and (2.84) one can write

|ζ(1/2 + it)|2 = 2 Re






χ(1/2 − it)
∑′

n≤t/2π

d(n)n−1/2−it






+ χ(1/2 − it)R2

(

1/2 + it,
t

2π

)

.

Integration gives

T∫

0

|ζ(1/2 + it)|2dt = I1(T ) + I2(T ),
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say, where

I1(T ) = 2 Re






∑

n≤T/2π

d(n)n−1/2

T∫

2πn

χ(1/2 − it)n−itdt






,

I2(T ) =

T∫

0

χ(1/2 − it)R2

(

1/2 + it,
t

2π

)

dt.

Quite a delicate analysis is required to evaluate I1(T ), which neces-

sitates the use of the saddle-point method to evaluate certain exponential

integrals. The perturbation device

I1(T ) =
1

β − α

∫ β

α

I1(T )dξ

induces a lot of cancellations, when the sum over n in the expression

for I1(T ) is split into two parts according to whether n ≤ ξT/(2π) or

ξT/(2π) < n ≤ T/(2π) (δ ≤ ξ ≤ 1 − δ). The integral I2(T ) is evaluated

with the aid of the ζ2-analogue of the Riemann-Siegel formula.

In Meurman’s proof of Theorem 2.4, which we proceed to present

now, one first derives in fact a special case of Motohashi’s Theorem 2.6,

which essentially corresponds to the case β − α ≈ T−1/4. To obtain this

we return to the proof of Atkinson’s formula (2.5). Analyzing the proof,

it is seen that one gets

E(T ) =

(

2T

π

)− 3
4 ∑

n≤N

(−)nd(n)n−1/4e(T, n) cos( f (T, n))

− T

π

∞∑

n=1

d(n)n−3/4Jn(T,
√

N) + π + O(|∆(N)|N−1/2)

+ O

(∫ ∞

N

X−3/2|∆(x)|dx

)

+ O(T−1/4),

where T ≪ N ≪ T , f (T, n) is as in Theorem 2.1, 64

e(T, n) =

(

1 +
πn

2T

)−1/2




√

2T

πn
ar sinh

√

πn

2T





−1

,
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Jn(T,Y) =

∞∫

Y

g3/2(x) cos

(

f (T, x2) − πx2 +
π

2

)

{

cos

(

4πx
√

n − π
4

)

−Cx−1n−1/2 sin

(

4πx
√

n − π
4

)}

dx,

gα(x) =





xαar sinh

(

x

√

π

2T

) 



(

T

2πx2
+

1

4

)1/2

+
1

2





(

T

2πx2
+

1

4

)1/4





−1

and C is a constant. Now we average the expression for E(T ) by taking

N = (a + u)2, integrating over 0 ≤ u ≤ U and dividing by U. Choosing

T 1/4 ≪ U ≪ T 1/4 we have T 1/2 ≪ a ≪ T 1/2. Since ∆(x) is ≈ x1/4 in

mean square we easily obtain

∞∫

N

x−3/2|∆(x)|dx ≪ T−1/4

without the averaging process. But by using Theorem 2.5 (whose proof

is independent of Theorem 2.4) we obtain

U−1

U∫

0

|∆(N)|N−1/2du ≪ T−1/2U−1

U∫

0

|∆((a + u)2)|du

≪ T−1/2U−1/2





(a+U)2
∫

a2

∆2(v)v−1/2dv





1/2

≪ T−3/4U−1/2





a2+4aU∫

a2

∆2(v)dv





1/2

≪ T−3/4U−1/2(Ua2 + a2 log5 T )1/2 ≪ T−1/4.

Thus we obtain

E(T ) =
∑∗

1
(T ) − π−1T

∞∑

n=1

d(n)n−3/4Kn + π + O(T−1/4) (2.86)

where

∑∗

1
(T ) =

(

2T

π

)1/4 ∑

n≤(a+U)2

η(n)(−1)nd(n)n−3/4eT,n cos( f (T, n)),
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η(n) = 1 −max(0,U−1(n1/2 − a)),

Kn =
1

2
Im(K+n,3/2) + O(|K−n,3/2|+n−1/2|K+n,5/2|+n−1/2|K−n,5/2|),

K±n,α = U−1

U∫

0

∞∫

a+u

gα(x) exp

{

i(±4πx
√

n − f (T, x2) + πx2 − π
4

)

}

dx du.

The important feature of (2.86) is that the error term is O(T−1/4). we 65

define now

Z(u) = Z(T, u) =
T

2π
+

1

2
(a + u)2 −

{

T

2π
(a + u)2 +

1

4
(a + u)4

}1/2

,

ξ(T, n) = max

{

min(1,U−1(n−1/2
(

T

2π
− n

)

− a)), 0

}

,

and note that ξ(T, n) = 0 for n ≥ Z(0). We can evaluate K±n,α by using the
saddle-point method as in Theorem 2.3 (see also M. Jutila [95]). One
obtains, for T ≥ 2, α > 0, T 1/2 ≪ a ≪ T 1/2, 1 ≤ U ≤ a and n ≥ 1

K±n,α = δ
±ξ(T, n)

4π

T
n

1
2

(α−1)
(

log
T

2πn

)−1 (
T

2π
− n

) 3
2
−α

exp

{

i

(

−g(T, n) +
π

2

)}

+ O




U−1T−1/2

∑

u=0,U

min
{

1, (
√

n −
√

Z(u))−2
}




+ O(δ±R(n)T−αn

1
2

(α−1)),

(2.87)

where g(T, n) is as in (2.5), δ+ = 1, δ− = 0, R(n) = T−1/2 for n < Z(u),

R(n) = 1 for z(u) ≤ n < Z(0), and R(n) = 0 for n ≥ Z(0). Using (2.87) it

follows that

−π−1T

∞∑

n=1

d(n)n−3/4Kn =
∑∗

2
(T ) + O(R1) + O(R2) + O(R3),

where

∑∗

2
(T ) = −2

∑

n≥Z(0)

ξ(T, n)d(n)n−1/2
(

log
T

2πn

)−1

cos(g(T, n)), (2.88)

R1 = U−1T−1/2
∑

u=0,U

∑

n≥1

d(n)n−3/4 min(1, (
√

n −
√

Z(u))−2),
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R2 = T−1
∑

n≤Z(0)

d(n)n−1/2,R3 = T−1/2
∑

Z(U)≤n≤Z(0)

d(n)n−1/2.

Trivially66

R2 ≪ T−1/2 log T,

and since dZ(u)/du ≪ T 1/2 we have

R3 ≪ T−1(Z(0) − Z(U)) log T ≪ UT−1/2 log T ≪ T−1/4 log T.

In R1 the values of n in (1/2Z(u), 2Z(u)] contribute

≪ U−1T−
1
2

∑

1
2

Z(u)<n≤2Z(u)

d(n) min(1,Z(u)(n − Z(u))−2

≪ U−1T−
1
2×





∑

Z(u)−
√

z(u)<n<Z(u)+
√

z(u)

d(n) +
∑

|n−Z(u)|>
√

Z(u),1/2Z(u)<n≤2Z(u)

Z(u)d(n)

(n − Z(u))2





≪ U−1T−1/2T 1/2 log T ≪ T−1/4 log T.

The remaining n′s contribute to R1 only≪ U−1T−1/2+ǫ ≪ T−3/4+ǫ .

Therefore from (2.86), (2.87) and the above estimates we obtain, for

T ≥ 2,T 1/4 ≪ U ≪ T 1/4, T 1/2 ≪ a ≪ T 1/2,

E(T ) =
∑∗

1
(T ) +

∑∗

2
(T ) + +O(T−1/4 log T ). (2.89)

We note that by using multiple averaging (i.e. not only over one

variable u, but over several) one can remove the log-factor from the error

term in (2.89), although this is not needed for the proof of Theorem 2.4.

It is the variant of Atkinson’s formula, given by (2.89), that is suitable

for the proof of Theorem 2.4. We use it with a = T 1/2 − U, U = T 1/4,

and combine with the Cauchy-Schwarz inequality to obtain

2T∫

T

E2(t)dt = I11 + 2I12 + I22 + 2πI1

+ O(T 1/4I11 log T + T 1/2I
1/2

22
+ T ), (2.90)
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where67

I jk =

2T∫

T

∑∗

j
(t)

∑∗

k
(t)dt ( j, k = 1 or 2),

I1 =

2T∫

T

∑∗

1
(t)dt ≪ T 3/4

by Lemma 2.1. From now on the proof is essentially the same as the

one that will be given below by Theorem 2.5. Termwise integration

gives (the factors η(n) and ξ(t, n) will cause no trouble)

I11 = c(2T )3/2 − cT 3/2 + O(T log5 T ), (2.91)

I22 = O(T log4 T ), (2.92)

so that the main contribution to (2.75) comes from (2.91), which will

follow then on replacing T in (2.90) by T2− j( j = 1, 2, . . .) and adding

all the resulting expressions. Thus the proof will be finished if the con-

tribution of I12 in (2.90) is shown to be negligible. To see this let

∑∗

1
(t) =

∑′

1
(t) +

∑′′

2
(t),

where in Σ′(t) we have n ≤ T/A, and in Σ′′(t) we have T/A < n ≤ T ,

A > 0 being a large constant. Then by termwise integration we obtain,

as in the proof of (2.91),

2T∫

T

(∑′′
(t)

)2

≪ T 3/2
∑

n>T/A

d2(n)n−
3
2

∑

n>T/A

d2(n)n−3/2 + T log4 T

≪ T log4 T. (2.93)

Set I12 = I′ + I′′, where

I′ =

2T∫

2

∑′
(t)

∑∗

2
(t)dt, I′′ =

2T∫

T

∑′′
(t)

∑∗

2
(t)dt.
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Thus by the Cauchy-Schwarz inequality, (2.92) and (2.93) we infer

that I′′ ≪ log4 T . Consider now I′. We have

I′ ≪
∑

n≤T/A

∑

m≤Z(2T,0)

d(n)d(m)n−3/4m−1/2
(

|J+n,m| + |J−n,m|
)

.

where68

J±n,m =

∫

H

ξ(t,m)t1/4e(t, n)

(

log
t

2πm

)−1

exp{i( f (t, n) ± g(t,m))}dt

and H is a subinterval of [T, 2T ] such that m ≤ Z(t, 0) for t ∈ H. Now

f ′(t, n) = 2ar sinh

√

πn

2t
, g′(t,m) = log

(
t

2πm

)

,

and for n ≤ T/A we have | f ′(t, n) ± g′(t,m)| ≫ 1 in H, which was

the reason for considering separately Σ′(t) and Σ′′(t). Hence by Lemma

2.1 we obtain J±n,m ≪ T 1/4, and consequently I′ ≪ T log2 T , I12 ≪
T log4 T , and Theorem 2.4 follows.

It remains to prove Theorem 2.5, whose method of proof inciden-

tally establishes (2.91). Suppose x ≥ 1 is not an integer and let

δM(x) := (π
√

2)−1x1/4
∑

n≤M

d(n)n−3/4 cos

(

4π
√

nx − π
4

)

.

From the Voronoi formula (2.24) one has

∆(x) = δM(x) + O(x1/4(|S 1| + |S 2|) + x−1/4), (2.94)

S 1 =
∑

n>M

(d(n) − log n − 2γ)n−3/4 exp(4πi
√

nx),

S 2 =
∑

n>M

(log n + 2γ)n−3/4 exp(4πi
√

nx).

For ξ > M ≥ 2x we have

G(ξ) :=
∑

M<n≤ξ
exp(4πi

√
nx) =

ξ∫

M

exp(4πi
√

tx)dt + O(1) = O((ξ/x)1/2),

(2.95)
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where we used Lemma 2.1 and the elementary relation

∑

a<n≤b

e( f (n)) =

b∫

a

e( f (x))dx + Oδ(1), (2.96)

provided that f (x) ∈ C2[a, b], f ′(x) is monotonic on [a, b] and | f ′(x)| ≤
δ < 1. Then by partial summation it follows that

S 2 = lim
A→∞

∑

M<n≤A

(log n + 2γ)n−3/4 exp(4πi
√

nx)

= lim
A→∞






(log t + 2γ)t−3/4G(t)

∣
∣
∣
∣
∣
∣

A

M

−
∞∫

M

((log t + 2γ)t−3/4)′G(t)dt






≪ x−1/2M−1/4 log M ≪ x−1/2.

For S 1, note that for any t > 1 69

∑

n≤t

(d(n) − log n − 2γ) = ∆(t) + O(tǫ),

since the definition of ∆(t) contains
∑′

n≤t

and d(n) ≪ nǫ . Partial summa-

tion and the weak estimate ∆(x) ≪ x1/3+ǫ give

S 1 = lim
A→∞

{

(∆(t) + O(tǫ))t−3/4 exp(4πi
√

tx)

∣
∣
∣
∣
∣

A

M

−
A∫

M

(∆(t) + O(tǫ))(t−3/4 exp(4πi
√

tx))′dt

≪ Mǫ−5/12 + x1/2

∣
∣
∣
∣
∣
∣
∣
∣

∞∫

M

∆(t)t5/4 exp(4πi
√

tx)dt

∣
∣
∣
∣
∣
∣
∣
∣

+

∞∫

M

tǫ−5/4x1/2dt

≪ x1/2

∣
∣
∣
∣
∣
∣
∣
∣

∞∫

M

∆(t)t−5/4 exp(4πi
√

tx)dt

∣
∣
∣
∣
∣
∣
∣
∣

+ x1/2Mǫ−1/4
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= x1/2|I| + x1/2Mǫ−1/4 = x1/2
∞∑

k=0

I(2kM) + x1/2Mǫ−1/4,

where we have set

I(Y) :=

2Y∫

Y

∆(y)y−5/4 exp(4πi
√

xy)dy.

To estimate I(Y) we use

∆(y) = (π21/2)−1y1/4
∑

n≤Y

d(n)n−3/4 cos

(

4π
√

ny − π
4

)

+ O(Yǫ) (Y ≤ y ≤ 2Y).

This gives

I(Y) ≪
∑

n≤Y

d(n)n−3/4 (

|I+n (Y)| + |I−n (Y)|
)

+ Yǫ−1/4,

where using Lemma 2.1 we have70

I±n (Y) =

2Y∫

Y

y−1 exp(4πi(
√

x +
√

n)
√

y)dy ≪ Y−1/2

|
√

x ±
√

n|

The contribution of I+n is trivially O(Y−1/2), and that of I−n is (since

by assumption x is not an integer)

≪
∑

n≤Y

d(n)n−3/4Y−1/2|x1/2 − n1/2|−1 ≪ Y−1/2 + Y−1/2x1/2
∑

1
2

x<n≤2x

d(n)n−3/4

|x − n|

= Y−1/2 + 0(Y−1/2x−1/4+ǫ ‖ x ‖−1) + O(Y−1/2)
∑

|r|≤x−1,r,0

r−1d([x] + r)x−1/4

≪ Y−1/2 + x−1/4+ǫ ‖ x ‖−1 Y−1/2,

where ‖ x ‖ is the distance for x to the nearest integer, and where we set

n = [x] + r. Thus

I(Y) ≪ Y−1/2x−1/4+ǫ ‖ x ‖−1 +Yǫ−1/4,
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S 1 ≪ M−1/2x1/4+ǫ ‖ x ‖−1 +x1/2Mǫ−1/4.

But ǫ > 0 sufficiently small

M−1/4+ǫ x1/2 ≤ x−1/2 for M ≥ x4+20ǫ ,

M−1/2x1/4+ǫ ‖ x ‖−1≤ x−1/2 for M ≤ x3/2+2ǫ ‖ x ‖−2 .

The truncated Voronor formula (2.25) gives ∆(x) = δM(x)+O(xǫ) if
x ≥ 1, M ≫ x, so that we obtain

∆(x) = δM(x) + R(x),R(x) ≪





x−1/4 if M ≥ max(x4+20ǫ , x3/2+2ǫ ‖ x ‖−2),

xǫ otherwise.

If M ≥ x5 ‖ x ‖−2, then M ≥ 4x5 ≥ x4+20ǫ , M ≥ x3/2+2ǫ ‖ x ‖−2 for

o < ǫ < 1/20, hence R(x) ≪ x−1/4 for M ≥ x5 ‖ x ‖−2, and R(x) ≪ xǫ 71

otherwise. It is this estimate for R(x), which shows that it is ≪ x−1/4

“most of the time”, that makes the proof of Theorem 2.5 possible. So

we take now M = X9, X ≤ x ≤ 2X, obtaining

∆(x) =






δM(x) + O(X)−1/4 if ‖ x ‖≫ X−2,

δM(x) + O(Xǫ) if ‖ x ‖≪ X−2.
(2.97)

To prove Theorem 2.5 it will be sufficient to show

D :=

2X∫

X

δ2
M(x)dx =

1

6π2





∞∑

n=1

d2(n)n−3/2



 ((2X)3/2−X3/2)+O(X log5 X),

(2.98)

since using (2.97) we have

2X∫

X

∆2(x)dx = D + O





2X∫

X,‖x‖≪X−2

X2ǫdx





+ O(X1/2 + X1/4D1/2),

by applying the Cauchy-Schwarz inequality. Thus if (2.98) holds we

obtain

2X∫

X

∆2(x)dx = D + O(X) = d((2X)3/2 − X3/2) + O(X log5 X)
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with

d =
1

6π2





∞∑

n=1

d2(n)n−3/2



 =
ζ4(3/2)

6π2ζ(3)
.

To prove (2.98) we use cosα cos β = 1
2

cos(α + β) + 1
2

cos(α − β). It

follows from the definition of δM(x) that

D =
1

4π2

∑

m,n≤M

d(m)d(n)(mn)−3/4

2X∫

X

x1/2×

{

cos(4π(m1/2 − n1/2)x1/2) + sin(4π(m1/2 + n1/2)x1/2)
}

dx

=
1

6π2

∑

m≤M

d2(m)m−3/2((2X)3/2 − X3/2)

+ O




X

∑

m,n≤M,m,n

d(m)d(n)

(mn)1/4|m1/2 − n1/2|




(2.99)

after an integration by parts. Since M = X9, we have

∑

m≤M

d2(m)m−3/2 =

∞∑

m=1

d2(m)m−3/2 + O(M−1/2 log4 M)

=
ζ4(3/2)

ζ(3)
+ O(X−4).

The double sum in the O-term in (2.99) is72

≪
∑

n<m≤M

d(m)d(n)

n3/4m1/4(m − n)
≪

∑

r≤M,n≤M,n+r≤M

d(n)d(n + r)

n3/4r(n + r)1/4

if we write m = n + r. In the portion of the last sum with n ≤ M,
1
2
n < r ≤ M we have n + r ≥ 3

2
n and 1

r
≤ 3

n+r
. Hence

∑

1
2

n<r≤M,n+r≤M

d(n)d(n + r)

n3/4r(n + r)1/4
≤ 3

∑

n≤M

d(n)

n3/4

∑

n+r≤M,r>1/2n

d(n + r)

(n + r)5/4

≪
∑

n≤M

d(n)n−3/4
∑

m≥3n/2

d(m)m−5/4 ≪
∑

n≤M

d(n)n−1 log n ≪ log2 M.
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Also

∑

r≤ 1
2

n,n<M,n+r≤M

d(n)d(n + r)

n3/4r(n + r)1/4

≤
∑

r≤ 1
2

M

r−1
∑

2r≤n≤M

d(n)d(n + r)

n3/4(n + r)1/4

≤ 2
∑

r≤ 1
2

M

r−1





∑

2r≤n≤M

d(n)

n1/2
· d(n + r)

(n + r)1/2





≤ 2
∑

r≤ 1
2

M

r−1





∑

n≤M

d2(n)n−1





1/2 



∑

m≤2M

d2(m)m−1





1/2

≪ log5 M.

In view of M = X9 this implies

∑

r≤M,n≤M,n+r≤M

d(n)d(n + r)

n3/4r(n + r)1/4
≪ log5 X

and therefore establishes (2.98).

Finally we discuss how to improve slightly on the error terms in

Theorem 2.4 and Theorem 2.5 and obtain

T∫

2

E2(t)dt = cT 3/2 + O(T log4 T ), (2.100)

and analogously the error term in (2.76) may be replaced by O(X log4 X). 73

Instead of the fairly straightforward estimation of the O-term in (2.99)

one has to use the inequality

∑

r,s≤R;r,s

aras exp(ibr − ibs)

(rs)1/4(r1/2 − s1/2)
≪

∑

r≤R

|ar |2, (2.101)

where the a′rs are arbitrary complex numbers, and the b′rs are arbitrary

real numbers. This follows from a variant of the so-called Hilbert’s in-

equality: Suppose that λ1, λ2, . . . λR are distinct reals and δr = min
s +
|λr−
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λs|, where min+ f denotes the least positive value of f . Then

∣
∣
∣
∣
∣
∣
∣

∑

r,s≤R;r,s

urus

λr − λs

∣
∣
∣
∣
∣
∣
∣

≤ 3π

2

∑

r≤R

|ur |2δ−1
r . (2.102)

By taking in (2.102) λr = r1/2, ur = arr
−1/4 exp(ibr) and noting that

in this case

δr = min
s +
|r1/2 − s1/2| = min

s +

∣
∣
∣
∣
∣

r − s

r1/2 + s1/2

∣
∣
∣
∣
∣
≪ r−1/2,

One obtains (2.101). This possibility was noted recently by E. Preiss-

mann [135], who considered the mean square of ∆(x), using a classical
differencing technique of E. Landau based on the Voronoi formula for
the integral of ∆(x). This seems more appropriate in this context than the
use of the method of proof of Theorem 2.5, where the choice M = X9

is large for the application of (2.101). But for (2.100) this can be done
directly, and it will be sufficient that the non-diagonal terms in the mean

square for Σ∗
1
(t) are≪ T log4 T . The non-trivial contribution to the sum

in question comes from

∑

m,n≤T

d(m)d(n)η(m)η(n)(mn)−3/4

2T∫

T

e(t,m)e(t, n) cos( f (t,m) − f (t, n))dt

=
∑

m,n≤T

d(m)d(n)η(m)η(n)(mn)−3/4×

2T∫

T

e(t,m)e(t, n)

2

(

ar sinh
(
πn
2T

)1/2
− ar sinh

(
πm
2T

)1/2
)

d

dt
{sin( f (t, n) − f (t,m))} dt

=
1

2

∑

m,n≤T

d(m)d(n)η(m)η(n)(mn)−1/4×






e(t,m)e(t, n)

ar sinh
(
πn
2T

)1/2
− ar sinh

(
πm
2T

)1/2
(sin( f (t, n) − f (t,m)))






∣
∣
∣
∣
∣
∣

2T

T

− 1

2

∑

m,n≤T

d(m)d(n)η(m)η(n)(mn)−3/4

2T∫

T

sin( f (t, n) − f (t,m))
d

dt
×
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




e(t,m)e(t, n)

ar sinh
(
πn
2T

)1/2
− ar sinh

(
πm
2T

)1/2






dt.

The integrated terms are first simplified by Taylor’s formula and then 74

estimated by (2.101), giving sums like

T
∑

m,n≤T

d(m)d(n) exp(i f (T, n) − i f (t,m))

(m1/2 − n1/2)(mn)1/4
≪ T log4 T.

The integral
2T∫

T

in the above sum is estimated by Lemma 2.1 and the

ensuing sums are treated analogously as in the proof of Theorem 2.5.

Their total contribution will be again≪ log4 T , and (2.100) follows.

2.7 The Upper Bounds for the Error Terms

We have seen in Section 2.6 how by an averaging technique Theorem

2.4 can be used to yield the upper bound E(T ) ≪ T 1/3 log2 T . Now we

shall use another, similar averaging technique to obtain an upper bound

for E(T ) which is in many ways analogous to the truncated formula

(2.25) for ∆(x). This bound will have the advantage that exponential

sum techniques can be applied to it, thereby providing the possibility to

improve on E(T ) ≪ T 1/3 log2 T . We shall also give upper bounds for

Eσ(T ), which will be valid in the whole range 1/2 < σ < 1, and not just

for 1/2 < σ < 3/4, which is the range for which Theorem 2.2 holds.

We shall consider first E(T ). In case E(T ) > 0 we start from the

inequality

E(T ) ≤ H−N

H∫

0

· · ·
H∫

0

E(T + u1 + · · · + uN)du1 · · · duN +CH log T,

(2.103)

whose proof is analogous to the proof of (2.78). A similar lower bound 75

inequality, analogous to (2.79), also holds and may be used to estimate

E(T ) when E(T ) < 0. We suppose T ≥ T0, T ǫ ≪ H ≪ T 1/2, and take
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N to be a large, but fixed integer. In Atkinson’s formula (2.5), which we

write as

E(T ) =
∑

1
(T ) +

∑

2
(T ) + O(log2 T ),

take N = T , N′ = αT , α = 1
2π
+ 1

2
−

(
1
4
+ 1

2π

)1/2
. First we shall show that

the contribution of

∑

2
(T ) = −2

∑

n≤N′

d(n)n−1/2
(

log
T

2πn

)−1

cos(g(T, n))

is negligible. We have

g(T, n) = T log

(
T

2πn

)

− T +
π

4
,
∂g(T, n)

∂T
= log

(
T

2πn

)

≫ 1

for n ≤ N. Hence

H−N

H∫

0

· · ·
H∫

0

∑

2
(T + u1 + · · · + uN)du1 · · · duN

= −2H−n
∑

n≤N′

d(n)n−1/2

H∫

0

· · ·
H∫

0

log−2
(
T + u1 + · · · + un

2πn

)

∂ sin g(T + u1 + · · · + uN′n)

∂u1

du1 · · · duN

= −2H−N
∑

n≤N′

d(n)n−1/2






H∫

0

· · ·
H∫

0





sin g(T + H + u2 + · · · un, n)

log2
(

T+H+u2+···+uN

2πn

)

−sin g(T + u2 + · · · + un, n)

log2
(

T+u2+···+uN

2πn

)




du2 · · · duN

+ 2

H∫

0

· · ·
H∫

0

log−3
(
T + u1 + · · · + uN

2πn

)

sin g(T + u1 + · · · + uN , n)

T + u1 + · · · + uN

du1 · · · duN

}
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= −2H−N
∑

n≤N′

d(n)n−1/2

H∫

0

· · ·
H∫

0





sin g(T + H + u2 + · · · + uN , n)

log2
(

T+H+u2+···+uN

2πn

)

−sin g(T + u2 + · · · + uN , n)

log2
(

T+u2+···+uN

2πn

)




du2 · · · duN

+ O(T−1/2 log T ) = . . . = O(H(−NT 1/2 log T )

+ O(T−1/2 log T )

after N integrations by parts. Thus for N sufficiently large the contri- 76

bution of Σ2 is negligible, namely it is asorbed in the term CH log T in

(2.103).

Further we have

∑

1
(T ) = 2−

1
2

∑

n≤T

(−1)nd(n)n−1/2

(

ar sinh

√

πn

2T

)−1 (

T

2πn
+

1

4

)−1/4

cos( f (T, n)),

where
∂ f (T, n)

∂T
= 2ar sinh

√

πn

2T
.

It will be shown now that the contribution of n for which T 1+ǫH−2 <

n ≤ T (ǫ > 0 arbitrarily small and fixed) in the integral of Σ1(T + u1 +

· · · + uN) in (2.103) is negligible. To see this set

F1(T, n) := 2−3/2

(

ar sinh

√

πn

2T

)−2 (

T

2πn
+

1

4

)−1/4

.

On integrating by parts it is seen that the integral in question is equal
to

H−N
∑

T 1+ǫH−2<n≤T

(−1)nd(n)n−1/2

H∫

0

· · ·
H∫

0

F1(T + u1 + · · · + uN , n)×

∂ sin f (T + u1 + · · · + uN , n)

∂u1

du1 · · · duN

= H−N
∑

T 1+ǫH−2<n≤T

(−1)nd(n)n−1/2






H∫

0

· · ·
H∫

0

(F1(T + H + u2 + · · · + uN , n)
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sin f (T + H + u2 + · · · + uN , n) − F1(T + u2 + · · · + uN , n)

sin f (T + u2 + · · · + uN , n))du2 · · · duN

H∫

0

· · ·
∫ H

0

∂F1(T + u1 + · · · + uN , n)

∂u1

sin f (T + u1 + · · · + uN , n)du1 · · · dun

}

.

But we have77

∂F1(T, n)

∂T
= − 1

8
√

8πn

(

T

2πn
+

1

4

)−5/4 (

ar sinh

√

πn

2T

)−2

+ 2−3/2×

(

T

2πn
+

1

4

)−1/4

(ar sinh)

(√

πn

2T

)−3 (

1 +
πn

2T

)−1/2 (
πn

2

)1/2

T−3/2

≪ T−1/4n−3/4,

and since
∑

n≥1

d(n)n55/4 converges, trivial estimation shows that the con-

tribution of the N-fold integral is negligible. Now set

F2(T, n) := 2−1

(

ar sinh

√

πn

2T

)−1

F1(T, n)

= 2−5/2

(

ar sinh

√

πn

2T

)−3 (

T

2πn
+

1

4

)−1/4

.

Then we have (the other (N−1)-fold integral is treated analogously:)

H−N
∑

T 1+ǫH−2<n≤T

(−1)nd(n)n−1/2

∫ H

0

· · ·
∫ H

0

(−F1(T + u2 + · · · + uN , n)×

sin f (T + u2 + · · · + uN , n))du2 · · · duN

= H−N
∑

T 1+ǫH−2<n≤T

(−1)nd(n)n−1/2

H∫

0

· · ·
H∫

0

F2(T + u2 + · · · + uN , n)×

∂ cos f (T + u2 + · · · + uN , n)

∂u2

du2 · · · duN
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= H−N
∑

T 1+ǫH−2<n≤T

(−1)nd(n)n−1/2






H∫

0

· · ·
H∫

0

(F2(T + H + u3 + · · · + uN , n)×

cos f (T + H + u3 + · · · + uN , n) − F2(T + u3 + · · · + uN .n)×

cos f (T + u3 + · · · + uN , n))du3 · · · duN −
H∫

0

· · ·
H∫

0

×

∂F2(T + u2 + · · · + uN , n)

∂u2

cos f (T + u2 + · · · + uN , n)du2 · · · duN

}

But
∂F2(T, n)

∂T
≪ T 1/4n−5/4.

Trivial estimation shows that the total contribution of the (N−1)-fold 78

integral is

≪ HN−1H−N
∑

n>T 1+ǫH−2

d(n)n−1/2T 1/4n−5/4

≪ H−1T 1/4(T 1+ǫH−2)−3/4 log T ≪ 1.

Thus defining

Fk(T, n) :=

(

2−1ar sinh

√

πn

2T

)1−k

F1(T, n)

we continue integrating, until all N integrations are completed. We es-

timate the resulting expression trivially, obtaining a contribution of all

integrated terms as

H−N
∑

n>T 1+ǫH−2

d(n)n−1/2
(

n

T

) 1
2

(1−N)

F1(T, n) ≪ H−NT
1
2

N+ 1
4×

∑

n>T 1+ǫH−2

d(n)n−
3
4
− 1

2
N×

H−NT
1
2

N+ 1
4 (T 1+ǫH−2)

1
4
− 1

2
N log T = T

1
2
+ 1

4
ǫ− 1

2
ǫN H1/2 log T ≪ 1

if N = N(ǫ) is sufficiently large. The contribution of the remaining

n′s in Σ1 for which n ≤ T 1+ǫH−2 is estimated trivially, by taking the

supremum of the expression in question. Therefore we obtain
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Theorem 2.7. For T ǫ ≪ H ≪ T 1/2, 0 < ǫ < 1/2 fixed, we have

E(T ) ≪ H log T + sup
1
2

T<τ≤2T

∣
∣
∣
∣
∣
∣

∑

n≤T 1+ǫH−2

(−1)nd(n)nn
− 1

2

(

ar sinh

√

πn

2τ

)−1 (

τ

2πn
+

1

4

)−1/4

cos( f (τ, n))

∣
∣
∣
∣
∣
∣
. (2.104)

Estimating the sum over n in (2.104) trivially we obtain

E(T ) ≪ H log T + T 1/4
∑

n≤T 1+ǫH−2

d(n)n−1/4 ≪ H log T + T 1/2+ǫH−1/2.

Choosing H = T 1/3 we obtain79

E(T ) = O(T 1/3+ǫ),

which is essentially (2.80). A similar analysis may be made for Eσ(T ),

if one uses (2.6) and follows the foregoing argument. In this way one

obtains

Theorem 2.8. For T ǫ ≪ H ≪ T 1/2, 0 < ǫ < 1/2 and 1/2 < σ < 3/4
fixed, we have

Eσ(T ) ≪ H + T 1/2−σ sup
1
2

T≤τ≤2T

∣
∣
∣
∣
∣
∣

∑

n≤T 1+ǫH−2

(−1)nσ1−2σ(n)nσ−1×

(

ar sinh

√

πn

2τ

)−1 (

τ

2πn
+

1

4

)−1/4

cos f (τ, n)

∣
∣
∣
∣
∣
∣
. (2.105)

Choosing H = T 1/(1+4σ) and estimating trivially the sum in (2.105)

one obtains

Eσ(T ) ≪ T 1/(1/4σ)+ǫ (1/2 < σ < 3/4), (2.106)

and using the technique similar to the one employed in deriving (2.80), it

can be seen that “ǫ” in (2.106) can be replaced by a suitable log-power.

The point of having upper bound such as (2.104) and (2.105) is that

both (2.80) and (2.106) can be improved by the use of exponential sum
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techniques on writing d(n) =
∑

kl=n

1 and σ1−2σ(n) =
∑

kl=n

k1−2σ, respec-

tively. In this way one obtains a double sum which is suitable for further

transformations and estimations. We shall consider first the estimation

of E(T ) in more detail and treat Eσ(T ) later on. However, right now we

remark again that (2.104) corresponds to the truncated formula (2.25)

for ∆(x), namely

∆(x) =
x1/4

π
√

2

∑

n≤N

d(n)n−3/4 cos

(

4π
√
πx − π

4

)

+ O
(

x1/2+ǫN−1/2
)

,

(2.107)

where 1 ≪ N ≪ x. In this analogy N corresponds to T 1+ǫH−2, x to T , 80

4π
√

nx − π
4

to f (t, n), since

f (t, n) = −π
4
+ 4π

√

nt

2π
+ O(n3/2t−1/2) (n = o(t)).

Hence we may consider for simplicity the estimation of ∆(x), since

the estimation of E(T ) via (2.106) will be completely analogous. Re-

moving by partial summation n−3/4 from the sum in (2.107), we have by

the hyperbola method
∑

n≤N

d(n)e(2
√

nx) = 2
∑

m≤
√

N

∑

n≤N/m

e(2
√

mnx) −
∑

m≤
√

N

∑

n≤
√

N

e(2
√

mnx).

If (x.λ) is a one-dimensional exponent pair, then for 1 ≪ M ≪ x
∑

M<n≤M′≤2M

e(2
√

mnx) ≪ (mxM−1)
1
2

xMλ = (mx)
1
2

xMλ− 1
2

x.

Hence

∑

n≤N

d(n)e(2
√

nx) ≪
∑

m≤
√

N

{

(mx)
1
2

x(N/m)λ−
1
2

x + (mx)
1
2

xN
1
2
λ− 1

4
x
}

≪ x
1
2

x(Nλ− 1
2

xN
1
2

x− 1
2
λ+ 1

2 + N
1
2
λ− 1

2
xN

1
4

x+ 1
2 ) ≪ x

1
2

xN
1
2

(1+λ).

Partial summation gives

∑

n≤N

d(n)n−3/4 cos

(

4π
√

nx − π
4

)

≪ x1/2xN1/2λ−1/4x,
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and from (2.107) it follows that

∆(x) ≪ x1/4+1/2xN1/2λ−1/4 + x1/2+ǫN−1/2 ≪ x(x+λ)/(2λ+1)+ǫ (2.108)

with the choice

N = x(1−2x)/(2λ+1).

The same approach can be used to estimate E(T ), by considering

separately even and odd n to get rid of the factor (−1)n in (2.104). We

therefore obtain the bound

E(T ) ≪ T (x+λ)/(2λ+1)+ǫ . (2.109)

But if (x0, λ0) is exponent pair, then so is also81

(x, λ) = B(x0, λ0) =

(

λ0 −
1

2
, x0 +

1

2

)

.

This is the so-called B-process (Poisson step) in the theory of expo-

nent pairs. Then
x + λ

2λ + 1
=

x0 + λ0

2(x0 + 1)
,

hence we also have

E(T ) ≪ T (x+λ)/(2x+2)+ǫ , (2.110)

where (x, λ) is any exponent pair obtained after applying the B-process.

In (2.109) the exponent of T is less than 1/3 if 3x + λ < 1, i.e. in this

case (2.109) improves (2.80). We remark that we shall also consider

the estimation of E(T ) in Section 4.5. There we shall obtain (2.110) in

another way, first from a general approach to even moments, and then

from an explicit formula of R. Balasubramanian on E(T ). The latter

gives an estimate which is slightly sharper than (2.110), namely

E(T ) ≪ T (x+λ)/(2x+2)(log T )2.

Nevertheless, it is worth noting that upper bounds for E(T ) such as

(2.109) or (2.110), which involve the explicit use of one-dimensional ex-

ponent pairs, are not likely to produce the sharpest known upper bound

for E(T ), which we state without proof as
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Theorem 2.9.

E(T ) ≪ T 7/22+ǫ . (2.111)

This is a recent result of D.R. Heath-Brown ad M.N. Huxley [66],

which is analogous to the well-known bound ∆(x) ≪ x7/22+ǫ of H.

Iwaniec and C.J. Mozzochi [82] (in both cases “ǫ” can be replaced by

a suitable log-power). Thus the analogy between E(T ) and ∆(x) holds

in this case in the sense that at best known exponents in both problems

are 7/22 = 0.3181818 · · · , and as we shall see in Chapter 3, analogous

Ω±-results also hold in both problems.

The proof of Theorem 2.9 is quite involved, and its presentation 82

would lead us too much astray. It rests on the application of the Bombieri-

Iwaniec method for the estimation of exponential sums (see Notes for

Chapter 1), applied to the sum

S =

2H−1∑

h=H

2M−2H∑

m=M+2H−1

e

(

T F

(

m + h

M

)

− T F

(

m − h

M

))

.

As is common in such problems, F(x) is a real-valued function with

sufficiently many derivatives which satisfy certain non-vanishing condi-

tions for 1 ≤ x ≤ 2. Heath-Brown and Huxley succeeded in treating S

by the ideas of Iwaniec-Mozzochi. They obtained a general mean value

bound which gives

T+∆∫

T

|ζ(
1

2
+ it)|2dt ≪ ∆ log T (T 7/22 log45/22 T ≪ ∆ ≤ T ).

This bound implies

E(T + ∆) − E(T ) ≪ ∆ log T + T 7/22 log67/22 T, (2.112)

and they obtain (2.111) in an even slightly sharper form, namely

E(T ) ≪ T 7/22 log111/22 T,

by the use of an averaging technique, similar to the one used in Section

5.6 for the fourth moment of ζ( 1
2
+ it).
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For the rest of this section we shall suppose that 1/2 < σ < 1 is

fixed, and we shall consider the estimation of

Eσ(T ) =

T∫

0

|ζ(σ+ it)|2dt−ζ(2σ)T − ζ(2σ − 1)Γ(2σ − 1)

1 − σ
sin(πσ)T 2−2σ.

To this end we shall introduce also the function

I(T, σ;∆) := (∆
√
π)−1

∞∫

−∞

|ζ(σ + iT + it)|2e−t2/∆2

dt (2.113)

and

E(T, σ;∆) := I(T, σ;∆) − ζ(2σ) − 2ζ(2σ − 1)Γ(2σ − 1) sin(πσ)T 1−2σ,

(2.114)

where 0 < ∆ ≤ T/ log T . Since

lim
∆→o+

I(T, σ;∆) = |ζ(σ + iT )|2,

it follows that E(T, σ;∆) may be thought of as a sort of a derivative of83

Eσ(T ). The connection between E(T, σ;∆) and Eσ(T ) will be made in

the following lemmas.

Lemma 2.4. For 1/2 < σ < 1 fixed, T ǫ ≤ ∆ ≤ T 1−ǫ and L = 100
√

log T

we have uniformly

2T∫

T

|ζ(σ + it)|2dt ≤
2T+L∆∫

T−L∆

I(t, σ;∆)dt + O(1)

and

2T∫

T

|ζ(σ + it)|2dt ≥
2T−L∆∫

T+L∆

I(t, σ;∆)dt + O(1).
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Proof of Lemma 2.4. This lemma is similar to Lemma 5.1, and the

proof is similar. We have

∫ 2T+L∆

T−L∆

I(t, σ;∆)dt =

∞∫

−∞

|ζ(σ + iu)|2



(∆
√
π)−1

2T+L∆∫

T−L∆

e−(t−u)2/∆2

dt




du

≥
2T∫

T

|ζ(σ + iu)|2



(∆
√
π)−1

2T+L∆∫

T−L∆

e−(t−u)2.∆2

dt




du.

But for T ≤ u ≤ 2T we have, on setting t − u = ∆v,

(∆
√
π)−1

2T+L∆∫

T−L∆

e−(t−u)2/∆2

dt = π−1/2

(2T−u)/∆+L∫

(T−u)/∆−L

e−v2

dv

= π−1/2

∞∫

−∞

e−v2

dv + O





∞∫

100
√

log T

e−v2

dv +

−100
√

log T
∫

−∞

e−v2

dv





= 1 + O(T−10).

Therefore

(1 + O(T−10))

2T∫

T

|ζ(σ + it)|2dt ≤
2T+L∆∫

T−L∆

I(t, σ;∆)dt,

which proves the upper bound inequality in the lemma. The lower bound 84

is proved analogously.

Lemma 2.5. For 1/2 < σ < 1 fixed, T ǫ ≤ ∆ ≤ T 1−ǫ and L = 100
√

log T

we have uniformly

|Eσ(2T ) − Eσ(T )| ≤

∣
∣
∣
∣
∣
∣
∣
∣
∣

2T+L∆∫

T−L∆

E(t, σ;∆)dt

∣
∣
∣
∣
∣
∣
∣
∣
∣

+

∣
∣
∣
∣
∣
∣
∣
∣
∣

2T−L∆∫

T+L∆

E(t, σ;∆)dt

∣
∣
∣
∣
∣
∣
∣
∣
∣

+ O(L∆).
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Proof of Lemma 2.5. This follows from Lemma 2.4 when we note that

the integrals appearing in Lemma 2.4 on the left-hand sides are equal to

Eσ(2T ) − Eσ(T ) +

{

ζ(2σ) +
ζ(2σ − 1)Γ(2σ − 1) sin(πσ)t2−2σ

1 − σ

} ∣
∣
∣
∣
∣
∣

2T

T

,

and then use (2.114) and simplify.

Lemma 2.6. For 1/2 < σ < 1 fixed, T ǫ ≤ ∆ ≤ T 1−ǫ we have uniformly

T∫

0

E(t, σ;∆)dt = O(log T ) + 2σ−1
(
T

π

)1/2−σ ∞∑

n=1

(−1)nσ1−2σ(n)nσ−1×

(

ar sinh

√

πn

2T

)−1 (

T

2πn
+

1

4

)−1/4

×

exp




−

(

∆ar sinh

√

πn

2T

)2



cos( f (T, n)),

where f (T, n) is in Theorem 2.1.

Proof of Lemma 2.6. Follows from the method of Y. Motohashi [130],

which is analogous to the method that he used in proving Theorem 5.1,

the fundamental result on the fourth moment. However, the case of the

fourth moment is much more difficult than the case of the mean square,

hence only the salient points of the proof of lemma 2.6 will be given.

Consider, for Re u, Re v > 1, 0 < ∆ ≤ T/ log T ,

Io(u, v;∆) := (∆
√
π)−1

∞∫

−∞

ζ(u + it)ζ(v − it)e−t2/∆2

dt.

Then I(u, v;∆) can be continued meromorphically to C2, and by85

shifting appropriately the line of integration one has, for Re u, Re v < 1,

I0(u, v;∆) = (∆
√
π)−1

∞∫

−∞

ζ(u+ it)ζ(v− it)e−t2/∆2

dt +
2
√
π

∆
ζ(u+ v− 1)
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



exp





(

u − 1

∆

)2


 + exp





(

v − 1

∆

)2








.

On the other hand, in the region of absolute convergence we have

I0(u, v;∆) = ζ(u + v) + I(1)(u, v;∆) + I(1)(v, u;∆),

where

I(1)(u, v;∆) :=

∞∑

m,n=1

m−u(m + n)−v exp

(

−∆
2

4
log2

(

1 +
n

m

))

.

For Re v > Re s > 0 we define

M(s, v;∆) := (∆
√
π)−1Γ(s)

∞∫

−∞

Γ(v + it − s)

Γ(v + it)
e−t2/∆2

dt,

so that for x > 0, a > 0 we have

(1 + x)−v exp

(

−∆
2

4
log2(1 + x)

)

=
1

2πi

a+i∞∫

a−i∞

M(s, v;∆)x−sds.

This gives, for Re(u + v) > a + 1 > 2,

I(1)(u, v;∆) =
1

2πi

a+i∞∫

a−i∞

ζ(s)ζ(u + v − s)M(s, v;∆)ds.

If (u, v) lies in the region b > Re(u + v) > a + 1 > 2, then we move

the line of integration to Re s = b. In this way we obtain

I(1)(u, v;∆) = ζ(u + v − 1)M(u + v − 1, v;∆) +
1

2πi
(2.115)

b+i∞∫

b−i∞

ζ(s)ζ(u + v − s)M(s, v;∆)ds.
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From (2.115) we have a meromorphic continuation of I(1) to the

region b > Re(u + v). Then we use the functional equation for ζ(s) and

obtain from (2.115), for any σ < 1 and b > 2,

(∆
√
π)−1

∞∫

−∞

|ζ(σ + iT + it)|2e−t2/∆2

dt = ζ(2σ) + ζ(2σ − 1)×

{M(2σ − 1, σ + iT ;∆) + M(2σ − 1, σ − iT ;∆)}

− 2i(2π)2σ−2
∞∑

n=1

σ2σ−1(n)

b+i∞∫

b−i∞

(2πn)−s sin

(

2σπ − πs

2

)

×

Γ(s + 1 − 2σ) {M(s, σ + iT∆) + M(sσ − iT ;∆)} ds

− 4π(∆
√
π)−1ζ(2σ − 1) Re





exp

(

σ − 1 + iT

∆

)2




. (2.116)

In (2.116) the sine is written by means of the exponential function,86

and the resulting integrals are simplified by changing the order of in-

tegration. In this way we obtain from (2.116), for T ǫ ≤ ∆ ≤ T 1−ǫ ,
T ≤ t ≤ 2T , and I defined by (2.113),

I(t, σ;∆) = ζ(2σ) + 2ζ(2σ − 1)Γ(2σ − 1)(∆
√
π)−1

Re






∞∫

−∞

Γ(1 − σ + it + iu)

Γ(σ + it + iu)
e−u2/∆2

du






+ 4

∞∑

n=1

σ1−2σ(n)

∞∫

0

y−σ(1 + y)−σ cos(2πny)×

cos

(

t log

(

1 +
1

y

))

exp

(

−∆
2

4
log2

(

1 +
1

y

))

dy

+ O

(

exp

(

−1

2
log2 T

))

(2.117)
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By Stirling’s formula we find that, for T ≤ t ≤ 2T ,

(∆
√
π)−1 Re






∞∫

−∞

Γ(1 − σ + it + iu)

Γ(σ + it + iu)
e−u2/∆2

du






t1−2σ sin(πσ) + O

(

1

T

)

.

(2.118)

On inserting (2.118) in (2.117) and integrating it follows that

2T∫

T

E(t, σ;∆)dt = O(1) + 4

∞∑

n=1

σ1−2σ(σ) (2.119)






∞∫

0

cos(2πny) sin(t log(1 + 1/y))

yσ(1 + y)σ log(1 + 1/y)
exp

(

−∆
2

4
log2(1 + 1/y)

)

dy






∣
∣
∣
∣
∣
∣

2T

T

.

It remains to evaluate the exponential integrals in (2.119). This can 87

be done directly by the saddle-point, as was done by Y. Motohashi [130],

or one can use Atkinson’s Theorem 2.3. In fact, save for the factor

exp
(

−∆2

4
· · ·

)

, the integrals in question are of the same type as those

considered by Lemma 2.2. By either method one obtains Lemma2.6,

replacing T by T2− j( j = 1, 2, . . .) and adding all the results.

As we have

ar sinh x = x − x3

6
+ O(|x|5) (|x| ≤ 1),

it follows that we may truncate the series in Lemma 2.6 at n = 100T∆−2

log T with an error which is O(1), provided that ∆ ≪ T 1/2. Hence

combining Lemma 2.5 and Lemma 2.6 we obtain

Theorem 2.10. For 1/2 < σ < 1 fixed, T ǫ ≤ ∆ ≤ T 1/2 and f (T, n) as in

Theorem 2.1, we have uniformly

Eσ(2T ) − Eσ(T ) ≪ ∆
√

log T + sup
2T
3
≤τ≤3T

τ1/2−σ×

∣
∣
∣
∣
∣
∣
∣
∣

∑

n≤100T∆−2 log T

(−1)nσ1−2σ(n)nσ−1

(

ar sinh

√

πn

2τ

)−1

×
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(

τ

2πn
+

1

4

)−1/4

exp




−

(

∆ar sinh

√

πn

2τ

)2



cos( f (τ, n))

∣
∣
∣
∣
∣
∣
∣

. (2.120)

This result may be compared to Theorem 2.9. The parameter H in

(2.105) corresponds to ∆ in (2.120). The latter has two distinct advan-

tages: the range for σ is the whole interval 1/2 < σ < 1, and in the

range for n there is no T ǫ , but only log T present.

To obtain bounds for Eσ(T ) from Theorem 2.10, we use first the fact

that, for σ > 1/2 and x→ ∞,
∑

n≤x

σ1−2σ(n) ∼ ζ(2σ)x.

Hence by partial summation and trivial estimation one obtains from

Theorem 2.10

Eσ(2T ) − Eσ(T ) ≪ T 3/4−σ
∑

n≤100T∆−2 log T

σ1−2σ(n)nσ−5/4

+ ∆(log T )1/2 ≪ T 1/2∆−2σ+1/2(log T )σ−1/2 + ∆(log T )1/2.

Choosing88

∆ = T 1/(1+4σ)(log T )(4σ−3)/(8σ+2)

we obtain

Eσ(T ) ≪ T 1/(1+4σ)(log T )(4σ−1)/(4σ+1) (1/2 < σ < 1). (2.121)

This bound obviously sharpens and extends (2.106). Note that, for

σ >
3 +
√

17

8
= 0.890388 . . . , (2.122)

we have
1

1 + 4σ
> 2 − 2σ,

so that in this range the bound (2.121) for Eσ(T ) becomes larger than

the second main term (see (2.2)) in the asymptotic formula for

T∫

0

|ζ(σ + it)|2dt.
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Now we shall use the theory of exponent pairs to estimate Eσ(T ), which

will yield non-trivial bounds in the whole range 1/2 < σ < 1, and in

particular when σ satisfies (2.122). To this end first note that the fac-

tor (−1)n appearing in the sum in (2.120) is harmless, since one may

consider separately subsums over even and odd integers. Thus, with a

slight abuse of notation, this factor may be discarded. The functions

ar sinh(πn/2T )1/2 and
(

T
2πn
+ 1

4

)−1/4
may be approximated by the first

few terms coming from the Taylor expansion. The factor exp(−(∆ . . .)2)

lies between 0 and 1, and since it is monotonically decreasing as a func-

tion of n, it may be removed from the sum by partial summation. Thus

the problem is reduced to the estimation

S (T,N) := T 3/4−σ

∣
∣
∣
∣
∣
∣
∣

∑

n≤N

σ1−2σ(n)nσ−5/4 exp(i f (T, n))

∣
∣
∣
∣
∣
∣
∣

,

where N ≪ T∆−2 log T . We estimate first

∑

(T,N) :=
∑

n≤N

σ1−2σ(n) exp(i f (T, n)).

Write 89

∑

(T,N) =
∑

km≤N

k1−2σ exp( if (T, km))

= 2
∑

k≤N1/2

k1−2σ
∑

m≤N/k

exp(i f (T, km))

−
∑

k≤N1/2

k1−2σ
∑

m≤N1/2

exp(i f (T, km)).

The sums over m are split into subsums of the form

S M :=
∑

M<m≤M′≤2M

exp(i f (T, km)) (1 ≤ M ≤ N).

Note that

∂ f (T, km)

∂m
∼

(

2πkT

m

) 1
2

> 1,
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and that higher derivatives with respect to m may be also easily eval-

uated. Their form is such that S M may be estimated by the theory of

exponent pairs as

S M ≪ (Tk)
1
2

xMλ− 1
2

x,

and consequently

∑

(T,N) ≪
∑

k≤N
1
2

k1−2σ(Tk)
1
2 (N/k)λ−

1
2

x +
∑

k≤N
1
2

k1−2σ(Tk)
1
2

xN
1
2
λ− 1

4
x

≪ T
1
2

xNλ− 1
2

x
∑

k≤N
1
2

k1−2σ+x−λ + T
1
2

xN
1
2
λ− 1

4
x

∑

k≤N
1
2

k1−2σ+ 1
2

x

≪ T
1
2

xN1−σ+ 1
2
λ

if

λ − x < 2 − 2σ, (2.123)

and if equality holds in (2.123) we get an extra log-factor. Partial sum-

mation gives then

S (T,N) ≪ T
3
4
−σ+ 1

2
xN

1
2
λ− 1

4 ≪ T
3
4
−σ+ 1

2
x(T∆−2 log T )

1
2
λ− 1

4 ,

and consequently we obtain

Eσ(2T ) − Eσ(T ) ≪ T 1/2(x+λ+1)−σ∆1/2−λ(log T )1/2λ−1/4 + ∆(log T )1/2.

(2.124)

If we choose90

∆ = T
(1−2σ)+χ+λ

2λ+1 (log T )
2λ−3
4λ+2

to equalize the terms on the right-hand side of (2.124), we obtain the

following

Theorem 2.11. If (χ, λ) is an exponent pair and 1/2 < σ < 1 is a fixed

number such that λ − x < 2 − 2σ, then

Eσ(T ) ≪ T (1−2σ+χ+λ)/(2λ+1)(log T )(2λ−1)/(2λ+1). (2.125)

By specialising (χ, λ) one can get several interesting estimates from

(2.125). For example, by taking (χ, λ) = (1/2, 1/2) it is seen that (2.125)

holds for 1/2 < σ < 1, hence we have
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Corollary 1. For 1/2 < σ < 1 fixed we have

Eσ(T ) ≪ T 1−σ. (2.126)

Note that (2.126) provides a bound which is always of a lower order

of magnitude than the main terms, and it improves (2.121) for 3/4 <

σ < 1.

Another possibility is to choose (x, λ) such that λ = x + 1
2
. Then

(2.123) reduces to σ < 3/4, and the estimate given by (2.125) is opti-

mal for χ minimal. Taking (χ, λ) =
(

9
56
+ ǫ, 37

56
+ ǫ

)

, which is a recent

exponent pair of Hauley-Watt, we see that even the case σ = 3
4

may be

treated, and we obtain

Corollary 2. For 1/2 < σ ≤ 3/4 fixed we have

Eσ(T ) ≪ T (51−56σ)/65+ǫ , (2.127)

and in particular

E3/4(T ) ≪ T 9/65+ǫ . (2.128)

Note that (2.121) gives only E3/4(T ) ≪ T 1/4(log T )1/2, which is

much weaker than (2.128). There are possibilities to choose various 91

other exponent pairs which, depending on the condition (2.123), will

provide various estimates for Eσ(T ). We list here only one more specific

example. Namely, with (χ, λ) =
(

11
30
, 16

30

)

we see that (2.123) holds for

σ ≤ 11/12, and (2.125) yields

Corollary 3. For 1
2
< σ < 11

30
fixed we have

Eσ(T ) ≪ T (57−60σ)/62(log T )1/2

and we also have

E11/12(T ) ≪ T 1/31(log T )3/2.

Of course, there are possibilities to use the techniques of two-dimen-

sional exponential sums to estimate Σ(T,N). These techniques may, at

least in some ranges of σ, lead to further small improvements of our

results. Also it may be remarked that (2.125) in the limiting case when

σ→ 1/2 + 0 reduces to the bound (2.110) for E(T ).
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2.8 Asymptotic Mean Square of the Product of the

Zeta Function and a Dirichlet Polynomial

The title of this section refers to the asymptotic formula for the integral

I(T, A) :=

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2 ∣
∣
∣
∣
∣
∣
A

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2

dt,

where

A(s) =
∑

m≤M

a(m)m−s

is a Dirichlet polynomial. Problems involving the application of I(T, A)

with various (complex) coefficients a(m) frequently occur in analytic

number theory. Thus it is desirable to have an asymptotic formula for

I(T, A), or at least a good upper bound. It is natural to expect that for

relatively small M an asymptotic formula for I(T, A) may be derived,

and we know that in the trivial case M = 1 such a formula exists. R.92

Balasubramanian et al. [6] established an asymptotic formula in the case

when a(m) ≪ǫ mǫ and log M ≪ log T . They proved that

I(T, A) = T
∑

h,k≤M

a(h)a(k)

hk
(h, k)

(

log
T (h, k)2

2πhk
+ 2γ − 1

)

+ Oǫ(T
ǫM2) + OB(T log−B T ) (2.129)

for any B > 0, so that one gets a true asymptotic formula from (2.129)

in the range 1 ≤ M ≪ T 1/2−ǫ . In some special cases, or in the case when

some additional conjectures are assumed (e.g. like Hooley’s Conjecture

R∗ for Kloosterman sums), the error term in (2.129) can be improved.

The asymptotic formula for I(T, A) can be recovered (by an argument

similar to the one used in Sections 5.6 and 5.7) from the asymptotic

formula for

g(u) :=
(

∆
√
π
)−1

∞∫

−∞

|ζ(1/2 + it)|2|A(1/2 + it)|2e(−t−u)2/∆2

dt,
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where T ≤ u ≤ 2T , exp(5
√

log T ) ≤ ∆ ≤ T/ log T . The evaluation of

g(u) is rather delicate. Putting s0 = 1/2 + iu one can write

g(u) =
(

i∆
√
π
)−1

1
2
+i∞
∫

1
2
−i∞

e(s−s0)2/∆2

ζ2(s)χ(1 − s)A(s)A(1 − s)ds

and move the line of integration to Re s = 1 + η(η > 0). This procedure

is difficult, as it involves the evaluation of certain complicated integrals

containing the exponential function.

Another approach to the evaluation of I(T, A) is given by Y. Mo-

tohashi [3, Part V]. He observed that the argument of Atkinson which

leads to the proof of Theorem 2.1 may be generalized to produce the

asymptotic formula for I(T, A). His result is

Theorem 2.12. If A(S ) =
∑

m≤M

a(m)m−s with a(m) ≪ǫ mǫ and log M ≪

logT , then

I(T, A) = T
∑

h,k≤M

a(h)a(k)

hk
(h, k)

(

log
T (h, k)2

2πhk
+ 2γ − 1

)

+ Oǫ

(

T
1
3
+ǫM4/3

)

.

(2.130)

Proof. Only an outline of the proof will be given, since full details re- 93

quire considerable technicalities. Unlike (2.129), from (2.130) one can

obtain the estimate E(T ) ≪ǫ T 1/3+ǫ simply by taking m = 1. We have,

for Re u > 1, Re v > 1,

ζ(u)ζ(v)A(u)A(v) = ζ(u + v)
∑

k,l≤M

a(k)a(l)[k, l]−u−v

M(u, v) + M(v, u),

where

M(u, v) : =

∞∑

m=1

∞∑

n=1





∑

k|m
a(k)









∑

l|(m+n)

a(l)m−u(m + n)





−v

.

�
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This relation is an easy generalization of (2.7) and (2.8) in the initial

stage of the proof of Atkinson’s formula. To obtain analytic continuation

of M(u, v) to the region Re u < 1 we use the formula

r−s =
1

Γ(s)

∞∫

0

ys−1e−rydy (r > 0,Re s > 0)

to replace summation over m and n by a double integral over (0,∞) ×
(0,∞). Then we replace this integral by integrals over the contour C .
This is the loop contour which starts at infinity, proceeds along the pos-
itive real axis to δ(0 < δ < 1/2), describes a circle of radius δ coun-
terclockwise around the origin and returns to infinity along the positive
axis. This procedure leads to

M(u, v) = Γ(u + v + 1)
Γ(1 − u)

Γ(v)
ζ(u + v − 1)

∑

k,l

(k, l)1−u−v

[k, l]
a(k)a(l) + g(u, v; A),

where

g(u, v; A) :=
1

Γ(u)Γ(v)(e2πiu − 1)(e2πiv − 1)

∑

k,l

a(k)a(l)

l

l∑

f=1
∫

C

yv−1

ey−2πi f /l − 1

∫

C

xu−1

(

1

ekx+ky−2πi f k/l − 1
− δ( f )

kx + ky

)

dx dy.

Here δ( f ) = 1 if l | k f and zero otherwise, and the double integral94

is absolutely convergent for Re u < 1. Collecting the above estimates it

follows that, for 0 < Re u < 1 and u + v→ 1, we have

ζ(u)ζ(1 − u)A(u)A(1 − u) =
∑

k,l

a(ka(l))

[k, l]

{

1

2

(

Γ′(u)

Γ(u)
+
Γ′(1 − u)

Γ(1 − u)

)

+ log
(k, l)2

kl
+ 2γ − 2 log(2π)

}

+ g(u, l − u; A) + g(1 − u, u; A).
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Setting k∗ = k/(k, l), l∗ = 1/(k, l), k∗k ≡ 1 mod l∗, one transforms

g into

g(u, l − u; A) =
∑

k,l

a(k)a(l)

[k, l]
(2.131)

∑

n,0

d(|n|) exp(2πik∗/l∗)

∞∫

0

exp((2πiny)/(k∗l∗))y−u(1 + y)u−1dy.

Further transformations of (2.130) may be carried out by the ana-

logue of the Voronoi formula for the function

∆(x, k∗/l∗) : =
∑

n≤x

d(n) exp



2πi
k∗

l∗
n





− x

l∗
(log x + 2γ − 1 − 2 log l∗) − D



0,
k∗

l∗



 , (2.132)

where

D



s,
k∗

l∗



 :=

∞∑

n=1

d(n) exp



2πi
k∗

l∗
n



 n−s (Re s > 1).

Formulas for (2.132) are given by M. Jutila [95], and their use makes

it possible to estimate the error term in (2.130). If the function in ques-

tion is denoted by E(T, A), then the result of Theorem 2.12 follows by

using an averaging technique, either the analogue of (2.13), or by con-

sidering
∞∫

−∞

E(T ) + t, A)e−(t/G)2

dt,

the suitable choice for G being G = T 1/3+ǫM4/3. Note that the error 95

term in (2.130) does not exceed the error term in (2.129).
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Notes For Chapter 2

The definition of Eσ(T ) in (2.2) differs from K. Matsumoto’s defi-

nition in [115] by a factor of 2. This is because Matsumoto considers
T∫

−T

|ζ(σ + it)|2dt, but I thought it more appropriate to define Eσ(T ) in

such a way that the limiting formula (2.3) holds. I have followed Mat-

sumoto in the use of the function σ1−2σ(n) in (2.6) and in the sequel.

This notation is perhaps a little awkward because of the double appear-

ance of “sigma”, but I hope this will cause no confusion.

In view of (2.4) and the fact that G(T ) = O(T 3/4) (see (3.1) and

Lemma 3.2) perhaps it would be more consistent to define

E(T ) =

T∫

0

|ζ(1/2 + it)|2dt − T

(

log
T

2π
+ 2γ − 1

)

− π,

which would be stressing the analogy between E(T ) and ∆(x). However,

I prefer to use the standard notation introduced in the fundamental paper

of F.V. Atkinson [4] (see also his work [5] which contains the ideas used

in [4]). Moreover, one defines often in the literature ∆(x) not by (2.4)

but as

∆(x) =
∑

n≤x

d(n) − x(log x + 2γ − 1),

which is then more in true with the definition of E(T ) is extensively

studied by M. Jutila [87], [90] and [91].

Generalizations of Atkinson’s method to L-functions were made in-

dependently by Y. Motohashi in the series of papers [125], and by T.

Meurman [117], [120]. For example the latter notes that, for Re u > 196

and Re v > 1 one has
∑

χ (mod q)

L(u, χ)L(v, χ) = ϕ(q)(L(u + v, χ0) + fq(u, v) + fq(v, u)),

where χ0 is the principal character modulo q and

fq(u, v) =

∞∑

r=1,(r,1)=1

∞∑

s=1

r−u(r + qs)−v,
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the double series being absolutely convergent for Re(u + v) > 2, Re v >

1. Writing

fq(u, v) =
∑

k|q
µ(k)

∞∑

s=1

∞∑

r=1

(kr + qs)−v,

one can apply Poisson’s summation formula to the sum over r if Re u <

−1, Re(u + v) > 2, and then carry on the analysis in the manner of

Atkinson. In this fashion Meurman eventually obtains an asymptotic

formula for

E(q.T ) : =
∑

χ (mod q)

T∫

0

|L(1/2 + it, χ)|2dt

− ϕ
2(q)

q
T




log

qT

2π
+

∑

p|q

log p

p − 1
+ 2γ − 1




,

which generalizes Atkinson’s formula for E(T ) ≡ E(1,T ). Y. Moto-

hashi also obtains several interesting results concerning applications of

Atkinson’s method to L-functions. Thus in Part I of [125] he proves that,

if t is a fixed real and q is a prime, then

(q − 1)−1
∑

χ (mod q)

|L(1/2 + it, χ)|2 = log
q

2π
+ 2γ + Re

Γ′

Γ
(1/2 + it)

+ 2q−1/2|ζ(1/2 + it)|2 cos(t log q) − q−1|ζ(1/2 + it)|2 + O(q−3/2),

a result that suggests some peculiar relation between the zeros of ζ(s)

and the values of L-functions. Part V of Motohashi [125] is discussed in

Section 2.8.

Theorem 2.1 is due to F. V. Atkinson [4], and Theorem 2.2 was

proved by K. Matsumoto [115].

In deriving (2.28) we started from Re u < 0, but (2.28) in fact can

be seen to hold for Re u < 1.

The classical formula of G.F. Voronoi [162], [163] for ∆(x) is dis- 97

cussed also in Chapter 3 of Ivić [75] and by M. Jutila [95]. The asymp-

totic formula for (2.38) for ∆1−2σ(x) is due to A. Oppenheim [132]. The
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proof of the truncated formula (2.40) for ∆1−2σ(x) is analogous to the

proof of the formula for ∆(x) given in Chapter 12 of E.C. Titchmarsh

[155]. for properties of Bessel functions the reader is referred to the

monograph of G.N. Watson[164].

A more general version of the second mean value theorem for in-

tegrals than (2.51) is as follows. Suppose f (x) is monotonic and g(x)

integrable on [a, b], a < b. Then there exists a ≤ ξ ≤ b such that

b∫

a

f (x)g(x)dx = f (a)

ξ∫

a

g(x)dx + f (b)

b∫

ξ

g(x)dx.

Namely, let G(x) =

x∫

a

g(t)dt. Integration by parts gives

b∫

a

f (x)g(x)dx =

b∫

a

f (x)dG(x) = G(b) f (b) −
b∫

a

G(x)d f (x).

Suppose now f (x) is increasing. Then d f (x) is a positive Stieltjes

measure, and in view of continuity of G(x) the last integral above equals

G(ξ)( f (b) − f (a)) (a ≤ ξ ≤ b),

so that after rearrangement we obtain the result.

Theorem 2.3, Lemmas 2.2 and 2.3 are all from F.V. Atkinson [4].

Proofs of these results may be also found in Chapter 2 of Ivić [75],

and results on exponential integrals in the monographs of M. Jutila [95]

and E. Krätzel [102]. For this reason and because exponential integrals

are not the main topic of this text, I have not given the proofs of these

results.

The discussion concerning the simplified version of Atkinson’s The-

orem 2.3 (with the conditions 2.’ and 3.’) is due to T. Meurman [116].

The mean square formula (2.69) is due to D.R. Heath-Brown [60].98

Theorem 2.4 was obtained independently by T. Meurman [118] and Y.

Motohashi [126], and the latter work contains a comprehensive account
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on his important work on the analogue of the Riemann-Siegel formula

for ζ2(s). Theorem 2.5 is due to K.-C. Tong [156]. The asymptotic for-

mula (2.71), in the range 1/2 < σ < 3/4, is due to K. Matsumoto [115].

He kindly informed me that, jointly with T. Meurman, he succeeded in

improving the error term in (2.71) to O(T log4 T ).

Concerning the use of (2.101) for the proof of (2.100) (and the

sharpening of (2.76) by a log-factor), it may be remarked that E. Preiss-

mann in correspondence informed me that he also obtained a proof of

(2.100). In [135] he actually treats in detail the circle problem (i.e., the

function P(x) =
∑

n≤x

r(n) − πx, where r(n) is the number of representa-

tion of n as a sum of two integer squares) by the classical method of E.

Landau [108] and (2.101), getting

X∫

1

P2(x)dx = CX3/2 + O(X log2 X),C =
1

2π2

∞∑

n=1

r2(n)n−
3
2 .

The divisor problem is closely related to the circle problem (see

Chapter 13 of Ivić [75]), and similar methods may be applied to both.

However, the above result for P(x) is not new, since it was proved long

ago by I. Kátai [100]. Kátai used the estimate

∑

n≤x

r(n)r(n + k) ≪ x
∑

d|k

1

d
(uniformly for 1 ≤ k ≤ x1/3),

which he proved by ingenious elementary arguments.

Y. Motohashi remarked that alternatively one can prove

∑

r≤M,n≤M,n+r≤M

d(n)d(n + r)

rn3/4(n + r)1/4
≪ log4 x

by noting that, for r ≪ x,
∑

n≤x

d(n)d(n + r) ≪ σ−1(r)x log2 x,

which follows e.g. from a theorem of P. Shiu [151] on multiplicative

functions. 99
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Theorem 2.7 corresponds to Theorem 15.5 of A. Ivić [75], which is

a result of M. Jutila [87]. Theorem 2.8 is given by K. Matsumoto [115].

R. Balasubramanian’s formula [6] for E(T ) will be discussed in

Chapter 4. There it will be shown how a smoothing technique, com-

bined with the method that gives (2.110), leads to the estimate

E(T ) ≪ T (x+λ)/(2x+2) log2 T.

This result is superseded by a bound of D.R. Heath-Brown and M.N.

Huxley [64], contained in Theorem 2.9.

In [130] Y. Motohashi uses the argument briefly described in the

proof of Lemma 2.6 to prove, for 1/2 < σ < 1 fixed and T ǫ ≤ ∆ ≤ T 1−ǫ ,

E(T, σ;∆) = O
(

∆2T−1−2σ
)

+ O

(

∆1/2−2σT−1/2 log5 T
)

+

+ 2σ
(
T

π

)1/2−σ ∞∑

n=1

(−1)n−1σ1−2σ(n)nσ−1

(

T

2πn
+

1

4

)−1/4

sin f (T, n) exp




−

(

∆ ar sinh

√

πn

2T

)2




uniformly in ∆. Motohashi’s idea to work with the smoothed integral

(2.113) is used in his fundamental works [3, Part VI], [128] on the fourth

power moment, which is discussed in Chapter 5. There is the reader will

find more on the properties of the function M(s, v;∆), which is crucial in

establishing (2.116). For details on (2.118), see (3.19), where a similar

expression is also evaluated by Stirling’s formula.

Proofs of Theorem 2.10 and Theorem 2.11 have not been published

before.

As was already remarked in Notes for Chapter 1, M.N. Huxley and

N. Watt [71] discovered new exponent pairs. This means that these ex-

ponent pairs, one of which is the pair
(

9
56
+ ǫ, 37

56
+ ǫ

)

used in the text,

cannot be obtained by a finite number of applications of the so-called

A−, B−processes and convexity to the trivial exponent pair (x, λ) =

(0, 1).

For C. Hooley’s Conjecture R∗, which is important for the asymp-100
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totic formula (2.129) of R. Balasubramanian et. al. [6], see C. Hooley

[65].

The Dirichlet series

D

(

s,
k

ℓ

)

=

∞∑

n=1

d(n) exp

(

2πi
k

ℓ
n

)

n−s (Re s > 1),

which appears in (2.132) is sometimes called the Estermann zeta - func-

tion. This is in honour of T. Estermann, who in [33] studied analytic

properties of this function. It will appear again in Chapter 5 in connec-

tion with the fourth power moment. For its properties one can also see

M. Jutila [95].





Chapter 3

The Integrals of the Error

Terms in Mean Square

Formulas

3.1 The Formulas for the Integrated Error Terms

This Chapter is in a certain sense a continuation of Chapter 2, where 101

we established explicit formulas for the functions E(T ), Eσ(T ) defined

by (2.1) and (2.2), respectively. These functions, which represent the

error terms in mean square formulas, contain much information about

ζ(s) on the critical line Re s = 1/2 and Re s = σ. This topic was in part

discussed at the end of Chapter 2, and further results may be derived

from the asymptotic formulas for

G(T ) :=

T∫

2

(E(t) − π)dt (3.1)

and

Gσ(T ) :=

T∫

2

(Eσ(t) − B(σ))dt

(

1

2
< σ <

3

4

)

, (3.2)

113
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where

B(σ) : = ζ(2σ − 1)Γ(2σ − 1)

∞∫

0
{

Γ(1 − σ − iu)

Γ(σ − iu)
+
Γ(1 − σ + iu)

Γ(σ + iu)
− 2u1−2σ sin(πσ)

}

du (3.3)

+
π(1 − 2σ)ζ(2 − 2σ)(2π)2σ−1

Γ(2σ) sin(πσ)
.

Throughout this chapter it will be assumed that σ is fixed and is

restricted to the range 1/2 < σ < 3/4. It may be shown that

lim
σ→1/2+0

B(σ) = π, (3.4)

so that (3.1) may be thought of as the limiting case of (3.2), which in

view of continuity one certainly expects to be true. The lower limit of

integration in (3.1) and (3.2) is unimportant, especially in applications.

It could be, of course, taken as zero, but a strictly positive lower limit102

enables one to use asymptotic formulas such as Stirling’s for the gamma-

function. Our main results are contained in the following theorems.

Theorem 3.1. Let 0 < A < A′ be any two fixed constants such that

AT < N < A′T, N′ = N′(T ) = T/(2π) + N/2 − (N2/4 + NT/(2π))1/2,

and let

f (T, n) = 2Tar sinh

√

πn

2T
+

(

2πnT + π2n2
)1/2
− π

4
,

g(T, n) = T log

(
T

2πn

)

− T +
π

4
, ar sinh x = log

(

x +
√

x2 + 1

)

.

Then if G(T ) is defined by (3.1) we have

G(T ) = 2−3/2
∑

n≤N

(−1)nd(n)n−1/2

(

ar sinh

√

πn

2T

)−2 (

T

2πn
+

1

4

)−1/4

(3.5)

sin( f (T, n)) − 2 =
∑

n≤N′

d(n)n−1/2
(

log
T

2πn

)−2

sin(g(T, n)) + O(T 1/4).
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Theorem 3.2. Let 1/2 < σ < 3/4 be fixed. Then with the above notation

and G0 − (T ) defined by (3.2) we have

Gσ(T ) = 2σ−2
(
π

T

)σ−1/2 ∑

n≤N

(−1)nσ1−2σ(n)nσ−1 (3.6)

(

ar sinh

√

πn

2T

)−2 (

T

2πn
+

1

4

)−1/4

sin( f (T, n))

− 2

(

2π

T

)σ−1/2 ∑

n≤N′

σ1−2σ(n)nσ−1
(

T

2πn

)−2

sin(g(T, n)) + O(T 3/4−σ).

We remark first that, when σ → 1/2 + 0, the expression on the

right-hand side of (3.6) reduces to the corresponding expression in (3.5).

Since
∂ f (T, n)

∂T
= 2ar sinh

√

πn

2T
,
∂g(T, n)

∂T
= log

(
T

2πn

)

,

it is seen that formal differentiation of the sine terms in (3.5) and (3.6)

yields the sums in (2.5) and (2.6), respectively. This is natural to expect, 103

because
dG(T )

dT
= E(T ),

dGσ(T )

dT
= Eσ(T ).

The formulas (3.5) and (3.6) are of intrinsic interest, and in Sec-

tion (3.2) we shall use them to obtain omega-results for E(T ), Eσ(T )

and Gσ(T ). Theorem 3.4 brings forth the sharpest Ω±- results for E(T )

which correspond to the sharpest known results for ∆(x). Mean square

estimates for G(T ) and Gσ(T ) are also of interest, and they will be dis-

cussed in Section 3.4 .
We shall begin now with the proof of Theorem 3.1 and Theorem 3.2.

Details will be given only for Theorem 3.1, and then it will be indicated
what changes are to be made in proving Theorem 3.2. One applies (3.5)
most often in the case when N = T , namely

G(T ) = 2−3/2
∑

n≤T

(−1)nd(n)n−1/2

(

ar sinh

√

πn

2T

)−2 (

T

2πn
+

1

4

)−1/4

(3.7)

sin( f (T, n)) − 2
∑

n≤c0T

d(n)n−1/2
(

log
T

2πn

)−2

sin(g(T, n)) + O(T 1/2),
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where

c0 =
1

2π
+

1

2
−

√

1

4
+

1

2π
.

In proving either (3.5) or (3.7) one would naturally wish to use

Atkinson’s formula for E(T ), but unfortunately it contains the error term

O(log2 T ) which is much too large for this purpose. We shall actually

prove (3.7), and then indicate how it can be used to yield the slightly

more general result contained in (3.5). We start from the formulas (2.18)

and (2.19) with T replaced by t and integrate. We obtain

2T∫

T

E(t)dt =

2T∫

T

t∫

−t

g(1/2 + iσ, 1/2 − iσ)dσ dt + O(1)

=

2T∫

T

(I1(t) − I2(t) + I3(t) − I4(t))dt + O(1),

where In = In(t) is as in (2.30) - (2.34), only with T replaced by t and104

N = T . To prove (3.7) i twill suffice to prove

2T∫

T

E(t)dt = πT + H(2T ) − H(T ) + K(2T ) − K(T ) + O(T 1/4), (3.8)

where

H(x) : = 2−3/2
∑

n≤x

(−1)nd(n)n−
1
2

(

x

2πn
+

1

4

)− 1
4

(3.9)

(

ar sinh

√

πn

2x

)−2

sin( f (x, n)),

H(x) : = −2
∑

n≤c0 x

d(n)n−1/2
(

log
x

2πn

)−2

sin(g(x, n)), (3.10)

and then to replace T by T2− j and sum over j = 1, 2, . . . The main term

πT in (3.8) comes from I3(t), while the sums defined by H will appear
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in the evaluation of

2T∫

T

I1(t)dt. The integral I1 was evaluated in Section

2.5 with an error term O(T−1/2) which, when integrated, is too large for

our purposes. To avoid this difficulty we take advantage of the extra

averaging over t via the following lemma.

Lemma 3.1. Let α, β, γ, a, b, k,T be real numbers such that α, β, γ are

positive and bounded, α , 1, 0 < a < 1/2, a < T/(8πk), b ≥ T, k ≥ 1,

T ≥ 1,

U(t) =

(

t

2πk
+

1

4

)1/2

,V(t) = 2ar sinh

√

πk

2t
,

L(t) =
1

i
(2k
√
π)−1t1/2V−γ−1(t)U−1/2(t)

(

U(t) − 1

2

)−α (

U(t) +
1

2

)−β

exp

{

itV(t) + 2πkiU(t) − πik +
πi

4

}

,

and

J(T ) =

2T∫

T

b∫

a

y−α(1 + y)−β
(

log

(

1 +
1

y

))−γ

exp

{

it log

(

1 +
1

y

)

+ 2πiky

}

dy dt. (3.11)

Then uniformly for |α − 1| ≥ ǫ, 1 ≤ k ≤ T + 1, we have

J(T ) = L(2T ) − L(T ) + O(a1−α) + O(Tk−1bγ−α−β)

+ O
(

(T/k)1/2(γ+1−α−β)T−1/4k−5/4
)

. (3.12)

A similar result. without L(2T ) − L(T ), holds for the corresponding 105

integral with −k in place of k.

This result is a modified version of Lemma 2.2, and likewise also

follows from Atkinson’s Theorem 2.3. Therein one takes

f (z) =
t

2π
log

1 + z

z
, Φ(x) = x−α(1 + x)−β, F(x) =

t

1 + x
, µ(x) =

x

2
,
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follows the proof of Atkinson’s theorem for the inner integral in (3.11),

and then one integrates over t. The contribution of the integrals I31 and

I32 (see p. 63 of Ivić [75]) is contained in the O-term in (3.12), since in

our case we find that

I31 + I32 ≪





e−ck if k ≥ log2 T,

e−(tk)1/2

if k ≤ log2 T.

Likewise, the error terms

Φa

(

| f ′a + k| + f ′′1/2a

)−1
,Φb

(

| f ′b + k| + f
′′1/2
b

)−1

give after integration the terms O(a1−α) and O(Tk−1bγ−α−β) which are

present in (3.12). The main contribution comes from I32, only now one

has to integrate over t for T ≤ t ≤ 2T . This leads to the same type of

integral (the factor 1/i is unimportant) at T and 2T respectively. The

only change is that γ + 1 appears instead of γ, because of the extra

factor log(1 + 1/y) in the denominator. Hence the main terms will be

L(2T ) − L(T ), and as in Theorem 2.3 the error term is Φ0µ0F
−3/2

0
with

again γ + 1 replacing γ. This gives the last O-term in (3.12) (see the

analogous computation on p 453 of Ivić [75]), and completes the proof

of Lemma (3.1).
Now we write

2T∫

T

I1(t)dt = 4
∑

n≤T

d(n) lim lim
α→1/2+0 b→∞

2T∫

T

b∫

0

sin(t log(1 + 1/y)) cos(2πny)

yα(1 + y)1/2 log(1 + 1/y)
dy dt

= 2
∑

n≤T

d(n) lim lim
α→1/2+0 b→∞

Im






2T∫

T

b∫

0

exp(it log(1 + 1/y) + 2πiny)

yα(1 + y)1/2 log(1 + 1/y)
dy dt






+ O(T 1/4).

The first equality above holds because the integral defining I1(t) con-106

verges uniformly at ∞ and 0 for 1/2 ≤ α ≤ 1 − ǫ. The second equality

comes from using the case of Lemma 3.1 “−k inplace of k” for the other

two integrals coming from sin(. . .) and cos(. . .) in I1(t). We evaluate the
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double integral above by applying Lemma 3.1 with β = 1/2, γ = 1,

a→ 0. Then we let b→ ∞ and α→ 1/2 + 0. we obtain

2T∫

T

I1(t)dt = H(2T ) − H(T ) − 2−3/2
∑

T≤n≤2T

(−1)nd(n)n−1/2

(

2T

2πn
+

1

4

)−1/4 (

ar sinh

√

πn

4T

)−2

sin( f (2T, n)) + O(T 1/4) (3.13)

where H(x) is given by (3.9).

Hence forth we set for brevity X = [T ]+ 1
2
. Note that the contribution

of the integral

I2(t) = 4∆(X)

∞∫

0

sin(t log(1 + 1/y)) cos(2πXy)

y1/2(1 + y)1/2 log(1 + 1/y)
dy

to

2T∫

T

E(t)dt is estimated again by Lemma 3.1. Using the weak estimate

∆(X) ≪ X1/3+ǫ it follows at once that

2T∫

T

I2(T )dt ≪ T ǫ−1/6.

We now turn to

I3(t) = −2

π

(

log X + 2γ
)

∞∫

0

sin(t log(1 + 1/y)) sin(2πXy)

y3/2(1 + y)1/2 log
(

1 + 1
y

) dy

+
1

πi

∞∫

0

sin(2πXy)

y
dy

1/2+it∫

1/2−it

(

1 +
1

y

)u

u−1du

= −2

π
(log X + 2γ)I31(t) +

1

πi
I32(t),

say. We have first 107
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2T∫

T

I31(t)dt =

2T∫

T

3T∫

0

· · · +
2T∫

T

∞∫

3T

· · ·

=

3T∫

0

{

cos(T log(1 + 1/y)) − cos(2T log(1 + 1/y))
}

sin(2πXy)

y3/2(1 + y)1/2 log2(1 + 1/y)
dy + O(T−1)

on estimating
∫ ∞

3T
· · · as O(T−2) by writing the sine terms in I31(t) as

exponentials, and applying Lemma 2.1. The remaining integral above is

written as
3T∫

0

=

(2X)−1
∫

0

+

3T∫

(2X)−1

= I′ + I′′,

say. By applying twice the second mean value theorem for integrals it is

seen that the part of I′ containing cos(T log(1 + 1/y)) equals, for some

0 < η ≤ ξ ≤ (2X)−1,

2πX

ξ∫

0

cos(T log(1 + 1/y))

y(1 + y)
· y1/2(1 + y)1/2

log2(1 + 1/y)
dy

= 2πx
ξ1/2(1 + ξ)1/2

log2(1 + 1/ξ)

ξ∫

η

cos(T log(1 + 1/y))

y(1 + y)
dy

− 2πX
ξ1/2(1 + ξ1/2)

log2(1 + 1/ξ)

{

− 1

T
sin(T log(1 + 1/y))

} ∣
∣
∣
∣
∣
∣

ξ

η

≪ T−1/2,

since y−1 sin(2πXy) is a monotonically decreasing function of y in

[0, (2X)−1], and y1/2(1+y)1/2 log−2(1+1/y) is monotonically increasing.

The same reasoning applies to the integral with cos(2T log(1+1/y)), and108

I′′ ≪ T−1/2 follows on applying Lemma 2.1. Hence

2T∫

T

I31(t)dt ≪ T−1/2.
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Next take I32(t) and write

I32(t) =

1∫

0

sin(2πXy)

y
dy

1/2+it∫

1/2−it

(1 − 1/y)uu−1du

+

∫ ∞

1

sin(2πXy)

y

1/2+it∫

1/2−it

(1 + 1/y)uu−1du = I′32(t) + I′′32(t),

say. As in the corresponding estimation in the proof of Theorem 2.1 one

has I′′
32

(t) ≪ t−1 log t, which gives

2T∫

T

I′′32(t)dt ≪ log T.

In I′′
32

(t) we have o < y ≤ 1, hence by the residue theorem

1/2+it∫

1/2−it

(1 + 1/y)uu−1du = 2πi −





−∞+it∫

1/2+it

+

1/2−it∫

−∞−it





(1 + 1/y)uu−1du.

If we use

1∫

0

sin(2πXy)

y
dy =

2πX∫

0

sin z

z
dz =

∞∫

0

−
∫ ∞

2πX

=
π

2
+ O(T−1)

and integrate, we obtain

2T∫

T

I′32(t)dt = π2iT −
2T∫

T

1∫

0

sin(2πXy)

y

−∞+it∫

1/2+it

(1 + 1/y)uu−1du dy dt

−
∫ 2T

T

1∫

0

sin(2πXy)

y

1/2−it∫

−∞−it

(1 + 1/y)uu−1du dy dt + O(1).
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Both triple integrals are estimated similarly, each being ≪ T−1/2.
Namely, changing the order of integration and integrating by parts we 109

have

2T∫

T

1/2+it∫

−∞+it

(1 + 1/y)uu−1du dt =

1/2∫

−∞

(1 + 1/y)σ






2T∫

T

(1 + 1/y)it dt

σ + it






dσ

=

1/2∫

−∞

(

1 +
1

y

)σ {

(1 + 1/y)2iT

i(σ + 2iT ) log(1/1/y)
− (1 + 1/y)iT

i(σ + iT ) log(1 + 1/y)
+

+

2T∫

T

(1 + 1/y)it

(σ + it)2 log(1 + 1/y)
dt

}

dσ ≪ T−1

1/2∫

−∞

(1 + 1/y)σdσ

log(1 + 1/y)
≪ T−1y−1/2

for 0 < y ≤ 1, and

T−1

1∫

0

| sin(2πXy)|y−3/2dy ≪ T−1

X−1
∫

0

Xy−1/2dy + T−1

∞∫

X−1

y−3/2dy ≪ T−1/2.

Therefore combining the preceding estimates we have

2T∫

T

I3(t)dt = πT + O(log T ).

Finally, it remains to deal with the contribution of the integral

I4(t) = −i

∞∫

X

∆(x)





1/2+it∫

1/2−it

∂h(u, x)

∂x
du





dx

to
2T∫

T

E(t), where as in the proof of Theorem 2.1

h(u, x) = 2

∞∫

0

y−u(1 + y)u−1 cos(2πxy)dy
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= 2

∞∫

0

w−u(x + w)u−1 cos(2πw)dw.

It is easy to see that this integral h is uniformly convergent, and

so we can differentiate under the integral sign to get (after changing

variables again)

∂

∂x
h(u, x) =

2

x
(u − 1)

∞∫

0

y−u(1 + y)u−2 cos(2πxy)dy.

This integral is absolutely convergent at both endpoints, so we insert 110

it in the definition of I4(t) to obtain

−
2T∫

T

I4(t)dt = 2i

∞∫

X

∆(x)x−1dx

∫ ∞

0

y−1/2(1 + y)−3/2

cos(2πxy)dy

2T∫

T

1/2+it∫

1/2−it

(u − 1)

(

1 +
1

y

)u−1/2

du dt.

We can now evaluate explicitly the integrals with respect to u and

t. We shall see from subsequent estimates that what remains provides

absolute convergence for the integral in x, so that this procedure is jus-

tified. We have

−
2T∫

T

I4(t)dt = 4

∫ ∞

X

∆(x)(x)−1(I(x,T ) + Γ(x,T )dx, (3.14)

where

I(x, z) : =

∞∫

0

−z sin(z log(1 + 1/y)) cos(2πxy)

y1/2(1 + y)3/2 log2(1 + 1/y)
dy,

r(x,T ) : =

∞∫

0

{cos(T log(1 + 1/y)) − cos(2T log(1 + 1/y))} cos(2πxy)

y1/2(1 + y)3/2 log2(1 + 1/y)
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{

1

2
+

2

log(1 + 1/y)

}

dy.

Split now

r(x,T ) =

∫ ∞

0

=

∫ 3T

0

+

∞∫

3T

= I′ + I′′,

say. In I′′ we write

cos(T log(1 + 1/y)) − cos(2T log(1/y))

= 2 sin

(

3T

2
log(1 + 1/y)

)

sin

(
T

2
log(1 + 1/y)

)

and use the second mean value theorem for integrals. Thus we have, for

some c > 3T ,

I′′ =
3T 2

2






sin
(

3T
2

log
(

1 + 1
3T

))

3T
2

log
(

1 + 1
3T

) ·
sin

(
T
2

log
(

1 + 1
3T

))

T
2

log
(

1 + 1
3T

)






×

×
c∫

3T

cos(2πxy)

y1/2(1 + y)3/2

{

1

2
+

2

log(1 + 1/y)

}

dy ≪ T x−1,

since the first expression in curly brackets is O(1), and the above integral111

is O(T−1x−1) on applying Lemma 2.1. Hence using Theorem 2.5 the
Cauchy-Schwarz inequality we obtain

4

∞∫

X

∆(x)x−1I′′dx ≪





∞∫

X

∆2(x)x−2dx





1/2 



∞∫

X

x−2dx





1/2

≪ T 1/4. (3.15)

To evaluate I′ we use Lemma 2.2 (treating the main terms as an error
term) to get the analogue of (3.15) for I′. the integral I(x, 2T ) − I(x,T )
is also evaluated by Lemma 2.2 with α→ 1/2 + 0, β = 3/2, γ = 2. The

error terms will be≪ T 1/4 as in (3.15). The main terms will be





−z(4x)−1

(
z

π

)1/2

V−2U−1/2

(

U − 1

2

)−1/2 (

U +
1

2

)−3/2

sin

(

zV + 2πxU − πx +
π

x

)





∣
∣
∣
∣
∣
∣

2T

T

,
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where

U =

(

z

2πx
+

1

4

)1/2

, V = 2ar sinh

√

πx

2z
.

Thus (3.13) becomes

−
2T∫

T

I4(t)dt = O(T 1/4) −
∞∫

Z

∆(x)x−3/2






√
2zV−2U−1/2

(

U +
1

2

)−1

sin

(

zV + 2πxU − πx +
π

x

)
∣
∣
∣
∣
∣
∣

2T

T





dx. (3.16)

The last integral bears resemblance to the integral for I4 in Section

2.5. The difference is that instead of V−1 we have V−2 and sine (at 112

T and 2T ) instead of cosine in (3.16). This difference is not impor-

tant at all, and after using the Voronoi series expansion for ∆(x) and

changing the variable x to x2 the above integral may be evaluated by

Lemma 2.3. The modification is that, as on p. 454 of Ivić [75], we

have V = 2ar sinh(x0(π/(2T ))1/2) = log
(

T
2πn

)

; hence if we replace

ar sinh

(

x
√

π
2T

)

by its square in Lemma 2.3 we obtain in the main term

the additional factor 2
(

log
(

T
2πn

))−1
, the error terms remain unchanged.

With this remark one can proceed exactly as was done in the evaluation

of I4 in the proof of Atkinson’s formula, and the details for this reason

may be omitted. We obtain

−
2T∫

T

I4(t)dt = −2
∑

n<Z

d(n)n−1/2
(

log
z

2πn

)−2

sin(g(z, n))

∣
∣
∣
∣
∣
∣

2T

T

+ O(T 1/4)

= K(2T ) − K(T ) − 2
∑

N′
2
≤n≤N′

1

d(n)n−1/2

(

log
2T

2πn

)−2

sin(g(2T, n)) + O(T 1/4), (3.17)

where as in the proof of Atkinson’s formula

Z = N′(z, X) =
z

2π
+

X

2
−

(

X2

4
+

Xz

2π

)1/2

,
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N′
j
= N′(2T, jT ), and K(x) is given by (3.10).

Thus except for the extra sums in (3.17) and the expression for
2T∫

T

I1(t)dt in (3.13) we are near the end of the proof of (3.8). But the

sums in question may be transformed into one another (plus a small er-

ror term) by the method of M. Jutila [89]. Indeed, from Jutila’s work we

obtain (analogously to eq (15.45) of Ivić [75])

− 2
∑

N′
2
≤n≤N′

1

d(n)n−1/2

(

log
2T

2πn

)−2

sin(g(2T, n))

= 2−3/2
∑

T≤n≤2T

(−1)nd(n)n−1/2

(

2T

2πn
+

1

4

)−1/4

(

ar sinh

√

πn

4T

)−2

sin( f (2T, n)) + O(log2 T ),

the difference from (15.45) of Ivić [75] being in (log . . .)−2 and113

(ar sinh . . .)−2, and in 2T instead of T . Hence collecting all the expres-

sions for
2T∫

T

In(t)dt (1 ≤ n ≤ 4) we obtain (3.8). But applying the same

procedure (i.e. (15.45) of Ivić [75]) we obtain without difficulty Theo-

rem 3.1 from (3.8).

We pass now to the proof of Theorem 3.2, basing our discussion on
the method of proof of Theorem 2.2, and supposing 1/2 < σ < 3/4
throughout the proof. In the notation of (2.20) we have (with t in place
of T )

t∫

0

|ζ(σ + it)|2du = ζ(2σ)t + ζ(2σ − 1)Γ(2σ − 1)

t∫ (

Γ(1 − σ − iu)

γ(σ − iu)
+
Γ(1 − σ + iu)

Γ(σ + iu)

)

du − i

σ+it∫

σ−it

g(u, 2σ − u)du, (3.18)

where g(u, v) is the analytic continuation of the function which is for
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Re u < 0, Re(u + v) > 2 given by

g(u, v) = 2

∞∑

n=1

σ1−u−v(n)

∞∫

0

y−u(1 + y)−v cos(2πny)dy.

Now we use Stirling’s formula for the gamma-function in the from

(s) = σ + it, 0 ≤ σ ≤ 1, t ≥ e

Γ(s) =
√

2πtσ−1/2k(σ, t) exp

{

−π
2

t + i

(

t log t − t +
π

4

(

σ − 1

2

))}

with

k(σ, t) = 1 + c1(σ)t−1 + · · · + cN(σ)t−N + ON(t−N−1)

for any fixed integer N ≥ 1, where c1(σ) = 1
2
i(σ−σ2 − 1/6). Therefore

c1(σ) = c1(1 − σ), and for u ≥ e we obtain

Γ(1 − σ + iu)

Γ(σ + iu)
= u1−2σ exp

(
iπ

2
(1 − 2σ)

)
k(1 − σ, u)

k(σ, u)

= u1−2σ exp

(
iπ

2
(1 − 2σ)

)

· (1 + m(σ, u)), (3.19)

m(σ, u) = d2(σ)u−2 + · · · + dN(σ)u−N + ON(u−N−1).

Thus 114

∫ t

0

(

Γ(1 − σ + iu)

Γ(σ + iu)
+
Γ(1 − σ − iu)

Γ(σ − iu)

)

du =

∫ t

0

2u1−2σ cos(πσ − 1/2π)du

+

t∫

0

{

Γ(1 − σ − iu)

Γ(σ − iu)
+
Γ(1 − σ + iu)

Γ(σ + iu)
− 2u1−2σ cos(πσ − 1/2π)

}

du

=
t2−2σ

1 − σ
sin(πσ) +

∞∫

0

{

Γ(1 − σ − iu)

Γ(σ − iu)
+
Γ(1 − σ + iu)

Γ(σ + iu)

}

du + O(t−2σ),

where (3.19) was used. Then we have

ζ(2σ − 1)Γ(2σ − 1)

2T∫

T

∫ t

0

(

Γ(1 − σ − iu)

Γ(σ − iu)
+
Γ(1 − σ + iu)

Γ(σ + iu)

)

du dt
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= O(T 1−2σ) +

2T∫

T

ζ(2σ − 1)Γ(2σ − 1)

1 − σ
sin(πσ)t2−2σdt + 2ζ(2σ − 1)

Γ(2σ − 1)

∞∫

0

{

Re
Γ(1 − σ + iu)

Γ(σ + iu)
− u1−2σ sin(πσ)

}

du.

Taking into accout (3.18) and the definition of Eσ(T ) it follows that

2T∫

T

Eσ(t)dt = A(σ)T − i

∫ 2T

T

σ+it∫

σ−it

g(u, 2σ− u)du dt+O(T 1−2σ), (3.20)

where

A(σ) = ζ(2σ − 1)Γ(2σ − 1)

∞∫

0

{

Γ(1 − σ − iu)

Γ(σ − iu)
+

Γ(1 − σ + iu)

Γ(σ + iu)
− 2u1−2σ sin(πu)

}

du. (3.21)

For E(T ) we had an analogous formula, only without a term corre-

sponding to A(σ)T . Therefore it seems natural to expect that

lim
σ→1/2+0

A(σ) = 0, (3.22)

which will indirectly establish (3.4). We write

A(σ) = lim
V→∞

V∫

0

{

ζ(2σ − 1)Γ(2σ − 1) (3.23)

(

Γ(1 − σ − iu)

Γ(σ − iu)
+
Γ(1 − σ + iu)

Γ(σ + iu)
− 2u1−2σ cos(πσ − 1/2π

)}

du.

For a fixed u andσ→ 1/2+0 the expression in curly brackets equals115

(

−1

2
− 1

2
log(2π)(2σ − 1) + O((2σ − 1)2)

) (

1

2σ − 1
− γ + O((2σ − 1))

)

×
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×
{

2 − (2σ − 1)

(

Γ′

Γ
(1/2 − iu) +

Γ′

Γ
(1/2 + iu)

)

− 2(1 + (1 − 2σ) log u + O((2σ − 1)2))

}

,

which tends to

1

2

(

Γ′

Γ

(

1

2
− iu

)

+
Γ′

Γ

(

1

2
+ iu

)

− 2 log u

)

.

Because of uniform convergence the integral in (3.23) is

1

2

V∫

0

(

Γ′

Γ
(1/2 − iu) +

Γ′

Γ
(1/2 − iu) − 2 log u

)

du (3.24)

=
1

2i
log
Γ(1/2 + iV)

Γ(1/2 − iV)
− V log V + V.

But for V ≥ V0 > 0 Stirling’s formula gives

Γ(1/2 + iV) =
√

2π exp(−1/2πV + i(V log V − V)) · (1 + O(1/V)),

Γ(1/2 − iV) =
√

2π exp(−1/2π.V + i(−V log V + V)) · (1 + O(1/v)).

Therefore

log
Γ(1/2 + iV)

Γ(1/2 − iV)
= 2i(V log V − V) + O(1/V). (3.25)

Inserting (3.25) in (3.24) and taking the limit in (3.23) we obtain

(3.22).

Hence, analogously to the proof of Theorem 3.1, we obtain

2T∫

T

(Eσ(t) − A(σ))dt = −i

2T∫

T

σ+it∫

σ−it

g(u, 2σ − u)du dt + O(1)

= −i

2T∫

T

(G1 −G2 +G3 −G4)dt + O(1), (3.26)

where Gn for 1 ≤ n ≤ 4 is given by (2.45)- (2.48). 116
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As in the evaluation of
2T∫

T

I1(t)dt in the proof of Theorem 3.2 it will

be seen that in the final result the contribution of G1 will be 2σ−2
(
π
T

)σ−1/2

∑

n≤N

. . . in (3.6) plus O(T 3/4 − σ), which is the largest O-term appearing

in the estimation of various integrals. Using (2.41), namely

∆1−2σ(x) ≪ x1/(4σ+1)+ǫ ,

it follows for sufficiently small ǫ that

2T∫

T

G2dt ≪ T 1/4σ+! − 1/2ǫ ≪ 1.

The contribution of G3 is, however, more involved. We have

− i

2T∫

T

G3dt =
π(1 − 2σ)ζ(2 − 2σ)(2π)2σ−1

Γ(2σ) sin(πσ)
T + O(log T ). (3.27)

Since it will be indicated that he contribution of G4 will be essen-

tially −2
(

2π
T

)σ−1/2 ∑

n≤N′
. . . in (3.6), it follows from (3.27) that B(σ) in

(3.2) is indeed given by (3.3). In view of (3.21) we may write

B(σ) = A(σ) +
π(1 − 2σ)ζ(2 − 2σ)(2π)2σ−1

Γ(2σ) sin(πσ)
,

hence taking the limit as σ→ 1/2 + 0 and using (3.22) we obtain (3.4).
To obtain (3.27) we split (X = N + 1/2) the contribution of the first
integral appearing in the definition of G3 as

2T∫

T

3T∫

0

· · · +
2T∫

T

∞∫

3T

· · · = −
(

2i

π

)
{

ζ(2σ) + ζ(2 − 2σ)x1−2σ
}

3T∫

0

sin(2πXy)
{

cos(T log(1 + 1/y)) − cos(2T log(1 + 1/y))
}

yσ+1(1 + y)σ log2(1 + 1/y)
dy + O(T−2σ),
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analogously as in the treatment of I3(t) in the proof of Theorem (3.1).117

By the same technique the remaining integral is found to be

3T∫

0

=

(2x)−1
∫

0

+

3T∫

(2X)−1

= I′ + II′′ ≪ T 1−2σ ≪ 1.

The main term in (3.27) comes from the second integral in the ex-
pression for G3. Integration yields (with −i as a factor)

− i(1 − 2σ)

π
ζ(2 − 2σ)X1−2σ






2T∫

T

1∫

0

sin(2πXy)dy

y(1 + y)2σ−1

σ+it∫

σ−it

(u + 1 − 2σ)−1

(

1 +
1

y

)u

dudt

+

2T∫

T

∫ ∞

1

sin(2πXy)dy

y(1 + y)2σ−1

σ+it∫

σ−it

(u + 1 − 2σ)−1

(

1 +
1

y

)u

du dt






.

The total contribution of the second triple integral above is≪ log T ,

after integration by parts, analogously as in the corresponding part of

the proof of Theorem 2.1. To evaluate the first integral note that the

theorem of residues gives, for 0 < y ≤ 1,

σ+it∫

σ−it

(u + 1 − 2σ)−1

(

1 +
1

y

)u

du

= 2πi

(

1 +
1

y

)2σ−1

−





−∞+it∫

σ+it

+

σ−it∫

−∞−it





(

1 +
1

y

)u
du

u + 1 − 2σ

= 2πi

(

1 +
1

y

)2σ−1

+ J′ + J′′,

say. Then 118

− i(1 − 2σ)

π
ζ(2 − 2σ)X1−2σ

1∫

0

sin(2πXy)

y(1 + y)2σ−1
· · · 2πi

(

1 +
1

y

)2σ−1

dy

= 2(1 − 2σ)ζ(2 − 2σ)X1−2σ

1∫

0

y−2σ sin(2πXy)dy
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= 2(1 − 2σ)ζ(2 − 2σ)X1−2σ

∞∫

0

y−2σ sin(2πXy)dy + O(T−2σ)

= 2(1 − 2σ)ζ(2 − 2σ)X1−2σ

∞∫

0

X2σ(2π)2σw−2σ sin w · dw

2πX
+ O(T−2σ)

= 2(2π)2σ−1(1 − 2σ)ζ(2 − 2σ)

∞∫

0

w−2σ sin W dw + O(T−2σ)

=
π(1 − 2σ)ζ(2 − 2σ)(2π)2σ−1

Γ(2σ) sin(πσ)
+ O(T−2σ),

where, similarly as in the proof of Theorem (2.2), we used

∞∫

0

w−2σ sin w dw =
π

2Γ(2σ) sin(πσ)
.

The contribution of J′′ (similarly for J′) is

2T∫

T

σ−it∫

−∞−it

(

1 +
1

y

)u
du dt

u + 1 − 2σ

=

σ∫

−∞

(

1 +
1

y

)v

dv






2T∫

T

(

1 +
1

y

)−it
dt

v − it + 1 − 2σ






=

σ∫

−∞

(1 + 1/y)v

T log(1 + 1/y)
dv ≪ T−1y−σ,

on integrating the middle integral by parts. Then

T−1

1∫

0

| sin(2πXy)|
yσ+1(1 + y)2σ−1

dy

= T−1





X−1
∫

0

| sin(2πXy)|
yσ+1(1 + y)2σ−1

dy +

1∫

X−1

| sin(2πXy)|
yσ+1(1 + y)2σ−1

dy




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≪ T−1





X−1
∫

0

Xy−σdy +

∞∫

X−1

y−σ−1dy





≪ Tσ−1 ≪ log T,

which proves (3.27). 119

Further with

c = c(y, σ) = (2σ − 1)(1 + y) − σ − log−1

(

1 +
1

y

)

≍ y(y→ ∞)

we have

2T∫

T

G4dt = 4i

∞∫

X

x−1∆1−2σ(x)dx

∞∫

0

y−σ(1 + y)−σ−1 log−1

(

1 +
1

y

)

cos(2πxy)

2T∫

T

{

t cos

(

t log

(

1 +
1

y

))

+ c sin

(

t log

(

1 +
1

y

))}

dy dt

= 4i

∞∫

X

x−1∆1−2σ(x)dx(Iσ(x, 2T ) − Iσ(x,T ) + Γσ(x,T )),

where, analogously as in the treatment of
∫ 2T

T
I4(t)dt in Theorem 3.1,

Iσ(x, z) =

∞∫

0

z sin(z log(1 + 1/y)) cos(2πxy)

yσ(1 + y)1+σ log2(1 + 1/y)
dy,

rσ(x,T ) =

∞∫

0

{cos(2T log(1 + 1/y)) − cos(T log(1 + 1/y))} cos(2πxy)(−c(y, σ))

yσ(1+y)1+σ log2(1+1/y)
dy.

Then analogously as in the proof of Theorem 3.1 we write

rσ(x,T ) =

3T∫

0

+

∞∫

3T

= I′ + I′′

and show that, for some c′ > 3T , 120
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I′′ ≪ T 2

∣
∣
∣
∣
∣
∣
∣
∣
∣

c′∫

3T

cos(2πxy)

yσ(1 + y)1+σ






σ +
2

log
(

1 + 1
y

) − (2σ − 1)(1 + y)






dy

∣
∣
∣
∣
∣
∣
∣
∣
∣

≪ T 2TT−σ−σ−1x−1 = T 2−2σx−1.

Since in mean square ∆1−2σ(x) is of the order x3/4 − σ, we find that

∞∫

X

I′′x−1∆1−2σ(x)dx ≪ T 2−2σ





∞∫

X

∆2
1−2σ(x)x−2dx





1/2 



∞∫

X

x−2dx





1/2

≪ T 2−2σ(T−1T 3/2−2σ)1/2T−1/2 = T 7/4−3σ ≤ T 3/4−σ

for σ ≥ 1/2. Using Lemma 2.1 we also obtain I′ ≪ T 3/4 − σ.

The integral Iσ(x, 2T ) − Iσ(x,T ) is evaluated by using Lemma 2.3.

The remainder terms will be≪ T 2−2σ(T−1/4x−5/4)+T−1x−1/2), and their

total contribution will be (as in the previous case) ≪ T 3/4−σ. Thus we

shall obtain

i

2T∫

T

G4dt = O(T 3/4−σ) − 2σπσ−1/2

∞∫

X

∆1−2σ(x)xσ−2





z3/2−σV−2U−1/2

(

U +
1

2

)−1

sin

(

zV + 2πxU − πx +
π

4

)
∣
∣
∣
∣
∣
∣

2T

z=T





dx.

From this point on the proof is very similar to the corresponding part

of the proof of Theorem 3.1. Instead of the Voronoi formula (2.23) for

∆(x) we use the analogue (2.38) for∆1−2σ(x). The main terms will be the

ones appearing in (3.6), and all the error terms will be≪ T 3/4−σ. Finally

one may derive the transformation formulae for Dirichlet polynomials

for σ1−2σ(n) by the same technique used by M. Jutila [89] in deriving

the transformation formulae for Dirichlet polynomials containing d(n).121

In this way the proof of Theorem 3.2 is completed.
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3.2 Omega-Results

One of the principal uses of Theorem 3.1 and Theorem 3.2 is to provide

omega-results for E(T ), Eσ(T ) and Gσ(T ). We recall the common nota-

tion: f (x) = Ω(g(x)) as x→ ∞means that f (x) = o(g(x)) does not hold,

f (x) = Ω+(g(x)) means that there exists C > 0 and a sequence xn tend-

ing to infinity such that f (xn) > Cg(xn). Analogously, f (x) = Ω−(g(x))

means that f (yn) < −Cg(yn) for a sequence yn tending to infinity, while

f (x) = Ω±(g(x)) means that both f (x) = Ω+(g(x)) and f (x) = Ω−(g(x))

hold. To obtain omega-results we shall work not directly with Theorem

3.1, but with a weaker version of it, contained in

Lemma 3.2.

G(T ) = 2−1/4π−3/4T 3/4
∞∑

n=1

(−1)nd(n)n−5/4

sin(
√

8πnT − π
4

) + O(T 2/3 log T ), (3.28)

Gσ(T ) = 2σ−3/4πσ−5/4T 5/4−σ
∞∑

n=1

(−1)nσ1−2σ(n)nσ−7/4

sin

(√
8πnT − π

4

)

+ O

(

T 1− 2
3
σ log T

)

. (3.29)

Proof. Both proofs are analogous, so we shall only sketch the proof of

(3.29), using Theorem 3.2, Trivially we have

T 1/2−σ
∑

n≤N′

σ1−2σ(n)nσ−1
(

log
T

2πn

)−2

sin(g(T, n))

≪ T 1/2−σTσ log T = T 1/2 log T,

and 1
2
< 1 − 2

3
σ for σ < 3

4
. Also 3

4
− σ < 1 − 2

3
σ and

T 1/2−σ
∑

T 1/3<n≤N

(−1)nσ1−2σ(n)nσ−1

(

ar sinh

√

πn

2T

)−2 (

T

2πn
+

1

4

)−1/4

sin( f (T, n))
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≪ T 1/2−σ
∑

T 1/3<n≤N

d(n)nσ−1
(

n

T

)−1 (
T

n

)−1/4

≪ T 5/4−σ
∑

n>T 1/3

d(n)nσ−7/4

≪ T 5/4−σT (σ−3/4)/3 log T = T 1− 2
3
σ log T.

�

Further we have122

2σ−2πσ−1/2T 1/2−σ
∑

n≤T 1/3

(−1)nσ1−2σ(n)nσ−1

(

ar sinh

√

π

n
2T

)−2 (

T

2πn
+

1

4

)−1/4

sin( f (T, n))

= 2σ−2πσ−1/2T 1/2−σ
∑

n≤T 1/3

(−1)nσ1−2σ(n)nσ−1

((
πn

2T

)−1

+ O

((
n

T

)1/2
)) (

T

2πn

)−1/4

(

1 + O

(
n

T

))

sin( f (T, n))

= 2σ−3/4πσ−5/4T 5/4−σ
∑

n≤T 1/3

(−1)nσ1−2σ(n)nσ−1n−1+1/4 sin( f (T, n))

+ O




T 1/2−σ

∑

n≤T 1/3

d(n)nσ−1
(

n

T

)3/4




+ O




T 1/2−σ

∑

n≤T 1/3

d(n)nσ−1
(

n

T

)1/4





= 2σ−3/4πσ−5/4T 5/4−σ
∑

n≤T 1/3

(−1)nσ1−2σ(n)nσ−7/4 sin( f (T, n)) + O

(

T 1− 2
3
σ log T

)

.

Finally, for 1 ≤ n ≪ T 1/3, we have by Taylor’s formula

f (T, n) = (8πnT )1/2 − π
4
+ O

(

n3/2T−1/2
)

,

and the total contribution of the error term above will be

≪ T 5/4−σ
∑

n≤T 1/3

d(n)nσ−7/4n3/2T−1/2 = T 3/4−σ
∑

n≤T 1/3

d(n)nσ−1/4

≪ T 3/4−σ log T · T (σ+ 3
4

)/3 = T 1− 3
2
σ log T.

Therefore if we write123

∑

n≤T 1/3

=

∞∑

n=1

−
∑

n>T 1/3

and estimate the last sum above trivially, we obtain (3.29).
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Observe now that Gσ(t) is a continuous function of t which may be

written as

Gσ(t) = 2σ−3/4πσ−5/4t5/4−σgσ(t) + O

(

t1− 2
3
σ log t

)

, (3.30)

where

gσ(t) =

∞∑

n=1

h(n) sin

(√
8πnt − π

4

)

, h(n) = hσ(n) = (−1)nσ1−2σ(n)nσ−
7
4 , (3.31)

and the series in (3.31) is absolutely convergent for σ < 3/4, which is

of crucial importance. Namely, we shall first deduce our omega-results

from the following

Lemma 3.3. If gσ(t) is defined by (3.31), then there exists a constant

C > 0 such that, uniformly for 1 ≪ G ≤ T,

T+G∫

T

g2
σ(t)dt = CG + O(T 1/2). (3.32)

Proof. By absolute convergence the series in (3.31) may be squared and

integrated termwise. Therefore the left-hand side of (3.32) equals

∞∑

n=1

h2(n)

T+G∫

T

sin2
(√

8πnt − π
4

)

dt (3.33)

+ O






∞∑

m,n=1;m,n

|h(m)h(n)|

∣
∣
∣
∣
∣
∣
∣
∣
∣

T+G∫

T

exp
(

i
√

8πnt(
√

m ±
√

n)
)

dt

∣
∣
∣
∣
∣
∣
∣
∣
∣






�

The first integral in (3.33) is 124

1

2

T+G∫

T

(

1 − cos

(√
32πnt − π

2

))

dt =
1

2
G + O

(

T 1/2n−1/2
)
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uniformly in G on applying Lemma 2.1. Therefore

∞∑

n=1

h2(n)

T+G∫

T

sin2
(√

8πnt − π
4

)

=
1

2
G

∞∑

n=1

h2(n) + O



T
1/2

∞∑

n=1

h2(n)n−1/2





=
1

2
G

∞∑

n=1

σ2
1−2σ(n)n2σ−7/2 + O(T 1/2)

uniformly in G, and the last series above is absolutely convergent and

positive.

Also using Lemma 2.1 we obtain that the O-term (3.33) is, uni-

formly in G,

≪ T 1/2
∞∑

m,n=1;1≤n<m

mσ−7/4+ǫnσ−7/4+ǫ(m1/2 − n1/2)−1/2

≪ T 1/2
∞∑

n=1

nσ−7/4+ǫ
∑

n<m≤2n

mσ−7/4+ǫ+1/2

m − n

+ T 1/2
∞∑

n=1

nσ−7/4+ǫ
∑

m>2n

mσ−7/4+ǫ+1/2

m − n

≪ T 1/2
∞∑

n=1

n2σ−3+2ǫ log(n + 1) + T 1/2
∞∑

n=1

nσ−7/4+ǫ
∑

m>2n

mσ+ǫ−9/4

≪ T 1/2
∞∑

n=1

n2σ−3+2ǫ log(n + 1) + T 1/2
∞∑

n=1

n2σ−3+2ǫ ≪ T 1/2

if ǫ > 0 is sufficiently small, since σ < 3/4.

It follows from Lemma 3.2 that there exist two constants B,D > 0

and a point t0 ∈ [T,T + DT 1/2] such that |gσ(t0)| > B whenever T ≥
T0. However, it is not clear whether gσ(t0) is positive or negative. The125

following lemma shows that both positive and negative values of gσ(t)

may occur.

Lemma 3.4. If gσ(t) is given by (3.31), then there exist two constants

B,D > 0 such that for T ≥ T0 every interval [T,T + DT 1/2] contains

two points t1, t2 for which

gσ(t1) > B, gσ(t2) < −B. (3.34)
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Proof. Both inequalities in (3.34) are proved analogously, so the details

will be given only for the second one. Suppose that gσ(t) > −ǫ for any

given ǫ > 0, and t ∈ [T,T + DT 1/2] for T ≥ T0(ǫ) and arbitrary D > 0.

If C1,C2, . . . denote absolute, positive constants, then for D sufficiently

large and G = DT 1/2 we have from (3.32)

C1G ≤
T+G∫

T

g2
σ(t)dt =

∑

k

∫

Ik

g2
σ(t)dt +

∑

ℓ

∫

Jℓ

g2
σ(t)dt,

where I′
k
s denote subintervals of [T,T +G] in which gσ(t) > 0, and the

J′
ℓ
s subintervals in which gσ(t) < 0. In each Jℓ we have g2

σ(t) < ǫ, and

since

|gσ(t)| ≤
∞∑

n=1

|h(n)| =
∞∑

n=1

σ1−2σ(n)nσ−7/4 = C2,

we have

CG ≤ C2

∑

k

∫

Ik

gσ(t)dt +Gǫ2

= C2

T+G∫

T

gσ(t)dt +C2

∑

ℓ

∫

Jℓ

(−gσ(t))dt +Gǫ2

≤ C2

T+G∫

T

gσ(t)dt +C2Gǫ +Gǫ2.

But using (3.31) and Lemma 2.1 it follows that

∫ T+G

T

gσ(t)dt =

∞∑

n=1

h(n)

T+G∫

T

sin

(√
8πnt − π

4

)

dt

≪ T 1/2
∞∑

n=1

|h(n)|n−1/2 = C3T 1/2,

hence 126
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C1G ≤ C4T 1/2 +C2Gǫ +Gǫ2. (3.35)

If we take G = DT 1/2, D > C4/C1 and ǫ sufficiently small, then

(3.35) gives a contradiction which proves the second inequality in (3.34),

and the first one is proved similarly. �

Now we turn to (3.30) and observe that 5
4
−σ > 1− 2

3
σ for 1

2
≤ σ < 3

4
.

Therefore, by continuity, Lemma 3.4 yields the following proposition

(B,D, t1, t2 are not necessarily the same as in Lemma 3.4): There exist

two positive constants B and D such that for T ≥ T0 every interval

[T,T + DT 1/2] contains two points t1, t2 for which Gσ(t1) > Bt
5/4−σ
1

,

Gσ(t2) < −Bt
5/4−σ
2

. By continuity, this also implies that there is a zero

t3 of Gσ(t) in [T,T + DT 1/2].

Next consider for H > 0

Gσ(T + H) −Gσ(T ) =

T+H∫

T

(Eσ(t) − B(σ))dt. (3.36)

Let T be a zero of Gσ(T ), and let H be chosen in such a way that

Gσ(T + H) > B(T + H)5/4−σ. By the preceding discussion we may take

H ≤ FT 1/2 with suitable F > 0. then (3.36) gives

B(T + H)5/4−σ <

T+H∫

T

(Eσ(t) − B(σ))dt = H(Eσ(t4) − B(σ))

for some t4 ∈ [T,T +H] by the mean value theorem for integrals. There-

fore

Eσ(t4) > Ct
3/4−σ
4

with a suitable C > 0, and similarly we obtain127

Eσ(t5) < −Ct
3/4−σ
5

with t4, t5 ∈ [T,T + FT 1/2]. the foregoing analysis may be repeated, by

virtue of (3.28), with G(T ) in place of Gσ(T ) (in (3.31) we shall have

h(n) = (−1)nd(n)n−5/4). In this way we are led to our first omega-result,

which is
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Theorem 3.3. There exist constants B,D > 0 such that for T ≥ T0 every

interval [T,T + DT 1/2] contains points t1, t2, t3, t4τ1, τ2, τ3, τ4 such that

E(t1) > Bt
1/4

1
, E(t2) < −Bt

1/4

2
,G(t3) > Bt

3/4

3
,G(t4) < −Bt

3/4

4
, (3.37)

Eσ(τ1) > Bτ
3/4−σ
1

, Eσ(τ2) < −Bτ
3/4−σ
2

, (3.38)

Gσ(τ3) > Bτ
5/4−σ
3

,Gσ(τ4) < −Bτ
5/4−σ
4

.

Since G(T ) = O(T 3/4), Gσ(T ) = O(T 5/4−σ) by (3.28) and (3.29),

this means that we have proved

G(T ) = O(T 3/4),G(T ) = Ω±(T 3/4),Gσ(T ) =)(T 5/4−σ),

Gσ(T ) = Ω±(T 5/4−σ) (3.39)

and also

E(T ) = Ω±(T 1/4), Eσ(T ) = Ω±(T 3/4−σ). (3.40)

Thus (3.39) shows that, up to the values of the numerical constants

involved, we have determined the true order of magnitude of G(T ) and

Gσ(T ). Moreover, not only does Theorem 3.3 provide Ω±-results for

the values where these functions attain large positive and small nega-

tive values, respectively. As mentioned in Section 2.6, the mean square

formulas (2.69) and (2.71) provide weak omega-results, namely

E(T ) = Ω(T 1/4), Eσ(T ) = Ω(T 3/4−σ),

which are superseded by (3.40). One can, of course, try to go further and 128

sharpen (3.40) by using special properties (arithmetical structure) of the

functions d(n) and σ1−2σ(n) appearing in (3.28) and (3.29), respectively.

As already mentioned in Chapter 2, there are several deep analogies

between E(T ) and ∆(x). Even the formula (3.28) has its counterpart in

the theory of ∆(x), namely

T∫

2

∆(t)dt =
T

4
+

T 3/4

2
√

2π2

∞∑

n=1

d(n)n−5/4 sin

(

4π
√

nT − π
4

)

+ O(1),
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which is a classical formula of G.F. Voronoi. For ∆(x) the best known

omega-results are

∆(T ) = Ω+

{

(T log T )1/4(log log T )1/4(3+log 4)e−C
√

log log log T
}

(3.41)

and

∆(T ) = Ω−

{

T 1/4 exp

(

D(log log T )1/4

(log log log T )3/4

)}

, (3.42)

due to J.L. Hafner [51] and K. Corrádi - I. Kátai [28], where C,D > 0

are absolute constants. The corresponding problems involving ∆1−2σ(x)

may be also considered, but it seems appropriate to make the following

remark here. The arithmetical function σ1−2σ(n), which by (2.37) and

(2.41) has the mean value ζ(2σ), is much more regularly distributed than

d(n), whose average order is log n. For this reason sharp omega-results

forσ1−2σ(n) are harder to obtain than sharp omega-results for d(n), since

for the latter one somehow tries to exploit the irregularities of distribu-

tion of d(n). Observe that in (3.28) there is the factor (−1)n, which is

not present in the above Voronoi formula for
T∫

2

∆(t)dt. It was thought

by many that the oscillating factor (−1)n, present already in Atkinson’s129

formula (2.5) for E(T ), would hinder the possibility of obtaining sharp

Ω±-results for E(T ) analogous to (3.41) and (3.42). The theorem that

follows shows that this is not the case, and that (3.28) is in fact strong

enough to render (when suitable techniques are applied to it) the ana-

logues of (3.41) and (3.42). In the casee of Eσ(T ) we would have to

cope with the regularity of distribution of σ1−2σ(n), and the presence of

the oscillating factor (−1)n. For this reason we shall content ourselves

only with sharp omega-results for E(T ), contained in

Theorem 3.4. There exist absolute constants C,D > 0 such that

E(T ) = Ω+

{

(T log T )1/4(log log T )1/4(3 + log 4)e−C
√

log log log T
}

(3.43)

and

E(T ) = Ω−

{

T 1/4 exp

(

D(log log T )1/4

(log log log T )3/4

)}

. (3.44)
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These formulas are the exact analogues of (3.41) and (3.42). Since

the problem of Ω±-results for ∆(x) is certainly not more difficult than

the corresponding problem for E(T ) (the Voronoi formula for ∆(x) is

simpler and sharper than Atkinson’s formula for E(T ) or any of its vari-

ants), it is hard to imagine improvements of (3.43) and (3.44) which

would come from methods not capable of improving (3.41) and (3.42).

On the other hand, although (3.43) and (3.44) are such sharper than just

E(T ) = Ω±(T 1/4), which follows from Theorem 3.3, one does not obtain

in the proof of Theorem 3.4 the localization of points where large pos-

itive and small negative values of E(T ) are taken (or to be precise, the

localization will be very poor). Theorem 3.3 provides good localization,

and thus the omega-results furnished by Theorem 3.3 and Theorem 3.4

both have their merits and are in a certain sense complementary to one

another.

Proof of Theorem 3.4. First we prove the Ω+-result (3.43). Let 130

E∗(t) :=

1∫

−1

E0(t + u)kM(u)du, E0(t) := (2t)−1/2e(2πt2), (3.45)

where E0 is introduced because it is more convenient to work without

square roots in Atkinson’s formula. Further let

kn(u) = K1/2λn
(u) :=

λn

2π

(

sin(1/2λnu)

1/2λnu

)2

(λn = 4π
√

n) (3.46)

be the Fejér kernel of index 1/2λn, and M is a large positive integer.

Because

kM(u) > 0, 0 <

1∫

−1

kM(u)du < 1,

(3.43) is a consequence of the following assertion: there exist absolute,

positive constants A and C such that

E∗(t) > A(log t)1/4(log log t)1/4(3+log 4)e−C
√

log log log t (3.47)
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for some arbitrarily large values of t. To prove (3.47) we shall show that,
uniformly for 1 ≤ M ≤ t1/2,

E∗(t) =
∑

n≤M

(−1)nd)n)n−3/4

(

1 −
(

n

M

)1/2
)

cos

(

4π
√

nt − π
4

)

+ o(1) (3.48)

and then deduce (3.47) from (3.48). To this end let

f (t) := 2−1/2t3/2

t∫

2

(E(2πy2) − π)y dy,

so that by (3.28) we obtain

f (t) =
1

4π

∞∑

n=1

(−1)nd(n)n−5/4 sin(λnt − π
4

) + o(1), (3.49)

and by direct computation we find that

E0(t) =
d

dt
f (t) + o(t−1/2). (3.50)

Using (3.50) in (3.45), integrating by parts, and then using (3.49) we131

obtain, uniformly for 1 ≤ M ≤ t1/2,

E∗(t) = −
1∫

−1

f (t + u)k′M(u)du + o(1)

= − 1

4π

∞∑

n=1

(−1)nd(n)n−5/4 Im






ei(λnt− π
4

)

1∫

−1

eiλnuk′M(u)du






+ o(1).

The last integral is readily evaluated as

1∫

−1

eiλnuk′M(u)du =






−iλn

(

1 − λn

λn

)

+ o(1) if n ≤ M,

o(1) if n > M,

and (3.48) follows.

To take advantage of (3.48) we need some facts about sums involv-

ing the divisor function, which reflect the irregularities of its distribu-

tion. This is
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Lemma 3.5. For each positive constant C and positive integer K ≥ 2,

there is a set PC ⊆ {1, 2, . . .K} such that uniformly
∑

n<PC ,n≤K

d(n)n−3/4 ≪ C−2K1/4 log K,

and if |PC | denotes the cardinality of PC , then

|PC | ≪ K(log K)1−log 4 exp
(

C
√

log log K
)

.

Proof. First we show that
∑

n≤x

d(n)(ω(n) − 2 log log x)2 ≪ x log x log log x, (3.51)

where as usual ω(n) denotes the number of distinct prime factors of n. 132

To obtain (3.51) note that if p, q are primes, then

d(np) = 2d(n) − d

(

n

p

)

and

d(npq) = 4d(n) − 2d

(

n

p

)

− 2d

(

n

q

)

+ d

(

n

pq

)

,

where we put d(x) = 0 if x is not an integer. Then, for distinct primes

p, q we obtain
∑

n≤x

d(n)ω2(n) =
∑

pq≤x,p,q
{

4
∑

n ≤ x/pqd(n) − 2
∑

n≤x/p2q

d(n) − 2
∑

n≤x/p q2

d(n)
∑

n≤xp2q2

d(n)

}

+
∑

p≤x

{

2
∑

n≤x/p

d(n) −
∑

n≤x/p2

d(n)

}

= 4
∑

pq≤x

x

pq
log

x

pq
+ o(x log x log log x)

= 4x log x(log log x)2 + o(x log x log log x).

�
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In a similar fashion it may be shown that

∑

n≤x

d(n)ω(n) = 2x log x log log x + o(x log x),

and (3.51) follows. Let now

PC =
{

n ≤ K : ω(n) ≥ 2 log logK −C
√

log log K
}

.

By using d(n) ≥ 2ω(n) it follows that

|PC |22 log log K−C
√

log log K ≤
∑

n∈PC

2ω(n) ≤
∑

n≤K

d(n) ≪ K log K,

as asserted. Also, using (3.51) and partial summation we find that

∑

n<PC

d(n)n−3/4 ≤ (C2 log log K)−1
∑

n<PC

d(n)n−3/4(ω(n) − 2 log log K)2

≤ (C2 log log K)−1
∑

n≤K

d(n)n−3/4(ω(n) − 2 log log K)2

≪ C−2K1/4 log K.

Now let K = [M/2] and let PC be as in Lemma 3.5 for this K and133

some C to be chosen later. By Dirichlet’s approximation theorem there

exists t satisfying

M2 ≤ t ≤ M264|PC |

and such that for each m in PC and n = 2m we have |t
√

n − xn| ≤ 1
64

for

some integers xn. For these n and this t it follows that

cos

(

4πt
√

n − π
4

)

≥ cos

(
π

16
+
π

4

)

>
1

2
.

Note that each pair M, t constructed in this way satisfies 1 ≤ M ≤
t1/2. For this pair (3.48) gives

E∗(t) =






1

2

∑

n≤M,n=2m
m∈PC

−
∑

n<M,n=2m
m,PC

−
∑

n≤M,n=2m+1






d(n)n−3/4

(

1 −
(

n

m

)1/2
)

+ o(1)
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=






1

2

∑

n≤M

−3

2

∑

n≤M,n=2m
m<PC

−3

2

∑

n≤M,n=2m+1






d(n)n−3/4

(

1 −
(

n

m

)1/2
)

+ o(1).

But we have elementarily

∑

n≤x,n=2m

d(n) =
3

4
x log x + O(x),

∑

n≤x,n=2m+1

d(n) =
1

4
x log x + O(x),

hence by partial summation

∑

n≤M

d(n)n−3/4

(

1 −
(

n

M

)1/2
)

=
8

3
M1/4 log M + O(M1/4)

and

∑

n≤M,n=2m+1

d(n)n−3/4

(

1 −
(

n

M

)1/2
)

=
2

3
M1/4 log M + O(M1/4).

With these formulas and Lemma (3.5) we obtain for this pair t, M 134

and C sufficiently large that

E∗(t) ≥
(

1

3
+ O(C−2)

)

M1/4 log M ≥ 1

4
M1/4 log M. (3.52)

Note that from t ≤ M264|PC | and the second part of Lemma (3.5) we

obtain

M ≫ log t(log log t)log 4−1 exp
(

−C
√

log log log t
)

(3.53)

for some (perhaps different) constant C > 0. Combining (3.52) and

(3.53) it is seen that (3.47) holds, and so (3.43) is proved.

We proceed now to the proof of the Ω-result (3.44), using again

(3.28) as our starting point. First we are going to prove a weaker Ω-

result, namely

lim inf
T→∞

E(T )T−1/4 = −∞. (3.54)
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This result will be then used in deriving the strongerΩ−-result given

by (3.44). To prove (3.54) it suffices to show that

lim inf
T→∞

E∗(T ) = −∞, (3.55)

where E∗(T ) is defined by (3.45). Write each n ≤ M in (3.48) as n = ν2q,

where q is the largest squarefree divisor of n. By Kronecker’s approxi-

mation theorem there exist arbitrarily large T such that

T
√

q =






mq + δq if q is odd,
1
4
+ nq + δq if q is even,

with some integers mq and |δq| < δ for any given δ > 0. With these T135

we conclude that

(−1)n cos

(

4πT
√

n − π
4

)

= −ǫn cos

(
π

4

)

+ O(
√

nδ),

where

ǫn =






−1 if n ≡ 0 (mod 4).

1 if n . 0 (mod 4).

We deduce from (3.48) that

lim inf
T→∞

E∗(T ) ≤ − cos

(
π

4

) ∑

n≤M

ǫnd(n)n−3/4

(

1 −
(

n

M

)1/2
)

+ O(δM3/4 log M). (3.56)

On letting δ → 0 we obtain (3.55), since the sum in (3.56) can be

shown elementarily to be unbounded as M → ∞.

Now we pass to the actual proof of (3.44) by using a variant of a

technique of K.S. Gangadharan [40]. Let Px be the set of odd primes

≤ x, and Qx the set of squarefree numbers composed of primes from

Px. Let |Px| be the cardinality of Px and M = 2|Px | the cardinality of Qx.

Then we have

x

log x
≪ |Px| ≪

x

log x
, M ≪ exp

(

cx

log x

)

(3.57)

for some c > 0, and also that all elements in Qx do not exceed e2x.
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Now let S x be the set of numbers defined by

S x =






µ =
∑

q∈Qx

rq

√
q : rq ∈ {−1, 0, 1};

∑

r2
q ≥ 2






,

and finally

η̃(x) = inf
{

|
√

m + µ| : m = 1, 2, . . . ; µ ∈ S x

}

.

Taking m = [
∑ √

q]2 it is seen that |
√

m−
∑ √

q| < 1, hence η̃(x) < 1.

Also there are only finitely many distinct values of |
√

m + µ| in (0,1). 136

Then one has (see Gangadharan [40]):

Lemma 3.6. If q(x) = − log η̃(x), then for some c > 0

x ≤ q(x) ≪ exp

(

cx

log x

)

.

Similarly as in the proof of (3.43) we avoid square roots by intro-

ducing the functions

Ẽ(t) =
√

2π

{

E

(

t2

8π

)

− π
}

, E+(T ) =

T∫

0

tẼ(t)dt. (3.58)

From (3.28) we have then

E+(T ) = T 3/2

∞∑

n=1

(−1)nd(n)n−5/4 sin

(

T
√

n − π
4

)

+ O(T 4/3 log T ). (3.59)

If we could differentiate this series (and the O-term) we could deal

with E(T ) directly. This is not possible, but we can use integration by

parts in subsequent integrals that appear to take advantage of (3.59).

We let

P(x) = exp

(

αx

log x

)

be such that

P(x) ≥ max(q(x), M2) (3.60)
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and define, for a fixed x,

γx = sup
u>0






−
√

2πE(u2/(8π))

u1/2+1/P(x)





. (3.61)

Now for T → 0+, E(T ) ∼ −T log T , so that the expression in brack-

ets in (3.61) is bounded for small u. If this expression is not bounded for

all u then more than (3.44) would be true. Also, by our earlier Ω−-result

(3.54) there exists a u > 0 for which this expression is positive. Hence

we can conclude that 0 < γx < ∞, or, in other words,

γxu1/2+1/P(x) + A + Ẽ(u) ≥ 0

for all u > 0, where A =
√

2π3/2.137

Our next step is to describe the part of the kernel function we use

to isolate certain terms of the “series” for E(u), and to point them in an

appropriate direction. Let

V(z) = 2 cos2 z

2
==

eiz + e−iz

2
+ 1

and set

Tx(u) =
∏

q∈Qx

V

(

u
√

q − 5π

4

)

.

Note that Tx(u) ≥ 0 for all u. Finally, put σx = exp(−2P(x)) and

Jx := σ
5/2
x

∞∫

0

(

γxu1/2+1/P(x) + A + Ẽ(u)
)

ue−σxuTx(u)du. (3.62)

From the remarks above we see immediately that Jx ≥ 0. In the next

two lemmas we provide the tools for an asymptotic expansion for Jx. In

the first we cover the first two terms of Jx.

Lemma 3.7. For 1
2
< θ < 2 and x→ ∞ we have

∞∫

0

uθe−σxuTx(u)du = σ−1−θ
x Γ(1 + θ) + o(σ

−5/2
x ).
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Proof. We expand the trigonometric polynomial Tx(u) into exponential

polynomials as

Tx(u) = T0 + T1 + T 1 + T2,

where

T0 = 1,T1 =
1

2
e1/4(5π)

∑

q∈QWx

e−iu
√

q,T2 =
∑

µ∈S x

hµe−iuµ,

T 1 is the complex conjugate of T1, and hµ are constants bounded by 1/4

in absolute value. �

Note that T0 contributes to the integral exactly the first term, so that

we have to consider the other parts of Tx. The part T1 contributes exactly

1

2
e1/4(5π)iΓ(1+θ)

∑

q∈Qx

(σx+ i
√

q)−1−θ ≪
∑

q∈Qx

q−1/2(1+θ) ≪ M = o
(

σ
−5/2
x

)

since θ + 1 > 0 and (3.60) holds. The contribution of T 1 is likewise 138

o(σ
−5/2
x ), and T2 provides the term

Γ(1 + θ)
∑

µ

hµ(σx + iu)−1−θ. ≪ 3M

(

inf
µ∈S x

|µ|
)−1−θ

≪ 3M η̃(x)−1−θ

= exp
{

c
√

P(x) + P(x)(1 + θ)
}

= o
(

σ
−5/2
x

)

,

again by (3.60) and the fact that 1 + θ < 3.

In the next lemma we cover the contribution to Jx from Ẽ(U). It is

here that we appeal to the identity (3.59) for E+(T ).

Lemma 3.8. For x→ ∞ we have

∞∫

0

Ẽ(u)ue−σxuTx(u)du = −1

2
Γ

(

5

2

)

σ
−5/2
x

∑

q∈Qx

d(q)q−3/4 + o(σ
−5/2
x ).

Proof. Or first step is to integrate by parts to introduce E+(T ) in the

integral so that we can use (3.59). Thus our integral can be written as

E+(u)e−σxuTx(u)

∣
∣
∣
∣
∣
∣

∞

0

−
∞∫

0

E+(u)
d

du

(

e−σxuTx(u)
)

du.
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Now since

E+(u) =






O(u2) if O ≤ u ≤ 10,

O(u3/2) if u ≥ 10,

the integrated terms vanish. In the remaining integral we wish to replace

E+(u) by (3.59). However, we must be careful how we deal with the

error term. Write the integral in question as

−
∞∫

0

h(u)u3/2 d

du

(

e−σxuTx(u)
)

du + O





∞∫

10

u4/3 log u

∣
∣
∣
∣
∣

d

du
(. . .)

∣
∣
∣
∣
∣
du





+

10∫

0

h(u)u3/2 d

du
(. . .)du + O

(∫ 10

0

u2

∣
∣
∣
∣
∣

d

du
(. . .)

∣
∣
∣
∣
∣
du

)

= I1 + O(I2) + I3 + O(I4),

say, where h(u) is defined by139

h(u) =

∞∑

n=1

(−1)nd(n)n−5/4 sin

(

u
√

n − π
4

)

.

�

The integral I3 is bounded by

I′3 =

10∫

0

u3/2

∣
∣
∣
∣
∣

d

du
(. . .)

∣
∣
∣
∣
∣
du,

and this dominates the last integral I4. Hence, we should estimate I′
3

and

I2 and calculate I1.

For the two integral estimates, we need a bound on the expression in

absolute values. For this we note that from the definition and from the

decomposition used in the proof of Lemma 3.7 we have

Tx(u) ≪ 2M ,T ′x(u) ≪ 3M Mecx,
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so that
d

du

(

e−σxuTx(u)
)

≪ e−σxu4M .

In I′
3

this contributes at most

4M

10∫

0

u−1/2du ≪ ec
√

P(x) = O(σ
−5/2
x ).

In I2 the estimate becomes

4M

∞∫

10

u4/3e−σxu log u du ≪ e
√

P(x)σ
−7/3−ǫ
x = O(σ

−5/2
x ).

For I1 we expand the expression d
du

(. . .) as

u−3/2 d

du
(u3/2e−σxuTx(u)) − 3

2
u−1e−σxuTx(u).

The last term contributes to I1 at most (since h(u) is bounded)

2M

∞∫

0

u1/2e−σxudu ≪ 2Mσ
−3/2
x = O(σ

−5/2
x ).

Finally, we are left to deal with the following: 140

−
∞∫

0

h(u)
d

du

(

u3/2e−σxuTx(u)
)

du.

We replace h(u) by its series definition and integrate term by term.

This is legitimate because of absolute and uniform convergence. We

obtain

−
∞∑

n=1

(−1)nd(n)n−5/4 Im(e−1/4πiI(n)), (3.63)

where

I(n) :=

∞∫

0

eiu
√

n d

du
(u3/2e−σxuTx(u))du.
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In this integral we can reintegrate by parts and expand Tx(u) as we

did in the proof of Lemma 3.7 to obtain

I(n) = i
√

n

∞∫

0

eiu
√

nu3/2e−σxu(T0(u) + T1(u) + T1(u) + T2(u))du

= I0(n) + I1(n) + I∗1(n) + I2(n),

say. The only significant contribution will come from I1(n), as we shall

see. First we have

I0(n) ≪
√

n|σx − i
√

n|−5/2 ≪ n−3/4.

Second,

I∗(n) ≪
√

n
∑

q∈Qx

|σx − i(
√

n +
√

q)|−5/2 ≪ n−3/4M.

Third,

I2(n) ≪
∑

µ∈S x

|σx − i(
√

n − µ)|−5/2

≪





3Mn−3/4 if n > 2 max {|µ| : µ ∈ S x} ,
3M η̃(x)−5/2

√
n if n ≤ 2 max {|µ| : µ ∈ S x} .

This max{|µ| . . .} is bounded by Mecx. Hence all of these contribute141

to our series (3.63) no more than

3M η̃(x)−5/2(Mecx)1/4+ǫ = O(σ
−5/2
x ).

as required. There remains only the contribution of I1(n). We need to

distinguish two cases. If n , q for all q ∈ Qx, then we obtain a bound

exactly as above for I2(n), but with M replacing the factor 3M which

comes from the number of terms in the sum. Now suppose n = q for

some q in Qx. The term in the sum defining T1(u) corresponding to this

q along contribute exactly

1

2
i e5πi/4Γ

(

5

2

)

√
qσ
−5/2
x .
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The other terms contribute as in the case n , q. Combining all these

contributions to (3.63) we see that the lemma is proved. It should be

noted that each q in Qx is odd so that the factor (−1)q in (3.63) is always

negative for the significant terms.

We can now complete the proof of (3.44). For Jx in (3.62) we first

have Jx ≥ 0. thus by Lemma 3.7 and Lemma 3.8 we also have, as

x→ ∞,

Jx = γxσ
−1/P(x)
x Γ

(

5

2
+

1

P(x)

)

− 1

2
Γ

(

5

2

)
∏

q∈Qx

d(q)q−3/4 + o(γx) + o(1).

Hence if x is sufficiently large we deduce that

γx ≫
∑

q∈Qx

d(q)q−3/4 ≫
∏

2<p≤x

(1 + 2p−3/4)

= exp





∑

2<p≤x

log(1 + 2p−3/4)




≫ exp

(

cx1/4

log x

)

.

In other words, for each sufficiently large x there exists a ux such

that for some absolute constant A > 0

− E(u2
x)u
−1/2
x ≥ A exp

(

log ux

P(x)
+

cx1/4

log x

)

. (3.64)

This implies first that ux tends to infinity with x. If the second term

in the exponential dominates, then it is easy to see on taking logarithms 142

and recalling the definition of P(x) that

log log ux ≪
x

log x
.

Hence

x ≫ log log ux log log log ux,

and since the function x1/4/ log x is increasing for x ≥ x0, we obtain

(3.44) from (3.64). If the first term in the exponential in (3.64) domi-

nates, then we may assume

(log log ux)1/4

(log log log x)3/4
≫ log ux

P(x)
,
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since otherwise the Ω−-result holds again. But the last condition gives

again

log log ux ≪
x

log x
,

so that (3.44) holds in this case as well.

3.3 Mean Square Formulas

The explicit formulas for G(T ) and Gσ(T ), contained in Theorem 3.1

and Theorem 3.2, enable us to obtain mean square formulas for these

functions. The results are given by

Theorem 3.5.

T∫

2

G2(t)dt = BT 5/2 + O(T 2), B =
ζ4(5/2)

5π
√

2πζ(5)
= 0.079320 . . . (3.65)

and for 1/2 < σ < 3/4 fixed

T∫

2

G2
σ(t)dt = C(σ)T 7/2−2σ + O(T 3−2σ) (3.66)

] with

C(σ) =
4σ−1π2σ−3

√
2π

7 − 4σ

∞∑

n=1

σ2
1−2σ(n)n2σ−7/2. (3.67)

Proof. Note that here, as on some previous occasions, the asymptotic143
formula (3.66) for Gσ reduces to the asymptotic formula for G as σ →
1/2+0. The proofs of both (3.65) and (3.66) are analogous. The proof of
(3.65) is given by Hafner-Ivić [54], and here only (3.66) will be proved.
We use Theorem 3.2 to write

Gσ(t) =





2σ−2

(
π

t

)σ−1/2 ∑

n≤t

(−1)nσ1−2σ(n)nσ−1

(

ar sinh

√

πn

2t

)−2 (

t

2πn
+

1

4

)−1/4

sin f (t, n)






+






−2

(

2π

t

)σ− 1
2 ∑

n≤c0 t

σ1−2σ(n)nσ−1

(

log
t

2pin

)−2

sin g(t, n) + O(T 3/4−σ)






=
∑

1
(t) +

∑

2
(t),
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say, and assume T ≤ t ≤ 2T . Then we have

2T∫

T

G2
σ(t)dt =

2T∫

T

∑2

1
(t)dt +

2T∫

T

∑2

2
(t)dt + 2

2T∫

T

∑

1
(t)

∑

2
(t)dt,

so that in view of the Cauchy-Schwarz inequality (3.66) follows from

2T∫

T

∑2

2
(t)dt ≪ T 5/2−2σ (3.68)

and

2T∫

T

∑2

1
(t)dt = C(σ)(2T )7/2−2σ −C(σ)T 7/2−2σ + O(T 3−2σ) (3.69)

on replacing T by T2− j and summing over j = 1, 2, . . .. the bound given
by (3.68) follows easily by squaring and integrating termwise, since the
sum in

∑

2(t) is essentially a Dirichlet polynomial of length≪ T , so its
contribution to the left-hand side of (3.68) will be≪ T 1+ǫ , and the error
term O(T 3/4−σ) makes a contribution which is≪ T 5/2−2σ. By grouping
together terms with m = n and m , n it is seen that the left-hand side of
(3.69) equals

4σ−2π2σ−1

2T∫

T

t1−2σ
∑

n≤t

σ2
1−2σ(n)n2σ−2

(

ar sinh

√

πn

2t

)−4 (

t

2πn
+

1

4

)−1/2

sin2 f (t, n)dt + 4σ−2π2σ−1

2T∫

T

t1−2σ

{
∑

m,n≤t

(−1)m+nσ1−2σ(m)σ1−2σ(n)(mn)σ−1

×
(

t

2πm
+

1

4

)−1/4 (

t

2πn
+

1

4

)−1/4 (

ar sinh

√

πn

2t

)−2 (

ar sinh

√

πn

2t

)−2

sin f (t,m) sin f (t, n)

}

dt =
∑′
+

∑′′
,

say, and the main terms in (3.69) will come from
∑′. We have 144
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∑′
= S 1 + S 2,

where

S 1 = 4σ−2π2σ−1
∑

n≤T 1/2

σ2
1−2σ(n)n2σ−2

2T∫

T

t1−2σ

(

t

2πn
+

1

4

)−1/2

(

ar sinh

√

πn

2t

)−4

sin2 f (t, n)dt,

S 2 ≪
∑

T 1/2<n≤T

d2(n)n2σ−2T 2−2σ
(
T

n

)−1/2 (
T

n

)2

= T 7/2−2σ
∑

T 1/2<n≤T

d2(n)n2σ−7/2 ≪ Tσ−5/4 log3 T · T 7/2−2σ

= T
9
4
−σ log3 T

so that

S 2 ≪ T 3−2σ,

since 9/4 − σ < 3 − 2σ for σ < 3/4.
Simplifying S 1 by Taylor’s formula and using Lemma 2.1 it follows

that

S 4 = 4σ−2π2σ−1
∑

n≤T 1/2

σ2
1−2σ(n)n2σ−2

2T∫

T

t1−2σt−1/2(2π)1/2n1/2π−2n−24t2·

· 1 − cos 2 f (t, n)

2

(

1 + O

((
n

T

)))1/2

dt

=
√

2π
4σ−1

2
π2σ−3

∑

n≤T 1/2

σ2
1−2σ(n)n2σ−7/2

2T∫

T

t5/2−2σ(1 − cos 2 f (t, n))dt

+ O





∑

n≤T 1/2

σ2
1−2σ(n)n2σ−5/2

2T∫

T

t2−2σdt





=
1

2
4σ−1π2σ−3(2π)1/2

∑

n≤T 1/2

σ2
1−2σ(n)n2σ−7/2

2T∫

T

t5/2−2σdt + O(T 3−2σ)
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= C(σ)(2T )7/2−2σ −C(σ)T 7/2−2σ + O(T 7/2−2σTσ−5/4 log4 T + T 3−2σ)

on writing 145

∑

n≤T 1/2

=

∞∑

n=1

−
∑

n>T 1/2

and estimating the tails of the series trivially. It remains yet to consider
∑′′. By symmetry we have

∑′′
≪

∑

n<m≤2T

∣
∣
∣
∣
∣
∣
∣
∣
∣

2T∫

max(m,T )

σ1−2σ(m)σ1−2σ(n)(mn)σ−1 ×
(

t

2πm
+

1

4

)−1/4

×
(

t

2πn
+

1

4

)−1/4 (

ar sinh

√

πm

2t

)−2 (

ar sinh

√

πn

2t

)−2

sin f (t,m) sin f (t, n)dt

∣
∣
∣
∣
∣
∣
∣

.

The sine terms yield exponentials of the form exp{i f (t,m) ± i f (t,

n)}, and the contribution of the terms with the plus sign is easily seen

to be≪ T 3−2σ by Lemma 2.1. For the remaining terms with the minus

sign put

F(t) := f (t,m) − f ((t, n)

for any fixed n < m ≤ 2T , so that by the mean value theorem

F′(t) = 2ar sinh

√

πn

2t
− 2ar sinh

√

πn

2t
≍ T−1/2(m1/2 − n1/2).

Again by Lemma 2.1
∑′′

≪ T 3−2σ
∑

n<m≤2T

(mn)ǫ−5/4+σ−1/2(m1/2 − n1/2)−1

= T 3−2σ





∑

n≤1/2m

+
∑

n>1/2m




= T 3−2σ(S 3 + S 4),

say. Since 1/2 < σ < 3/4 then trivially S 3 ≪ 1 if ǫ is sufficiently small, 146

and also

S 4 ≪
∑

m≤2T

m2ǫ+2σ−7/2
∑

1/2m<n<m

m1/2

m − n
≪

∑

m≤2T

m2ǫ+2σ−3 log m ≪ 1.

This proves (3.69), and completes the proof of (3.66). �
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3.4 The Zeros of E(T ) − π

From Theorem 3.3 it follows by continuity that every interval [T,T +

DT 1/2] for T ≥ T0 and suitable D > 0 contains a zero of E(t) − π.

The same is true, of course, for the function E(t) itself, but it seems

more appropriate to consider the zeros of E(t) − π, since by Theorem

3.1 E(t) has the mean value π. Naturally, one can make the analogous

conclusion also for Eσ(t)−B(σ), but the numerical calculations of zeros

of Eσ(t) − E(σ) would be more tedious. Also the function E(T ) seems

more important, as the results concerning it embody usually much infor-

mation about the behaviour of ζ(s) opn the critical line σ = 1/2, which

is one of the main topics of zeta-function theory.

In [1] the author and H.J.J. te Riele investigated the zeros of E(T )−π
both from theoretical and numerical viewpoint. From many numerical

data obtained in that work we just present here a table with the first 100

zeros of E(T ) − π. Hence forth tn will denote the nth distinct zero of

E(T ) − π. All the zeros not exceeding 500 000 were found; all were

simple and tn = 499993.656034 for n = 42010 was the largest one. The

interested reader will find other data, as well as the techniques used in

computations, in the aforementioned work of Iveć-te Riele.147

n tn n tn n tn n tn

1 1.199593 26 99.048912 51 190.809257 76 318.788055

2 4.757482 27 99.900646 52 192.450016 77 319.913514

3 9.117570 28 101.331134 53 199.646158 78 321.209365

4 13.545429 29 109.007151 54 211.864426 79 326.203904

5 17.685444 30 116.158343 55 217.647450 80 330.978187

6 22.098708 31 117.477368 56 224.290283 81 335.589281

7 27.736900 32 119.182848 57 226.323460 82 339.871410

8 31.884578 33 119.182848 58 229.548079 83 343.370082

9 35.337567 34 121.514013 59 235.172515 84 349.890794

10 40.500321 35 126.086873 60 239.172515 85 354.639224

11 45.610584 36 130.461139 61 245.494672 86 358.371624

12 50.514621 37 136.453527 62 256.571746 87 371.554495

13 51.658642 38 141.371299 63 362.343301 88 384.873869
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n tn n tn n tn n tn

14 52.295421 39 144.418515 64 267.822499 89 390.001409

15 54.295421 40 149.688528 65 280.805140 90 396.118200

16 56.819660 41 154.448617 66 289.701637 91 399.102390

17 63.010778 42 159.295786 67 290.222188 92 402.212210

18 69.178386 43 160.333263 68 294.912620 93 406.737516

19 73.799939 44 160.636660 69 297.288651 94 408.735190

20 76.909522 45 171.712482 70 297.883251 95 417.047725

21 81.138399 46 179.509721 71 298.880777 96 430.962383

22 85.065530 47 181.205224 72 299.919407 97 434.927645

23 90.665198 48 182.410680 73 308.652004 98 439.425963

24 95.958639 49 182.899197 74 314.683833 99 445.648250

25 97.460878 50 185.733682 75 316.505614 100 448.037348

As already mentioned, from Theorem 3.3 it follows that every inter-

val [T,T + DT 1/2] contains a zero of E(t) − π, hence

Tn+1 − tn ≪ t
1/2
n . (3.70)

On the other hand, the gaps between the consecutive tn’s may be

sometimes quite large. This follows from the inequality

max
tn≤t≤tn+1

|E(t) − π| ≪ (tn+1 − tn) log tn, (3.71)

so if we define

χ = inf
{

c > 0 : tn+1 − tn ≪ tc
n

}

, α = inf
{

c ≥ 0 : E(t) ≪ tc} ,

then (3.70) gives x ≤ 1/2 and (3.71) gives 148

x ≥ α. (3.72)

Since we know from Ω-results on E(T ) that α ≥ 1/4, it follows

that x ≥ 1/4. There is some numerical evidence which supports our

conjecture that x = 1/4, which if true would be very strong, and is

certainly out of reach at present. To prove (3.71) let

|E(t) − π| = max
tn≤t≤tn+1

|E(t) − π|.
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Suppose E(t) − π > 0 (the other case is analogous) and use (2.77).

Then for some C > 0, n ≥ n0 and 0 ≤ H ≤ 1
2
tn,

E(t + H) − π ≥ E(t) − π −CH log tn > 0

holds if 0 ≤ H ≤ (E(t) − π)/(2C log tn). Thus E(t) − π has no zeros in

[t, t + H] with H = (E(t)/2C log tn). Consequently

(E(t) − π)/(2C log tn) = H ≤ tn+1 − tn,

and (3.71) follows.

Another important problem is the estimation of tn as a function of n.

Alternatively, one may consider the estimation of the counting function

K(T ) :=
∑

tn≤T

1.

Since [T,T+DT 1/2] contains a tn for T ≥ T0, it follows that K(T ) ≫
T 1/2. Setting T = tn we have n = K(tn) ≫ t

1/2
n , giving

tn ≪ n2. (3.73)

This upper bound appears to be crude, and we proceed to deduce

a lower bound for tn, which is presumably closer to the true order of

magnitude of tn. Note that K(T ) ≪ M(T ), where M(T ) denotes the149

number of zeros in [0,T ] of the function

E′(t) =

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2

− log

(
t

2π

)

− 2γ = Z2(t) − log

(
t

2π

)

− 2γ.

Here, as usual, we denote by Z(t) the real-valued function

z(t) = χ−1/2(
1

2
+ it)ζ(

1

2
+ it),

where

χ(s) =
ζ(s)

ζ(1 − s)
= 2sπs−1 sin

(
πs

2

)

Γ(1 − s).
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Thus |Z(t)| = |ζ(1/2 + it)|, and the real zeros of Z(t) are precisely the

ordinates of the zeros of ζ(s) on Re s = 1/2. But

M(T ) = M1(T ) + M2(T ),

where M1(T ) and M2(T ) denote the number of zeros of

Z(t) −
(

log
t

2π
+ 2γ

)1/2

, Z(t) +

(

log
t

2π
+ 2γ

)1/2

in [0,T ], respectively. Note that M j(T ) ≪ L j(T ), where L j(T ) is the

number of zeros of

Z′(t) +
(−1) j

2t
√

log(t/2π)

in [0,T ]. It was shown by R.J. Anderson [1] that the number of zeros

of Z′(t) in [0,T ] is asymptotic to T
2π

log T , and by the same method it

follows that L j(T ) = O(T log T ). Hence K(T ) ≪ T log T , and taking

T = tn we obtain

tn ≫ n/ log n. (3.74)

In the range for n that was investigated numerically by Ivić- te Riele

[75], tn behaves approximately like n log n, but it appears quite difficult

to prove this.

Another inequality involving the tn’s may be obtained as follows.

Observe that (T (t) − π)’ must vanish at least once in (tn, tn+1). Hence

this interval contains a point t0 such that

0 = E′(t0) =

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it0

)∣
∣
∣
∣
∣
∣

2

−
(

log
t0

2π
+ 2γ

)

.

Therefore it follows that 150

max
tn≤t≤tn+1

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣
≥

(

log
tn

2π
+ 2γ

)1/2

. (3.75)

This inequality shows that the maximum of |ζ( 1
2
+ it)| between con-

secutive zeros of E(T ) − π cannot be too small, even if the gap between
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such zeros is small. On the other hand, the maximum of |ζ( 1
2
+ it)| can

be larger over long intervals, since R. Balasubramanian [7] proved

max
T≤t≤T+H

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣
≥ exp





3

4

√

log H

log log H




(3.76)

in the range 100 log log T ≤ H ≤ T . Using (3.71) we may investigate

sums of powers of consecutive gaps tn+1 − tn. Namely from Theorem

2.4 we have, as T → ∞,

C1T 3/2 ∼
2T∫

T

E2(t)dt ∼
∑

T<tn≤2T

T 1/4 log−2 T≤Tn+1−tn

tn+1∫

tn

E2(t)dt. (3.77)

The contribution of gaps less than T 1/4 log−2 T is negligible by

(3.71) and trivial estimation. From (3.77) we infer by using (3.71) that

T 3/2 ≪
∑

T<tn≤2T,tn+1−tn≥T 1/4 log−2 T

(tn+1 − tn)

(

max
t∈[tn,tn+1]

|E(t) − π|2 + 1

)

≪ log2 T
∑

T<tn≤2T,tn+1−tn≥T 1/4 log−2 T

(tn+1 − tn)3 + T.

Replacing T by T2− j and summing over j ≥ 1 this gives

T 3/2 log−2 T ≪
∑

tn≤T

(tn+1 − tn)3. (3.78)

In general, for any fixed α ≥ 1 and any given ǫ > 0

T 1/4(3+α−ǫ) ≪ ǫ,α

∑

tn≤T

(tn+1 − tn)α. (3.79)

This follows along the same lines as (3.78), on using151

T 1+1/4a−ǫ ≪a,ǫ

T∫

2

|E(t)|adt (a ≥ 0, ǫ > 0) (3.80)
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with a = α − 1. The bound (3.80) for a > 2 (without “ǫ”) follows easily

from Theorem 2.4 and Hölder’s inequality, and for o < a < 2 it follows

from

T 3/2 ≪
T∫

2

E1/2a(t)E2−1/2a(t)dt ≤





T∫

2

|E(t)|2dt





1/2 



T∫

2

|E(t)|4−adt





1/2

on using
T∫

0

|E(t)|Adt ≪ T 1+1/4A+ǫ

(

0 ≤ A ≤ 35

4

)

, (3.81)

a proof of which is given by the author in Chapter 15 of [1]. It maybe

conjectured that the lower bound in (3.79) is close to the truth, that is,

we expect that
∑

tn≤T

(tn+1 − tn)α = T 1/4(3+α+o(1)) (α ≥ 1,T → ∞), (3.82)

but unfortunately at present we cannot prove this for any specific α > 1

(for α = 1 this is trivial).

If un denotes the nth zero of G(T ), then by Theorem 3.3 there exist

infinitely many un’s the sequence {un}∞n=1
is unbounded, and moreover

un+1 − un ≪ u
1/2
n .

This bound is actually close to being best possible, since we can

prove without difficulty that

β := lim sup
n→∞

log(un+1 − un)

log un

=
1

2
.

This should be contrasted with what we have succeeded in proving

for the sequence {tn}∞n=1
, namely only

1

4
≤ lim sup

n→∞

log(tn+1 − tn)

log tn
≤ 1

2
.

To prove that β = 1
2

it remains to show that β < 1
2

cannot hold. We 152
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have

G(T + H) −G(T ) =

T+H∫

T

(E(t) − π)dt,

and we choose T (this is possible by Theorem 3.3) such that G(T ) <

−BT 3/4, and H such that G(T + H) = 0. Then we have O < H ≪ T β+ǫ ,

and using the Cauchy-Schwarz inequality it follows that

T 3/2 ≪ G2(T ) ≪ H

T+H∫

T

E2(t)dt + H2 ≪ H2T 1/2 + HT log5 T

by appealing to Theorem 2.4. Hence

T 3/2 ≪ T 1/2+2β+2ǫ + T 1+β+ǫ log5 T,

which is impossible if β < 1
2

and ǫ > 0 is sufficiently small. This

proves that β = 1
2
. The reason that one can obtain a sharper result

for the sequence {un}∞n=1
than for the sequence {tn}∞n=1

is essentially that

G(T ) is the integral of E(T )− π, and possesses the representation (3.28)

involving an absolutely convergent series which is easily manageable.

No expression of this type seems to exist for E(T ).

3.5 Some Other Results

In this section we shall investigate some problems concerning E(T ) that

were not treated before. In particular, we shall consider integrals of the

type

I = I(T,H) =

T+H∫

T

f (E(t))|ζ(1/2 + it)|2dt, (3.83)

where T ≥ T0, 0 ≤ H ≤ T , and f (t) is a given function which is

continuous in [T,T + H]. The method for evaluating the integral in153

(3.83) is very simple. Namely, if F′ = f , then from the definition of
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E(T ) it follows that

I =

T+H∫

T

f (E(t))

(

E′(t) + log
t

2π
+ 2γ

)

dt (3.84)

= F(E(T + H)) − F(E(T )) +

T+H∫

T

f (E(t))

(

log
t

2π
+ 2γ

)

dt.

Therefore the problem is reduced to a simpler one, namely to the

evaluation of the integral where |ζ |2 is replaced by log(t/2π) + 2γ. If T

and T + H are points at which E(T ) = E(T + H), then (3.84) simplifies

even further. As the first application we prove

Theorem 3.6. With c = 2
3
(2π)−1/2ζ4

(
3
2

)

/ζ(3) we have

T∫

0

E2(t)|ζ(1/2 + it)|2dt = c

(

log
T

2π
+ 2γ − 2

3

)

T 3/2 + O(T log5 T ) (3.85)

and

T∫

0

E4(t)|ζ(1/2 + it)|2dt ≪ T 3+ǫ , (3.86)

T∫

0

E6(t)|ζ(1/2 + it)|2dt ≪ T 5/2+ǫ , (3.87)

T∫

0

E8(t)|ζ(1/2 + it)|2dt ≪ T 3+ǫ . (3.88)

Proof. To prove (3.85) we apply (3.84) with H = T , f (t) = t2, F(t) = t3.

Using the weak bound E(t) ≪ t1/3 and the mean square formula (2.100)

with the error term O(T log4 T ), it follows that

2T∫

T

E2(t)|ζ(1/2 + it)|2dt = O(T ) +

2T∫

T

E2(t)

(

log
t

2π
+ 2γ

)

dt
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=





t∫

0

E2(u)du





(

log
t

2π
+ 2γ

)
∣
∣
∣
∣
∣
∣

2T

T

−
2T∫

T





T∫

0

E2(u)du





dt

t
+ o(T )

= ct3/2

(

log
t

2π
+ 2γ − 2

3

) ∣
∣
∣
∣
∣
∣

2T

T

+ O(T log5 T ).

�

Replacing T by T2− j and summing over j = 1, 2, . . . we obtain154

(3.85). the remaining estimates (3.86)-(3.88) are obtained analogously

by using (3.81). The upper bounds in (3.86)-(3.88) are close to being

best possible, since

T∫

0

|E(t)|A|ζ(1/2 + it)|2dt ≫





T 1+1/4A−ǫ (0 ≤ A < 2),

T 1+1/4A log T (A ≥ 2),
(3.89)

for any fixed A ≥ 0 and ǫ > 0. For A ≥ 2 this follows easily from (3.85)

and Hölder’s inequality for integrals, since

T∫

0

E2(t)|ζ(1/2 + it)|2dt =

T∫

0

E2(t)|ζ |4/A|ζ |2(1−2/A)dt

≤





T∫

0

|E(t)|A|ζ(1/2 + it)|2dt





2/A 



T∫

0

|ζ(1/2 + it)|2dt





1− 2
A

.

For O ≤ A ≤ 2 we use again (3.85) and Hölder’s inequality to obtain

T 3/2 log T ≪
T∫

0

E1/2A(t)|ζ(1/2 + it)|E2−1/2A(t)|ζ(1/2 + it)|dt

≤





T∫

0

|E(t)|A|ζ(1/2 + it)|2dt





1/2 



T∫

0

|E(t)|8−2Adt





1/4 



T∫

0

|ζ(1/2 + it)|4dt





1/4

.
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Using (3.81) (with A replaced by 8 − 2A) and the weak bound

T∫

0

|ζ(1/2 + it)|4dt ≪ T 1+ǫ

we obtain the first part of (3.89).

Perhaps the most interesting application of our method is the evalu-

ation of the integral
∫ T

0

E(t)|ζ(1/2 + it)|2dt. (3.90)

The function E(t) has the mean value π in view of Theorem 3.1, 155

while |ζ(1/2 + it)|2 has the average value log t. Therefore the integral

in (3.90) represents in a certain sense the way that the fluctuations of

these important functions are being superimposed. We shall prove the

following

Theorem 3.7. Let U(T ) be defined by

T∫

0

E(t)|ζ(1/2 + it)|2dt = πT

(

log
T

2π
+ 2γ − 1

)

+ U(T ), (3.91)

and let V(T ) be defined by

T∫

0

U(t)dt =
ζ4(3/2)

3
√

2πζ(3)
T 3/2 + V(T ). (3.92)

Then

U(T ) = O(T 3/4 log T ),U(T ) = Ω±(T 3/4 log T ), (3.93)

V(T ) = O(T 5/4 log T ),V(T ) = Ω±(T 5/4 log T ) (3.94)

and

T∫

2

U2(t)dt = T 5/2P2(log T ) + O(T 9/4+ǫ), (3.95)

where P2(x) is a suitable quadratic function in x.
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Proof. We begin the proof by noting that (3.84) gives

T∫

2

E(t)|ζ(1/2 + it)|2dt =
1

2
E2(T ) +

T∫

2

E(t)

(

log
t

2π
+ 2γ

)

+ O(1).

In view of the definition (3.1) of G(T ) the integral on the right-hand side
of this equality becomes

T∫

2

π

(

log
t

2π
+ 2γ

)

dt +

T∫

2

(

log
t

2π
+ 2γ

)

dG(t)

= πT

(

log
T

2π
+ 2γ

)

− π
T∫

2

dt + O(1) +G(T )

(

log
T

2π
+ 2γ

)

−
T∫

2

G(t)
dt

t
.

Hence156

U(T ) =
1

2
E2(T ) +G(T )

(

log
T

2π
+ 2γ

)

−
T∫

2

G(t)
dt

t
+ O(1).

Using Theorem 3.1 and Lemma 2.1 it follows that

T∫

2

G(t)
dt

t
= O(T 1/4). (3.96)

This gives at once

U(T ) =
1

2
E2(T ) +G(T )

(

log
T

2π
+ 2γ

)

+ O(T 1/4). (3.97)

Since E(T ) ≪ T 1/3, then using (3.28) and G(T ) = Ω±(T 3/4) we

obtain (3.93). Therefore the order of magnitude of U(T ) is precisely

determined, and we pass on to the proof of (3.94) and (3.95). From

(3.97) we have

T∫

1/2T

U2(t)dt =

T∫

1/2T

G2(t)

(

log
t

2π
+ 2γ

)2

dt + O





T∫

1/2T

(E4(t) + T 1/2)dt




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+ O





T∫

1/2T

|G(t)|(E2(t) + T 1/4) log Tdt





.

Using (3.81) with A = 4 it is seen that the contribution of the first

O-term above is T 2+ǫ . To estimate the second O-term we use (3.65) and

the Cauchy-Schwarz inequality. We obtain a contribution which is

≪ log T






T∫

1/2T

G2(t)dt





T∫

1/2T

E4(t)dt + T 3/2










1/2

≪ T 9/4+ǫ

Integration by parts and (3.65) yield (B = ζ4(5/2)/(5π
√

2πζ(5)))

T∫

1/2T

G2(t)

(

log
t

2π
+ 2γ

)2

dt = (Bt5/2 + O(t2+ǫ))

(

log
t

2π
+ 2γ

)2
∣
∣
∣
∣
∣
∣

T

1/2T

− 2

∫

1/2T T (Bt3/2 + O(t1+ǫ))

(

log
t

2π
+ 2γ

)

dt = t5/2P2(log t)

∣
∣
∣
∣
∣
∣

T

1/2T

+ O(T 2+ǫ),

where P2(x) = a0x2 + a1x + a2 with a0, a1, a2 effectively computable. 157

This means that we have shown that

T∫

1/2T

U2(t)dt = t5/2P2(log t)

∣
∣
∣
∣
∣
∣

T

1/2T

+ O(T 9/4+ǫ),

so that replacing T by T2− j and summing over j = 0, 1, 2, . . . we obtain

(3.95). Probably the error term in (3.95) could be improved to O(T 2+ǫ)

(in analogy with (3.65)), but this appears to be difficult.
Now we shall establish (3.92) with the O-result (3.94). Integrating

(3.97) with the aid of Theorem 2.4 we have

T∫

1/2T

U(t)dt =
1

2
c



T
3/2 −

(

1

2

)3/2


+O(T 5/4)+

T∫

1/2T

G(t)

(

log
t

2π
+ 2

)

dt. (3.98)
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Using Theorem 3.1 (with N = T ) it is seen that the contribution of

the sum
∑

n≤N′

to the last integral is O(T ), while the contribution of the

error term O(T 1/4) is trivially O(T 5/4 log T ). The contribution of the

sum
∑

n≤N

is, after simplification by Taylor’s formula,

T∫

1/2T

2−1/4π−3/4t3/4
∞∑

n=1

(−1)nd(n)n−5/4 sin

(√
8πnt − π

4

) (

log
t

2π
+ 2γ

)

dt + O(T 5/4)

= 2−3/4π−5/4
∞∑

n=1

(−1)n−1d(n)n−7/4

T∫

1/2T

t5/4
(

log
t

2π
+ 2γ

)
d

dt

{

cos(
√

8πnt − π
4

)

}

+ O(T 5/4)

= 2−3/4π−5/4
∞∑

n=1

(−1)n−1d(n)n−7/4
{

t5/4
(

log
t

2π
+ 2γ

)

cos

(√
8πnt − π

4

)}
∣
∣
∣
∣
∣
∣

T

1/2T

− 2−3/4π−5/4
∞∑

n=1

(−1)n−1d(n)n−7/4

T∫

1/2T

(

5

4
t

1
4

(

log
t

2π
+ 2γ

)

+ t
1
4

)

cos

(√
8πnt − t

4

)

dt + O(T 5/4)

= 2−3/4π5/4
∞∑

n=1

(−1)n−1d(n)n−7/4
{

t5/4
(

log
t

2π
+ 2γ

)

cos
(√

8πnt
)}

∣
∣
∣
∣
∣
∣

T

1/2T

+ O(T 5/4)

if we use Lemma 2.1 to estimate the last integral above. Inserting this158

expression in (3.98) we obtain (3.92) with

V(T ) = W(T ) + 2−3/4π−5/4T 5/4
(

log
T

2π
+ 2γ

)

∞∑

n=1

(−1)n−1d(n)n−7/4 cos

(√
8πnT − π

4

)

, (3.99)

where

W(T ) = O(T 5/4 log T ). (3.100)

This proves the O-result of (3.94). By the method of Lemma 3.3 and

Lemma 3.4 it is easily seen that the series in (3.99) is Ω±(1), so that the

omega-result of (3.94) follows from a sharpening of (3.100), namely

W(T ) = O(T 5/4). (3.101)
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To see that (3.101) holds we have to go back to (3.98) and recall that

it is the error term O(T 1/4) which, after integration in (3.98), leads to

(3.100) since actually all other error terms will be O(T 5/4). Observe that

in (3.98) we have in fact a double integration, since G(T ) itself is an in-

tegral (the log-factor is unimportant). By analyzing the proof of Lemma

3.1 it will be seen that instead of the error term Φ0µ0F
−3/2

0
with γ + 1

replacing γ we shall have γ+2 replacing γ in view of double integration.

This produces in our case the error term O((T/k)1/2(γ+2−α−β)T−1/4k−5/4),

which for β = 1
2
, γ = 1, α→ 1

2
+0 will eventually give O(T 3/4 log T ) and

therefore (3.101) holds. This completes the proof of Theorem 3.7. �

We shall conclude this chapter by establishing some further ana-

logues between the functions E(T ) and ∆(x). Namely, we shall use the

Ω+-results (3.43) and (3.41) to derive omega-results in the mean square

for the functions in question. Thus we write

T∫

2

E2(t)dt = cT 3/2 + F(T )

(

c =
2

3
(2π)−1/2 ζ

4(3/2)

ζ(3)

)

, (3.102)

T∫

2

∆2(t)dt = dT 3/2 + H(T )

(

d =
ζ4(3/2)

6π2ζ(3)

)

. (3.103)

Upper bound results F(T ) ≪ T log5 T and H(T ) ≪ T log5 T were 159

given by Theorem 2.4 and Theorem 2.5, respectively. Moreover, it was

pointed out that in both bounds log5 T may be replaced by log4 T . Now

we shall prove

Theorem 3.8. If F(T ) and H(T ) are defined by (3.102) and (3.103),
respectively, then with suitable constants B1, B2 > 0

F(T ) = Ω

{

T 3/4(log T )−1/4(log log T )3/4(3+log 4)e−B1

√
log log log T

}

(3.104)

and

H(T ) = Ω

{

T 3/4(log T )−1/4(log log T )3/4(3+log 4)e−B2

√
log log log T

}

. (3.105)
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Proof. In Chapter 2 we proved the inequalities

E(T ) ≤ H−1

T+H∫

T

E(t)dt +CH log T (O < H ≤ T,T ≥ T0,C > 0)

and

E(T ) ≥ H−1

T∫

T−H

E(t)dt −CH log T.

Thus by the Cauchy-Schwarz inequality we have

E2(T ) ≤ 2H−1
T+H∫

T

E2(t)dt + 2C2H2 log2 T (E(T ) > 0)

and E2(T ) ≤ 2H−1
T∫

T−H

E2(t)dt + 2C2H2 log2 T (E(T ) < 0)

so that in any case for T ≥ T0 and a suitable C1 > 0 we obtain

E2(T ) ≤ 2H−1

T+H∫

T−H

E2(t)dt +C1H2 log2 T. (3.106)

In (3.106) we take T = Tn, the sequence of points Tn → ∞ for which
the Ω+-result (3.43) is attained. If C1,C2, . . . denote absolute, positive160

constants, then we obtain

C2H(T log T )1/2(log log T )1/2(3+log 4) exp
(

−C3

√

log log log T
)

≤ 2c(T + H)3/2 − 2c(T − H)3/2 + 2F(T + H) + 2F(T − H) +C1H3 log2 T

≤ C3HT 1/2 + 2F(T + H) − 2F(T − H) +C1H3 log2 T.

Suppose (3.104) does not hold. Then

F(T ) ≪ K(T, B1) :=

T 3/4(log T )−1/4(log log T )3/4(3+log 4) exp
(

−B1

√

log log log T
)
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for any given B1 > 0, where K(T, B1) is an increasing function of T for

T ≥ T0(B1). Now let

H = H(T, B1) = (K(T, B1) log−2 T )1/3.

Then we obtain

C4H(T log T )1/2(log log T )1/2(3+log 4) exp
(

−C3

√

log log log T
)

≤ C5T 3/4(log T )−1/4(log log T )3/4(3+log 4) exp
(

−B1

√

log log log T
)

,

or after simplification

C4 exp

(

−
(

1

3
B1 +C3

)
√

log log log T

)

≤ C5 exp
(

−B1

√

log log log T
)

.

Taking B1 = 3C3 the last inequality gives a contradiction if T ≥
T (C3), which proves (3.104). One proves (3.105) analogously, only the

proof is even slightly easier, since in this case one has

∆(x) = H−1

x+H∫

x

∆(t)dt + O(H log x) (xǫ ≤ H ≤ x). (3.107)

Namely

∆(x) − H−1

x+H∫

x

∆(t)dt = H−1

x+H∫

x

(∆(x) − ∆(t))dt

≪ H log x + H−1

x+H∫

x





∑

x<n≤x+H

d(n)




dt ≪ H log x,

since 161∑

x<n≤x+H

d(n) ≪ H log x (xǫ ≤ H ≤ x). (3.108)

�
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Notes For Chapter 3

Theorem 3.2 is new, while Theorem 3.1 is to be found in J.L. Hafner

- A. Ivić [54]. The motivation for the study of G(T ) is the fact, already

exploited by Hafner [53], that it is not essential to have a functional

equation for the generating Dirichlet series connected with a number-

theoretic error term, but a Voronoi-type representation for the error term

in question. By this we mean representations such as

∆(T ) = π−12−1/2T 1/4
∑

n≤T

d(n)n−3/4 cos

(

4π
√

4π − π
4

)

+ O(T ǫ),

which follows from Voronoi’s classical formula for ∆(T ) (see [162],

[163]), and is considerably simpler than Atkinson’s formula for E(T ).

Indeed, for E(T ) it is not clear what the corresponding Dirichlet series

should look like, while for ∆(T ) it is obviously ζ2(s).

Lemmas 3.3 and 3.4 are from A. Ivić [78], where a more general

result is proved. This enables one to prove analogous results for error

terms corresponding to Dirichlet series with a functional equation in-

volving multiple gamma-factors. These error terms, studied extensively

in the fundamental papers of K. Chandrasekharan and R. Narasimhan

[20], [21], [22], involve functional equations of the form

∆(s)ϕ(s) = ∆(r − s)Ψ(r − s),

where

ϕ(s) =

∞∑

n=1

f (n)λ−s
n , Ψ(s) =

∞∑

n=1

g(n)µ−s
n , ∆(s) =

N∏

ν=1

Γ(ανs + βν),

αν’s are real, and some natural conditions on ϕ and Ψ are imposed. The

class of functions possessing a functional equation of the above type

is large, and much work has been done on this subject. For this the

reader is referred to J.L. Hafner [52], where additional references may162

be found.

For the method of transforming Dirichlet polynomials with the di-

visor function see M. Jutila [89], [92] and his monograph [95]. Further
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applications of this theory are to be found in M. Jutila [96], [97], [98],

[99], where among other things, he reproves H. Iwaniec’s result [82]

T+G∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt ≪ T ǫG
(

T 2/3 ≤ G ≤ T
)

without the use of spectral theory and Kloosterman sums. The above

result will be proved in this text in Chapter 4 and Chapter 5, where the

fourth moment will be extensively discussed.

The first part of Theorem 3.3 is contained in A. Ivić [78], while

(3.38) is new.

The first Ω-result for E(T ), namely E(T ) = Ω(T 1/4), was obtained

by A. Good [46], and it of course follows also from the mean value

result of D.R. Heath-Brown [60], given by (2.69). Good’s method is

based on the use of a smoothed approximate functional equation for

ζ(s), obtained by the method of Good [44]. This approximate func-

tional equation is similar in nature to the one that will be used in Chapter

4 for the investigation of higher power moments of |ζ( 1
2
+ it)|. In [45]

Good obtained an explicit expression for E(T ), similar to the one ob-

tained by R. Balasubramanian [6]. The use of the smoothing device, a

common tool nowadays in analytic number theory, makes Good’s proof

less complicated (his error term is only 0(1), while Balasubramanian

had 0(log2 T )). However, Good’s final formula contains expressions in-

volving the smoothing functions that are not of a simple nature. Good’s

method is powerful enough to enable him in [46] to derive an asymptotic

formula for

X∫

0

(E(T + H) − E(T ))2dT (H ≪ X1/2),

and then to deduce from his result that E(T ) = Ω(T 1/4).

Theorem 3.4 is from Hafner -Ivić [54].

Concerning (3.43) and Lemma (3.5) (the latter is due to J. L. Hafner 163

[51]), it should be remarked that (3 + log 4)/4 is the best possible expo-

nent of log log T in (3.43) that the method allows. This was observed by
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S. Srinivasan, who remarked that in the proof one wants to have

∑′

n≤x

d(n) ≥ (1 − δ)x log x,
∑′

n≤x

1 ≤ x/y

with y as large as possible, where
∑′ denotes summation over a subset

of natural numbers. If α > 1, then by Hölder’s inequality it follows that

x log x ≪
∑′

n≤x

d(n) ≤




∑′

n≤x

1





1−1/α 



∑

n≤x

dα(n)





1/α

≤
(

x

y

)1−1/α (

x(log x)2α−1
)1/α

,

hence y ≪ (log x)C(α),

where C(α) =
2α − 1 − α
α − 1

→ log 4 − 1

as α → 1 + O. Thus it is only the small factors like exp(C
√

log log K)

in Hafner’s Lemma 3.5 that can be possibly improved by this method.

In the proof of Lemma 3.5 one encounters sums (see (3.51)) which

are a special case of the sum

∑

n≤x

dk(n)ωm(n),

where m, k are fixed natural numbers. An analytic method is presented

in A. Ivić [76], which enables one to evaluate asymptotically sums of

the form
∑

n≤x f (n)g(n), where f (n) is a suitable “small” multiplicative,

and g(n) a “small” additive function. In particular, it is proved that, if

m,N ≥ 1 and k ≥ 2 are fixed integers, then there exist polynomials

Pk,m, j(t) ( j = 1, . . . ,N) of degree m in t with computable coefficients

such that

∑

n≤x

dk(n)ωm(n) = x

N∑

j=1

Pk,m, j(log log x) logk− j x

+ O
(

x(log x)k−N−1(log log x)m
)

.
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For a formulation and proof of Dirichlet’s and Kronecker’s approx-164

imation theorems the reader is referred to Chapter 9 of Ivić [75].

R. Balasubramanian’s paper [7] in which he proves (3.76) is a con-

tinuation of Balasubramanian - Ramachandra [8], where a weaker ver-

sion of this result was proved ( 3
4

was replaced by a smaller constant).

It turns out that the limit of the value that the method can give is only

slightly larger than 3
4
, so that any substantial improvement of (3.76) will

require new ideas.

One can obtain a more precise result than χ ≥ 1
4
. Namely, from the

Ω+-result (3.43) it follows that

tn+1 − tn > Bt
1/4
n (log tn)3/4(log log tn)1/4(3+log 4) exp

(

−C
√

log log log tn
)

for infinitely many n with suitable B,C > O.

The conjecture (3.82) was made by Ivić- te Riele [75]. the numer-

ical data are so far insufficient to make any reasonable guess about the

“O(1)” in the exponent on the right-hand side of (3.82).

The proof that

lim sup
n→∞

log(un+1 − un)

log un

=
1

2

is given by the author in [78], while Theorem 3.6 and Theorem 3.7 are

from [76]. Thus the omega-result (3.106) answers the question posed

in Ch. 15.4 of Ivić [75], and a weaker result of the same type was an-

nounced in Ch. VII of E.C. Titchmarsh [155]. However, the argument

given therein is not quite correct (only E(T ) = Ω(T 1/4)) is not enough

to give F(T ) = Ω(T 3/4(log T )−1). This oversight was pointed out to me

by D.R. Heath-Brown. Both Heath-Brown and T. Meurman indepen-

dently pointed out in correspondence how (3.104) is possible if (3.43)

is known.

The bound (3.107) is a special case of a useful general result of P.

Shiu [151] on multiplicative functions.





Chapter 4

A General Study of Even

Moments

4.1 The Error Term for the 2kth Moment

In This Chapter we are going to study the asymptotic evaluation of the 165

integral

Ik(T ) :=

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt (4.1)

when k ≥ 1 is a fixed integer. This is a problem that occupies a central

position in zeta-function theory. Upper bounds for Ik(T ) have numerous

applications, for example in zero-density theorems for ζ(s) and various

divisor problems. In Chapter 2 and Chapter 3 we studied extensively the

function E(T ), defined by

I1(T ) =

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2

dt = T

(

log
T

2π
+ 2γ − 1

)

+ E(T ),

and in Chapter 5 we shall investigate the asymptotic formula for I2(T ).

There we shall present the recent work of Y. Motohashi, who succeeded

in obtaining a sharp asymptotic formula for a weighted integral con-

181
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nected with I2(T ). A classical result of A.E. Ingham states that

I2(T ) =

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt =
T

2π2
log4 T + O(T log3 T ). (4.2)

Ingham’s proof of (4.2) was difficult, and (4.2) remained the best

result of its kind for more than half a century. It should be remarked that

precise asymptotic formulas for

∞∫

0

e−δt
∣
∣
∣
∣
∣
∣

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2

dt,

T∫

0

e−δt
∣
∣
∣
∣
∣
∣

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt (δ→ O+)

were obtained by H. Kober [101] and F.V. Atkinson [3], respectively. So166

far no one has succeeded in deriving from these formulas correspond-

ingly sharp results for I1(T ). In 1979 D.R. Heath Brown [61] substan-

tially improved (4.2) by showing that

I2(T ) =

T∫

O

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt = T

4∑

j=0

a j log j T + E2(T ) (4.3)

with

a4 = 1/(2π2), a3 = a
(

4γ − 1 − log(2π) − 12ζ′(2)π−2π−2
)

(4.4)

and

E2(T ) ≪ T 7/8+ǫ . (4.5)

The remaining a j’s in (4.3) can be also written down explicitly, but

are not of such a simple form as a4 and a3. Heath-Brown’s method of

proof, which will be briefly discussed in Section 4.7, rests on evaluating

a certain weighted integral rather than evaluating I2(T ) directly. This

type of technique, used also in Chapter 5, is becoming prominent in

analytic number theorey. It usually gives good upper bound estimates

for the error terms in question. Its disadvantage is that it rarely produces

an explicit expression (such as Atkinson’s formula for E(T ) does) for
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the error term. Recently N.I. Zavorotnyi improved (4.5) by showing

that

E2(T ) ≪ T 2/3+ǫ . (4.6)

The proof makes heavy use of spectral theory of automorphic func-

tions and N.V. Kuznetsov’s “trace formula”. Earlier H. Iwaniec [82]

proved
T+G∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt ≪ GT ǫ
(

T 2/3 ≤ G ≤ T
)

by a related technique involving results on sums of Kloosterman sums.

Iwaniec’s result was reproved by M. Jutila [96], [97], who used a more

classical approach, based on transformation formulas involving Dirich-

let polynomials with the divisor function d(n). The upper bound in (4.6)

will be improved in Chapter 5, where we shall show that T ǫ may be re-

placed by a suitable log-power. Any improvement of the exponent 2/3 167

necessitates non-trivial estimates for exponential sums with the quanti-

ties α jH
3
j
( 1

2
) from the theory of automorphic L-functions.

When k ≥ 3 no asymptotic formulas for Ik(T ) are known at present.

Even upper bounds of the form

Ik(T ) ≪k,ǫ T 1+ǫ

would be of great interest, with many applications. The best known

unconditional bound for 2 ≤ k ≤ 6 is, apart from T ǫ which can be

replaced by log-factors,

Ik(T ) ≪ǫ T 1+ǫ+ 1
4

(k−2). (4.7)

Concerning lower bounds for Ik(T ) we already mentioned (see

(1.34)) that

Ik(T ) ≪k T (log T )k2

, (4.8)

which is a result of K. Ramachandra. Presumably this lower bound

is closer to the true order of magnitude than the upper bound in (4.7).

Therefore it seems to make sense to define, for any fixed integer k ≥ 1,

Ek(T ) :=

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt − T Pk2(log T ), (4.9)
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where for some suitable constants a j,k

Pk2(y) =

k2
∑

j=0

a j,ky j. (4.10)

Thus E1(T ) = E(T ), P1(y) = y + 2γ − 1 − log(2π), P4(y) is given by

(4.3) and (4.4). However, in the case of general k one can only hope that

Ek(T ) = o(T ) as T → ∞ will be proved in the foreseeable future for any

k ≥ 3. Another problem is what are the values (explicit expressions) for

the constants a j,k in (4.10). In fact, heretofore it has not been easy to

define properly (even on heuristic grounds) the value of

c(k) = ak2,k = lim
T→∞

(

T logk2

T
)−1

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt, (4.11)

provided that the existence of the limit is assumed. Even assuming un-168

proved hypotheses, such as the Riemann hypothesis or the Lindelöf hy-
pothesis, it does not seem easy to define c(k). I believe that, if c(k) exists,
then for all integers k ≥ 1

c(k) = 2

(

k

2

)k2

1

Γ(k2 + 1)

∏

p






(

1 − 1

p

)k2




∞∑

j=0

(

Γ(k + j)

j!Γ(k)

)2

p− j










. (4.12)

This formula gives c(1) = 1, c(2) = 1/(2π2), which are the correct

values. A conditional lower bound for Ik(T ) is given by Theorem 1.5.

Note that we have c(k) = 2
(

1
2
k
)k2

c′
k′ where c′

k
is the constant defined by

(1.36).

We proceed now to establish some general properties of Ek(T ), de-

fined by (4.9). We have Ek ∈ C∞(O,∞) with

E′k(T ) =

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iT

)∣
∣
∣
∣
∣
∣

2k

−
(

Pk2(log T ) + P′
k2(log T )

)

= Z2k(T ) −
(

Pk2(log T ) + P′
k2(log T )

)

,
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where as usual

Z(t) = χ−1/2

(

1

2
+ it

)

ζ

(

1

2
+ it

)

,

χ(s) =
ζ(s)

ζ(1 − s)
= 2sπs−1Γ(1 − s) sin

(
πs

2

)

.

For r ≥ 2 we obtain

E
(r)

k
(T ) = (Z2k(T ))(r−1) + Or,ǫ(T

ǫ−1),

where the (r − 1)st derivative can be easily found by an application of

Leibniz’s rule and the Riemann-Siegel formula for Z(T ).

One can use Ek(T ) to obtain bounds for ζ
(

1
2
+ it

)

. Using Theorem

1.2 with δ = 1 we obtain

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iT

)∣
∣
∣
∣
∣
∣

2k

≪ log T




1 +

T+1∫

T−1

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt





= log T





1 +

(

tPk2(log t)
)

∣
∣
∣
∣
∣
∣

T+1

T−1

+ Ek(T + 1) − Ek(T − 1)





.

Therefore we obtain 169

Lemma 4.1. For k ≥ 1 a fixed integer we have

ζ

(

1

2
+ iT

)

≪ (log T )(k2+1)/(2k) +

(

log T max
t∈[T−1,T+1]

|Ek(t)|
)1/2k

. (4.13)

Note that Lemma 4.1 in conjunction with (4.6) gives

ζ

(

1

2
+ iT

)

≪ T 1/6+ǫ , (4.14)

which is essentially the classical bound of Hardy-Littlewood.

The function Ek(T ) can grow fast (near the points where ζ
(

1
2
+ iT

)

is

large), but it can decrease only relatively slowly. Namely, for 0 ≤ x ≤ T

one obtains, by integrating the expression for E′
k
(t),
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O ≤
T+x∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt =

T+x∫

T

(

Pk2(log t) + P′
k2(log t)

)

dt

+ Ek(T + x) − Ek(T ) ≤ Ck x logk2

T + Ek(T + x) − Ek(T )

for a suitable constant Ck > 0. Thus

Ek(T ) ≤ Ek(T + x) +Ck x logk2

T,

and integrating this inequality over x from 0 to H(0 < H ≤ T ) we obtain

Ek(T ) ≤ H−1

T+H∫

T

Ek(t)dt +CkH logk2

T (0 < H ≤ T ).

Similarly we obtain a lower bound for Ek(T ). The above discussion

is contained in

Lemma 4.2. For a suitable Ck > 0 and any fixed integer k ≥ 1

Ek(T ) ≤ Ek(T + x) +Ck x logk2

T (0 ≤ x ≤ T ), (4.15)

Ek(T ) ≥ Ek(T − x) −Ck x logk2

T (0 ≤ x ≤ T ), (4.16)

Ek(T ) ≤ H−1
T+H∫

T

Ek(t)dt +CkH logk2

T (0 < H ≤ T ), (4.17)

Ek(T ) ≥ H−1
T∫

T+H

Ek(t)dt −CkH logk2

T (0 < H ≤ T ). (4.18)

The Lindelöf hypothesis that ζ
(

1
2
+ it

)

≪ tǫ has many equivalent170

formulations. A simple connection between the Lindelöf hypothesis and

the differences Ek(T + H) − Ek(T ) is contained in

Theorem 4.1. Let k > 1 be a fixed integer. The Lindelöf hypothesis is

equivalent to the statement that

Ek(T + H) − Ek(T ) = o(|H|T ǫ) (0 < |H| ≤ T ) (4.19)

or

Ek(T ) = H−1

T+H∫

T

Ek(t)dt + o(|H|T ǫ) (0 < |H| ≤ T ). (4.20)
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Proof. Let the Lindelöf hypothesis be true. Then ζ( 1
2
+ it) ≪ tǫ1 for any

ǫ1 > 0 and consequently

Ek(T + H) − Ek(T ) =

T+H∫

T

∣
∣
∣
∣
∣
∣

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt −
T+H∫

T

(

Pk2 (log t) + P′
k2 (log t)

)

dt

≪ |H|
(

T 2ǫ1k + logk2

T
)

≪ |H|T ǫ

for ǫ = 2ǫ1k. Conversely, if (4.19) holds, then by following the proof

of Lemma 4.1 we have
∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iT

)∣
∣
∣
∣
∣
∣

2k

≪ log T





1 + tPk2(log t)

∣
∣
∣
∣
∣
∣

T+1

T−1

+ ek(T − 1) − Ek(T − 1)






≪ (log T )k2+1 + T ǫ log T ≪ T 2ǫ ,

which gives ζ( 1
2
+ iT ) ≪ǫ T ǫ . Further we have 171

Ek(T ) − H−1

T+H∫

T

Ek(t)dt = H−1

T+H∫

T

(Ek(T ) − Ek(t)) dt,

so that (4.19) implies (4.20). Finally, if (4.20) holds then we use it

once with H, and once with T replaced by T + H and H by −H to get

(4.19). �

Concerning the true order of magnitude of Ek(T )I conjecture that

for k ≥ 1 fixed and any ǫ > 0

Ek(T ) = Oǫ(T
1/4k+ǫ) (4.21)

and for 1 ≤ k ≤ 4

Ek(T ) = Ω(T 1/4k), (4.22)

the last result being true for k = 1 and k = 2 (see Theorem 5.7). The

reason I am imposing the restriction 1 ≤ k ≤ 4 in (4.22) is that if (4.22)

holds for k = 5, then this would disprove the Lindelöf hypothesis which

trivially implies Ek(T ) ≪ǫ T 1+ǫ . Anyway, the result E2(T ) = Ω(T 1/2)

of Theorem 5.7 clearly shows that it is reasonable to expect that Ek(T )

gets bigger as k increases, and that in some sense the eighth moment

will be a “turning point” in the theory of Ik(T ).
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4.2 The Approximate Functional Equation

We pass now to the derivation of an approximate functional equation
for ζk(s) that will prove to be very useful in the evaluation of Ik(T ).
There are many approximate functional equations in the literature. For
example, one has

ζ(1/2 + it) =
∑

n≤(t/2π)1/2

n−1/2−it + χ

(

1

2
+ it

)
∑

n≤(t/2π)1/2

n−1/2+it + O(t−1/4), (4.23)

which is weakened form of the classical Riemann-Siegel formula, and

Motohashi’s result

ζ2(1/2+it) =
∑

n≤t/2π

d(n)n−1/2−it+χ2

(

1

2
+ it

)
∑

n≤t/2π

d(n)n−1/2+it+O(t−1/6).

If we multiply these equations by χ−1/2
(

1
2
+ it

)

and χ−1
(

1
2
+ it

)

, re-172

spectively, we see that they have s symmetric form, in the sense that one

main term in each of them is the conjugate of the other main term. How-

ever, the error term in (4.23) is best possible, and the other error term

is also too large for the evaluation of the general Ik(T ). What we seek

is a smoothed approximate functional equation, which is symmetric like

(4.23), but contains a fairly small error term. Such an expression can be

squared and integrated termwise, with the aim of evaluating the integral

Ik(T ). Before we formulate our main result, we shall prove a lemma

which guarantees the existence of the type of smoothing function that

we need. This is

Lemma 4.3. Let b > 1 be a fixed constant. There exists a real-valued

function ρ(x) such that

(i) ρ(x) ∈ C∞(0,∞),

(ii) ρ(x) + ρ
(

1
x

)

= 1 for x > 0,

(iii) ρ(x) = 0 for x ≥ b.
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Proof. Let us define for α > β > 0

ϕ(t) = exp
(

(t2 − β2)−1
)





β∫

−β

exp
(

(u2 − β2)−1
)

du





−1

if |t| < β, and put ϕ(t) = 0 if |t| ≥ β, and let

f (x) :=

x+α∫

x−α

ϕ(t)dt =

x∫

−∞

(ϕ(t + α) − ϕ(t − α)) dt.

Then ϕ(t) ∈ C(−∞,∞), ϕ(t) ≥ 0 for all t, and from the definition of

ϕ and f it follows that f (x) ∈ C∞(−∞,∞), f (x) ≥ 0 for all x and

f (x) =






0 if |x| ≥ α + β,
1 if |x| < α − β.

Moreover if ϕ(t) is even, then f (x) is also even. Now choose α = 173
1
2
(1 + b), β = 1

2
(b − 1). then

f (x) =






0 if x ≥ b,

1 if 0 ≤ x ≤ 1.

Set

ρ(x) :=
1

2

(

1 + f (x) − f

(

1

x

))

. (4.24)

The property ρ(x) ∈ C∞(O,∞), which is i) of Lemma (4.3), is obvi-

ous.

Next

ρ(x) + ρ

(

1

x

)

=
1

2

(

1 + f (x) − f

(

1

x

))

+
1

2

(

1 + f

(

1

x

)

− f (x)

)

= 1,

which establishes ii) of the lemma. Lastly, if x ≥ b,

ρ(x) =
1

2

(

1 − f

(

1

x

))

= 0

since 1/x ≤ 1/b < 1 and f (x) = 1 for 0 ≤ x ≤ 1. Thus ρ(x), defined

by (4.24), satisfies the desired requirements i) - iii), and the lemma is

proved. �
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The main result in this section is

Theorem 4.2. For 1/2 ≤ σ < 1 fixed 1 ≪ x, y ≪ tk, s = σ + it,

xy =
(

t
2π

)k
, t ≥ t0 and k ≥ 1 a fixed integer we have

ζk(s) =

∞∑

n=1

ρ

(
n

x

)

dk(n)n−s + χk(s)

∞∑

n=1

ρ

(

n

y

)

dk(n)ns−1 (4.25)

+ O

(

t
k(1−σ)

3
−1

)

+ O
(

tk(1/2−σ)−2yσ logk−1 t
)

,

where ρ(x) is a function satisfying the conditions of Lemma (4.3). fur-

thermore, if c > 1 is a fixed constant, then

ζk(s) =

∞∑

n=1

ρ

(
n

x

)

dk(n)n−s +

∞∑

n=1

ρ

(
x

n

)

ρ

(
n

cx

)

dk(n)n−s (4.26)

+ χk(s)

∞∑

n=1

ρ

(

n

y

)

ρ

(

nc

y

)

dk(n)ns−1 + O

(

t
k(1−σ)

3
−1

)

+ O
(

tk(1/2−σ)−2

yσ logk−1 t
)

.

Proof. Note that in the most important special case when s = 1
2
+ it,174

x = y =
(

t
2π

)1/2k
it follows that

ζk(s) =

∞∑

n=1

ρ

(
n

x

)

dk(n)n−s + χk(s)

∞∑

n=1

ρ

(
n

x

)

dk(n)ns−1 (4.27)

+ O
(

tk/6−1 + t1/4k−2 logk−1 t
)

,

ζk(s) =

∞∑

n=1

ρ

(
n

x

)

dk(n)n−s +

∞∑

n=1

ρ

(
x

n

)

ρ

(
n

cx

)

dk(n)n−s + χk(s) (4.28)

∞∑

n=1

ρ

(
n

x

)

ρ

(
nc

x

)

dk(n)ns−1 + O
(

tk/6−1 + t1/4k−2 logk−1 t
)

.

Thus (4.27) for k = 1 is a smoothed variant of (4.23) (since all the series

are in fact finite sums), only it contains an error term for k = 1 which is

only O(t5/6).



4.2. The Approximate Functional Equation 191

Our method of proof is based on the use of Mellin transforms.

Namely, let

R(s) :=

∞∫

0

ρ(x)xs−1dx (4.29)

denote the Mellin transform of ρ(x). This is a regular function for Re s >

0, but it has analytic continuation to the whole complex plane. Its only

singularity is a simple pole at s = 0 with residue 1. For Re s > 0

R(s) =

b∫

0

ρ(x)xs−1dx =
x2

s
ρ(x)

∣
∣
∣
∣
∣
∣

b

0

−
b∫

0

xs

s
ρ′(x)dx =

1

s

∞∫

0

ρ′(x)xsdx,

and the last integral is an analytic function for Re s > −1. Since

−
b∫

0

ρ′(x)dx = 1,

the residue of R(s) at s = 0 equals 1. In general, repeated integration by

parts gives, for N ≥ 0 an integer

R(s) =
(−1)N+1

s(s + 1) . . . (s + N − 1)(s + N)

b∫

0

ρ(N+1)(x)xs+Ndx. (4.30)

Taking N sufficiently large it is seen that (4.30) provides analytic 175

continuation of R(s) to the whole complex plane. For any N, and σ in a

fixed strip (s = σ + it)

R(s) ≪N |t|−N (|t| → ∞). (4.31)

In fact, (4.30) shows that R(s) is regular at all points except s = 0,

since for N ≥ 1

b∫

0

ρ(N+1)(x)dx = ρ(N)(b) − ρ(N)(0) = 0.
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For −1 < Re s < 1 and s , 0 we have

R(s) = −1

s

b∫

0

ρ′(x)xsdx = −1

s

∞∫

0

ρ′(x)xsdx = −1

s

∞∫

0

ρ′
(

1

t

)

t−s−2dt

after change of variable x = 1/t. But

ρ(t) + ρ

(

1

t

)

= 1, ρ′(t) − t−2ρ′
(

1

t

)

= 0, ρ′
(

1

t

)

= t2ρ′(t).

Hence

R(−s) =
1

s

∞∫

O

ρ′
(

1

t

)

ts−2dt =
1

s

∞∫

0

ρ′(t)tsdt = −R(s)

for −1 < Re s < 1, and then by analytic continuation for all s

R(−s) = −R(s) (4.32)

Conversely, from (4.32) by the inverse Mellin transform formula we

can deduce the functional equation ρ(x) + ρ(1/x) = 1. The fact that

R(s) is an odd function plays an important role in the proof of Theorem

4.2. �

Having established the necessary analytic properties of R(s) we pass

to the proof, supposing s = σ+ it, 1/2 ≤ σ < 1, t ≥ t0, d = Re z > 1−σ.

Then for any integer n ≥ 1 we have from (4.29), by the inversion formula

for Mellin transforms

ρ

(
n

x

)

=
1

2πi

d+i∞∫

d−i∞

R(z)

(
x

n

)z

dz.

By the absolute convergence of the series for ζk(s) this gives

∞∑

n=1

ρ

(
n

x

)

dk(n)n−s =
1

2πi

d+i∞∫

d−i∞

R(z)xzζk(s + z)dz.
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We shift the line of integration to Re z = −d, passing the poles of176

the integrand at z = 1 − s and z = 0. Using (4.31) it is seen that the first

residue is O(t−A) for any fixed A > 0. Hence by the residue theorem and

the functional equation ζ(w) = χ(w)ζ(1 − w) we have

∞∑

n=1

ρ

(
n

x

)

dk(n)n−s = ζk(s) + O(t−A) +
1

2πi

−d−i∞∫

−d+i∞

R(z)xzζk(s + z)dz

= ζk(s) + O(t−A) +
1

2πi

−d−i∞∫

−d+i∞

R(z)xzχk(s + z)ζk(1 − s − z)dz

= ζk(s) + O(t−A) − 1

2πi

d−i∞∫

d+i∞

R(−w)x−wχk(s − w)ζk(1 − s + w)dw

= ζk(s) + O(t−A) − 1

2πi

d+i∞∫

d−i∞

R(w)ywT−wχk(s − w)ζk(1 − s + w)dw.

Here we supposed 1 ≪ x, y ≪ tk and xy = T , where

log T = −k
χ′(1/2 + it)

χ(1/2 + it)
. (4.33)

Since

χ(s) =
ζ(s)

ζ(1 − s)
= πs− 1

2
Γ(1/2 − 1/2s)

Γ(1/2s)
, (4.34)

logarithmic differentiation and Stirling’s formula for the gamma func-

tion give
χ′(1/2 + it)

χ(1/2 + it)
= − log t + log(2π) + O(t−2). (4.35)

Hence

T =

(
t

2π

)k

(1 + O(t−2)). (4.36)

In fact, (4.34) gives

χ′(s)

χ(s)
= log π −

Γ′( 1
2
− 1

2
s)

2Γ( 1
2
− 1

2
s)
−
Γ′( 1

2
s)

2Γ( 1
2

s)
,
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and using
Γ′(s)

Γ(s)
= log s − 1

2s
+ O

(

1

t2

)

,

which is just a first approximation to a full asymptotic expansion of177

Stirling, it follows that

χ′(s)

χ(s)
= log(2π) +

1

s(1 − s)
− 1

2
log s(1 − s) + O

(

1

2

)

.

If s = 1
2
+ it, then

1

2
log s(1 − s) =

1

2
log

(

1

4
+ t2

)

= log t + O

(

1

t2

)

and (4.35) follows. For s = σ + it we obtain similarly

χ′(σ + it)

χ(σ + it)
= − log t + log(2π) + O

(

1

t

)

. (4.37)

We shall derive first the approximate functional equation with x, y

satisfying xy = T , and then replace this by the condition xy =
(

t
2π

)k
,

estimating the error term trivially. This is the method due originally to

Hardy and Littlewood, who used it to derive the classical approximate

functional equations for ζ(s) and ζ2(s). Therefore so far we have shown

that

ζk(s) =

∞∑

n=1

ρ

(
n

x

)

dk(n)n−s + O(t−A)

+
1

2πi

d+i∞∫

d−i∞

R(w)

(
y

T

)w

χk(s − w)ζk(1 − s + w)dw. (4.38)

We choose d to satisfy d > σ, so that the series for ζk in (4.38) is
absolutely convergent and may be integrated termwise. Since R(w) ≪
|v|−A for any fixed A > 0 if v = Im w, it is seen that the portion of
the integral in (4.38) for which |v| ≥ tǫ makes a negligible contribution.
Suppose now N is a (large) fixed integer. For |v| ≤ tǫ
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T−wχk(s − w) =

exp






kw
χ′(1/2 + it)

χ(1/2 + it)
+ k log χ(s) − kw

χ′(s)

χ(s)
+ k

N∑

j=2

(−w) j

j!

d j

ds j
(log χ(s))






(1 + O(tǫ−N))

because d j

ds j (log χ(s)) ≪ j t− j+1 for j ≥ 2. Using (4.35) and (4.37) we 178

infer that

exp{kw . . .} = χk(s)(1 +G(w, s))

with G(w, s) ≪ tǫ−1 for |v| ≤ tǫ . For δ > 0 and N sufficiently large we

obtain

1

2πi

d+i∞∫

d−i∞

R(w)ywT−wχk(s − w)ζk(1 − s + w)dw

= O(t−A) +
1

2πi

d+i∞∫

d−i∞

R(w)ywχk(s)ζk(1 − s + w)dw

+
1

2πi

δi∞∫

δ−i∞

R(w)ywχk(s)ζk(1 − s + w)G(w, s)dw.

We have, since d > σ,

1

2πi

d+i∞∫

d−i∞

R(w)ywχk(s)ζk(1 − s + w)dw

= χk(s)

∞∑

n=1

dk(n)ns−1






1

2πi

d+i∞∫

d−i∞

R(w)

(

n

y

)−w

dw






= χk(s)

∞∑

n=1

dk(n)ρ

(
y

n

)

ns−1.

For δ > 0 sufficiently small

1

2πi

δ+i∞∫

δ−i∞

R(w)ywχk(s)ζk(1 − s + w)G(w, s)dw (4.39)
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≪ t−A +

∣
∣
∣
∣
∣
∣
∣
∣
∣

∫

| Im w|≤tǫ ,Re w=δ

R(w)ywζk(s − w)(χk(s)χk(1 − s + w))G(w, s)dw

∣
∣
∣
∣
∣
∣
∣
∣
∣

≪ t−A + t2ǫ−1

tǫ∫

−tǫ

|ζ(σ + it − δ + iv)|kdv ≪ t−A + tkµ(σ)+ǫ1−1

where ǫ1 → 0 as ǫ → 0, and where as in Chapter 1 we set

µ(σ) = lim sup
t→∞

log |ζ(σ + it)|
log t

.

For our purposes the standard bound179

µ(σ) <
1 − σ

3

(

1

2
≤ σ < 1

)

(4.40)

will suffice. This comes from µ
(

1
2

)

< 1
6
, µ(1) = 0 and convexity, and

the use of the recent bounds for µ(1/2) (see (1.28)) would lead to small
improvements. Thus, if ǫ = ǫ(k) is sufficiently small

ζk(s) =

∞∑

n=1

ρ

(
n

x

)

dk(n)n−s + χk(s)

∞∑

n=1

ρ

(

n

y

)

dk(n)ns−1 + O

(

t
k(1−σ)

3
−1

)

(4.41)

It is the use of (4.40) that required the range 1
2
≤ σ < 1. We could

have considered also the range 0 < σ ≤ 1
2
. The analysis is, of course,

quite similar but instead of (4.40) we would use

µ(σ) ≤ 1

2
− 2σ

3
(0 ≤ σ ≤ 1

2
).

This means that we would have obtained (4.41) with O(tk(1−σ)/3−1)

replaced by O
(

tk( 1
2
− 2σ

3 )+ǫ−1
)

. As the final step of the proof of (4.25) we

replace y = T x−1 by Y , where Y = x−1
(

t
2π

)k
. Then, for n ≪ y, we have

Y − y = O(tk−2x−1),

ρ

(

n

y

)

− ρ
(

n

Y

)

≪ |Y − y|n
y2

≪ tk−2x−1y−1 ≪ t−2.



4.2. The Approximate Functional Equation 197

Since ρ
(

n
y

)

= 0 for n ≥ by this means that if in (4.41) we replace y

by Y the total error is

≪ tk(1/2−σ)
∑

n≤by

t−2dk(n)nσ−1 ≪ tt(1/2−σ)−2Yσ logk−1 t.

Writing then y for Y we obtain (4.25).
To prove (4.26) we proved analogously, taking α, β > 0, β > 1−σ+

α. Then for c > 1 fixed and any fixed A > 0

∞∑

n=1

dk(n)ρ

(
x

n

)

ρ

(
n

cx

)

n−s =
1

(2πi)2

α+i∞∫

α−i∞

β+i∞∫

β−i∞

R(w)R(z)czxz−wζk(s + z − w)dzdw

=
1

2πi

α+i∞∫

α−i∞

R(w)x−w






ζk(s − w) + O(t−A) +
1

2πi

−β+i∞∫

−β−i∞

xzczR(z)ζk(s + z − w)dz






dw

=
1

2πi

α+i∞∫

α−i∞

R(w)x−wχk(s − w)ζk(1 − s + w)dw + O(t−A)

− 1

(2πi)2

α+i∞∫

α−i∞

β−i∞∫

β+i∞

R(w)R(−z)x−w−zc−zχk(s − z − w)ζk(1 − s + z + w)dzdw,

where we used the residue theorem and the functional equation for ζ(s). 180

Now we treat the above integrals as in the previous case, using R(−z) =

−R(z), choosing suitably α and β and integrating termwise the series for

ζk. We also replace χk(s − w) and χk(s − z − w) by χk(s) plus an error

term, as was done before. In this way we obtain

∞∑

n=1

dk(n)ρ

(
x

n

)

ρ

(
n

cx

)

n−s (4.42)

= χk(s)

∞∑

n=1

dk(n)ρ

(

n

y

)

ns−1 − χk(s)

∞∑

n=1

dk(n)ρ

(

n

y

)

ρ

(

nc

y

)

ns−1

+ O

(

t
k(1−σ)

3
−1

)

+ O

(

tk( 1
2
−σ)−2yσ logk−1 t

)

if 1 ≪ x, y ≪ tk, xy =
(

t
2π

)k
, s = σ + it, 1

2
≤ σ < 1. Combining (4.42)

with (4.25) we obtain (4.26), so that Theorem 4.2 is completely proved.
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4.3 Evaluation of Ik(T )

In this section we proved to evaluate asymptotically Ik(T ), defined by

(4.1), when k ≥ 1 is a fixed integer. The approach is in principle general,

but the error terms that will be obtained can be O(T 1+ǫ) only for k ≤ 4.181

Thus a weakened form of the eighth moment is in fact the limit of the

method. Of course, we still seem to be far from proving I4(T ) ≪ T 1+ǫ

(the proof of N.V. Kuznetsov [107] is not complete). On the other hand

our method, which is a variation of the method used by N. Zavorotnyi

to evaluate I2(T ), leaves hope for evaluating successfully I3(T ). To fol-

low Zavorotnyi more closely we make a formal change of notation in

Theorem 4.2 by setting

ν(x) := ρ

(

1

x

)

,

where ρ is the function explicitly constructed in Lemma 4.3. Then ν(x) ∈
C∞(O,∞), ν(x) + ν

(
1
x

)

= 1, ν(x) = 0 for x ≤ 1/b, ν(x) = 1 for x ≥ b for

a fixed b > 1, ν(x) is monotonically increasing in (b−1, b) and ν′, ν′′ are

piecewise monotonic. In Theorem 4.2 we set s = 1
2
+ it, x = y =

(
t

2π

)k
,

obtaining

ζk(s) =

∞∑

n=1

dk(n)ν

(
x

n

)

n−s +

∞∑

n=1

dk(n)ν

(
x

n

)

ns−1 + O(Rk(t)), (4.43)

ζk(s) = O(Rk(t)) +

∞∑

n−1

dk(n)ν

(
x

n

)

n−s (4.44)

+

∞∑

n=1

dk(n)ν

(
n

k

)

ν

(
cx

n

)

n−s + χk(s)

∞∑

n=1

dk(n)ν

(
x

n

)

ν

(
x

cn

)

ns−1,

where

Rk(t) = t
k
6
−1 + t

k
4
−2 logk−1 t. (4.45)

The case k = 2 of these equations was used by Zavorotnyi, who

had however the weaker error term R2(t) = t−1/2 log t, which was still

sufficiently small for the evaluation of I2(T ).

As is common in analytic number theory, it is often not easy to eval-

uate directly an integral, but it is more expedient to consider a weighted
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(or smoothed) version of it. This approach was used by Heath-Brown,

Zavorotnyi and Motohashi (see Chapter 5) in their evaluation of I2(T ),

so it is natural that we shall proceed here in a similar vein. The smooth- 182

ing functions used in the evaluation of Ik(T ) are introduced similarly as

the function ρ in Lemma 4.3. Let, for |t| < 1,

β(t) := exp

(

1

t2 − 1

)

·





1∫

−1

exp

(

1

u2 − 1

)




−1

and β(t) = 0 for |t| ≥ 1. Define then

α(t) :=

t+1∫

t−1

β(u)du.

By construction
∞∫

−∞
β(u)du = 1, and it follows that α(t) = α(−t),

α(t) ∈ C∞(0,∞), α(t) = 1 for |t| ≤ 1, α(t) = 0 for |t| ≥ 2, and α(t)
is decreasing for 1 < t < 2. Henceforth assume T is large and let the
parameter T0 satisfy T ǫ ≪ T0 ≪ T 1−ǫ , and define

f (t) = α





2|t − 1
2
(3T )| + 2T0 − T

2T0



 , f (t) = α





2|t − 1
2
(3T )| + 4T0 − T

2T0



 .

The functions f and f are constructed in such a way that, for any t,

0 ≤ f (t) ≤ XT (t) ≤ f (t)

if χT (t) denotes the characteristic function of the interval [T, 2T ]. Thus

we have

Ik, f (T ) ≤ Ik(2T ) − Ik(T ) ≤ I
k, f

(T ), (4.46)

where

Ik, f (T ) =

∞∫

0

f (t)|ζ(1/2 + it)|2kdt, I
k, f

(T ) =

T∫

0

f (t)|ζ(1/2 + it)|2kdt. (4.47)
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Therefore if we can prove

Ik, f (T ) = tPk2(log t)
∣
∣
∣
2T

T
+ O(T γk+ǫ) (4.48)

with a suitable 0 < γk ≤ 1, where henceforth f will denote either f , then

in view of (4.46) we obtain

Ik(T ) =

T∫

0

|ζ(1/2 + it)|2kdt = T Pk2(log T ) + O(T γ+k+ǫ) (4.49)

on replacing T by T2− j and summing over j ≥ 1. We can reinterpret183

our current knowledge on Ik(T ) by saying that

1

4
≤ γ1 ≤

7

22
,

1

2
≤ γ2 ≤

2

3
, γk ≤ 1 +

k − 2

4
for 3 ≤ k ≤ 6.

The problem of evaluating Ik(T ) is therefore reduced to the (some-

what less difficult) problem of the evaluation of Ik, f (T ), where f is either

f or f . For any integer g ≥ 1

f
(r)

(t) = sgnr

(

t − 3

2
T

)

· α(r)





2|t − 1
2
(3T )| + 2T0 − T

2T0



 T−r
0 ,

and an analogous formula also holds for f (r)(t). This gives

f (r)(t) ≪r T−r
0 (r = 1, 2, . . .), (4.50)

which is an important property of smoothing functions. It provides the

means for the regulation of the length of exponential sums (Dirichlet

series) that will appear in the sequel. A general disadvantage of this type

of approach is that it is difficult to obtain an explicit formula for Ek(T )

when k ≥ 2. Hopes for obtaining analogues of Atkinson’s formula for

E1(T ) = E(T ) in the case of general Ek(T ), may be unrealistic. Namely,

Theorem 5.1 shows that the explicit formula for the integral in question

does not contain any divisor function, but instead it contains quantities

from the spectral theory of automorphic functions.
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Let now

∑

(t) :=

∞∑

m=1

ν

(
x

m

)

dk(m)m−1/2−it ·
(

x =

(
t

2π

)1/2k
)

. (4.51)

Then (4.43) yields

ζk(1/2 + it) =
∑

(t) + χk(1/2 + it)
∑

(t) + O(Rk(t)),

hence taking conjugates one obtains

ζk(1/2 − it) =
∑

(t)χk(1/2 − it)
∑

(t) + O(Rk(t)).

From the functional equation one obtains χ(s)χ(1 − s) = 1, hence 184

multiplying the above expressions we obtain

|ζ(1/2 + it)|2k = 2|
∑

(t)|2 + 2 Re

(

χk(1/2 + it)
∑2

(t)

)

+ O
(

Rk(t)|
∑

(t)|
)

+ O(R2
k(t)).

Now we multiply the last relation by f (t) and integrate over t from
T/2 to (5T )/2. Since the support of f is contained in [T/2, (5T )/2] we
have

1

2
Ik, f (T ) =

∫ ∞

0

f (t)|
∑

(t)|2dt + Re





∞∫

0

f (t)χk(1/2 + it)
∑2

(t)dt





+ O





1/2(5T )∫

1/2T

Rk(t)|
∑

(t)|dt





+





1/2(5T )∫

1/2T

R2
k(t)dt





.

We can proceed now by using

Rk(t) = t
k
6
−1 + t

k
4
−2 logk−1 t (4.52)

and applying the Cauchy-Schwarz inequality to the first O-term. We

shall restrict k to 1 ≤ k ≤ 4, although we could easily carry out the

subsequent analysis for general k. The reason for this is that in the
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sequel the error terms for k ≥ 5 will be greater than T 1+ηk for some

ηk > 0, hence there is no hope of getting an asymptotic formula for

Ik(T ) by this method. However, instead of using the pointwise estimate

(4.52), a sharper result will be obtained by using (4.39) with σ = 1/2,

namely

Rk(t) ≪ t1/4k−2 logk−1 t + t2ǫ−1

tǫ∫

−tǫ

|ζ(1/2 + it − δ + iv)|kdv. (4.53)

we have

1/2(5T )∫

1/2T

|ζ(1/2 + it)|kdt ≪ T log4 T (1 ≤ k ≤ 4),

and by standard methods (Perron’s inversion formula) it follows that
∑

(t) ≪ T kµ(1/2)+ǫ

Thus in view of µ(1/2) < 1/6 we obtain185

1

2
Ik, f (T ) =

∞∫

0

f (t)|
∑

(t)|2dt (4.54)

+ Re






∞∫

0

f (t)χk (1/2 + it)
¯∑2

(t)dt






+ O(T k/6),

which shows that the error term coming from the error term in our ap-

proximate functional equation for ζk(s) is fairly small. However, in the

sequel we shall encounter larger error terms which hinder the possibil-

ity of obtaining a good asymptotic evaluation of Ik(T ) when k ≥ 5. In

(4.54) write

χk ·
∑2

=

(

χk
∑)

·
∑

and evaluate the factor in brackets by subtracting (4.44) from (4.43). We

obtain
∞∫

0

f (t)χk(1/2 + it)
∑2

(t)dt =

∞∑

m,n=1

dk(m)dk(n)(mn)−1/2
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∞∫

0

f (t)ν

(
x

m

)

ν

(
n

x

)

ν

(
cx

n

) (
m

n

)it

dt + O(T k/6) +

∞∑

m,n=1

dk(m)dk(n)(mn)−1/2

∞∫

0

f (t)eki(t log 2π
t
+t+ 1

4
π)(1 + gk(t))ν

(
x

m

)

ν

(
x

n

)

ν

(
x

cn

)

(mn)itdt,

where gk(t) ≪ 1/t. The last bound is a consequence of the asymptotic

expansion

χ(1/2 + it) = ei(t log 2π
t
+t+ 1

4
π)

(

1 − i

24t
+

A2

t2
+ . . . + O

(

1

tN

))

,

which follows, for any fixed integer N ≥ 2, from Stirling’s formula for

the gamma-function. Therefore the method used to estimate

∞∑

m,n=1

dk(m)dk(n)(mn)−1/2

∞∫

0

f (t)eki(t log 2π
t
+t+ 1

4
π) (4.55)

ν

(
x

m

)

ν

(
x

n

)

ν

(
x

cn

)

(mn)itdt

will give a bound of a lower order of magnitude (by a factor or T ) for the

corresponding integral containing gk(t). In the integral in (4.55), which

will be denoted by I(m, n), we make the substitution t = 2πu(mn)1/k.

Since x = (t/2π)1/2k we have 186

I(m, n) : = 2πe
kiπ
4 (mn)

4
k

∞∫

0

f (2πu(mn)
4
k )ν

(

u
k
2

√

n

m

)

ν

(

u
k
2 C−1

√

m

n

)

e2πki(mn)1/k(−u log u+µ)du

= 2πe1/4kiπ(mn)1/k

B∫

A

H(t; m, n)e2πki(mn)(−t log t+t)dt

with

H(t; m, n) : = f (2πt(mn)1/k)ν

(

t1/2k

(
n

m

)1/2
)

ν

(

t1/2k

(
m

n

)1/2
)

ν

(

t1/2kc−1

(
m

n

)1/2
)

,
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A : = max

(

T ∓ T0

2π(mn)1/k
,

(
m

n

)1/k

b−2/k,

(
c

b

)2/k (
n

m

)1/k
)

≤ t ≤ B :=
2T ± T0

2π(mn)1/k
,

where upper signs refer to f , and lower signs to f . If

F(t) = −t log t + t,

then

|F′(t)| = log t ≥ log(1 + δ) ≫ δ

for a given O > δ < 1 when
(

m
n

)1/k
b−2/k ≥ 1 + δ. On the other hand, if

(
m
n

)

b−2/k < 1 + δ, then

(
c

b

)2/k (
n

m

)1/k

>

(
c

b

)2/kb−2/k

(1 + δ)−1 ≥ 1 + δ

for

c = b2(1 + 2δ)k. (4.56)

Thus |F′(t)| = log t ≫ δ for A ≤ t ≤ B, provided that (4.56) holds.

Since H(A; m, n) = H(B; m, n) = 0, integration by parts yields

B∫

A

H(t; m, n)e
(

k(mn)1/kF(t)
)

dt

= − (mn)−1/k

2πki

B∫

A

H(t; m, n)

log t

d

dt

{

e
(

k(mn)1/kF(t)
)}

=
(mn)−1/k

2πki

B∫

A

(

H′(t; m, n)

log t
− H(t; m, n)

t log2 t

)

e
(

k(mn)1/k f (t)
)

dt.

Now we use the standard estimate (see Lemma 2.1) for exponential

integrals to show that the portion of the last integral containing H(t; m, n)187

is≪ (mn)−2/kT−1. Consider next, in obvious notation,

H′(t; m, n) = 2π(mn)1/k f ′
(

2π(mn)1/kt
)

ν(·)ν(·)ν(·)

+
∑

f (·)dν(·)
dt

ν(·)ν(·). (4.57)
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One has ν′(x) = 0 for x ≤ 1/b or x ≥ b, so that the terms coming

from
∑

f (·) dν(·)
dt

. . . in (4.57) vanish, because of the conditions

1

b
≤ t1/2k

(
m

n

)1/2

≤ b or
1

b
≤ t1/2k

(
n

m

)1/2

≤ b,

which cannot hold in view of t ≍ T , 1 ≤ m, n ≪ T 1/2k. Taking into

account that f ′(t) ≪ 1/T0 and using again Lemma (2.1) it follows that

the expression in (4.55) equals

∞∑

m,n=1

I(m, n)dk(n)(mn)−1/2 ≪ T−1
0

∑

m≪T 1/2k

∑

n≪T 1/2k

dk(m)dk(n)(mn)−1/2

≪ T 1/2kT−1
0 (log T )2k−2.

This gives

1

2
Ik, f (T ) =

∑

m,n=1
1−δ≤m

n
≤1+δ

dk(m)dk(n)(mn)−1/2 Re






∞∫

O

f (t)ν

(
x

m

)

ν

(
x

n

)it

dt






(4.58)

+ O(T k/6) + O
(

T 1/2k+ǫT−1
0

)

+

∞∑

m,n=1
1−δ≤m

n
≤1+δ

dk(m)dk(n)(mn)−1/2

Re






∞∫

0

f (t)ν

(
x

m

)

ν

(
n

x

)

ν

(
m

n

)it

dt






+

∞∑

m,n=1
m
n
<1−δ,m

n
>1+δ

dk(m)dk(n)(mn)−1/2




Re






∞∫

0

f (t)

(

ν

(
x

m

)

ν

(
x

n

)

+ ν

(
x

m

)

ν

(
n

x

)

ν

(
cx

n

)) (
m

n

)it

dt









.

We recall that we have at out disposal the parameters T0 and δ such 188

that T ǫ ≪ T0 ≪ T 1−ǫ and 0 < δ < 1. In the last sum in (4.57) we have

log(m/n) ≫ δ. We integrate the integral in that sum by parts, setting

u = f (t), dv =

(

ν

(
x

m

)

ν

(
x

n

)

+ ν

(
x

m

)

ν

(
n

x

)

ν

(
cx

n

)) (
m

n

)it

dt,
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and after integration we use the second mean value theorem for inte-

grals to remove the ν-function. Since f ′(t) ≪ 1/T0, on applying again

Lemma 2.1 it is seen that the last sum in (4.58) is O(T 1/2k+ǫT−1
0

).

It remains to simplify the remaining two sums in (4.58), and it is at

this point that we shall make use of the parameter δ. Namely, it will

be shown that for δ sufficiently small ν
(

cx
n

)

= 1 if (4.56) holds. This

happens for cx
n
≥ b, or t ≥ 2π(nb/c)2/k. The integral in question is

non-zero for x/m ≥ 1/b, giving t ≥ 2π
(

m
b

)2/k
. Since in both sums

m ≥ (1 − δ)n, we have

t ≥ 2π

(
m

b

)2/k

≥ 2π

(
n

b

)2/k

(1 − δ)2/k ≥ 2π

(

nb

c

)2/k

for

(1 − δ)c ≥ b2.

In view of (4.56) this condition reduces to showing that

(1 + 2δ)k(1 − δ) ≥ 1.

The last inequality is certainly true for 0 < δ < 1
2
, since (1 + 2δ)k ≥

1+2δ. Therefore, in the second integral in (4.58), ν
(

cx
n

)

may be omitted

for 0 < δ < 1
2
. Using ν

(
x
n

)

+ ν
(

n
x

)

= 1 we finally obtain

Theorem 4.3. for 1 < k ≤ 4 an integer, 0 < δ < 1
2
, T ǫ ≪ T0 ≪ T 1−ǫ

and x =
(

t
2π

)1/2k
we have

1

2
Ik, f (T ) =

∞∑

n=1

d2
k (n)n−1 Re






∞∫

0

f (t)ν

(
x

n

)

dt






+ O(T k/6) + O
(

T 1/2k+ǫT−1
0

)

(4.59)

+
∑

m,n=1
m,n,1−δ≤ m

n
≤1+δ

dk(m)dk(n)(mn)−1/2 Re






∞∫

0

f (t)ν

(
x

m

) (
m

n

)it

dt






.

The above formulas may be considered as the starting point for189



4.4. Evaluation of the First Main Term 207

the evaluation of Ik(T ). Two sums will emerge, of which the first is

TRk2(log T ) plus an error term. This will be shown in the next sec-

tion, where Rk2(y) is a polynomial of degree k2 in y whose first two

coefficients do not depend on ν, but the others do. The other (double)

sum, presumably of order lower by a factor of log2 T than the first one,

is much more complicated. This sum represents the major difficulty

in the evaluation of Ik(T ), and so far can be evaluated asymptotically

only for k = 1 and k = 2. Since the final (expected) formula (4.9)

(with Ek(T ) = o(T ) as T → ∞) does not contain in its main term the

ν-function, it is natural to expect that the coefficients in both sums con-

taining the ν-function will eventually cancel each other. This is because

the ν-function does not pertain intrinsically to the problem of evaluating

asymptotically Ik(T ), and can be in fact chosen with a reasonable degree

of arbitrariness.

4.4 Evaluation of the First Main Term

The title of this section refers to the evaluation of the sum

S k(T ) :=

∞∑

n=1

d2
k (n)n−1 Re






∞∫

0

f (t)ν

(
x

n

)

dt






(4.60)

which figures in (4.59). This sum can be precisely evaluated. We shall

show that, for 1 ≤ k ≤ 4,

S k(T ) = (tQk2(log t))

∣
∣
∣
∣
∣

2T

T

+(tHk,ν(log t))

∣
∣
∣
∣
∣

2T

T

+O(T ǫT0)+O(T ηk+ǫ), (4.61)

where η1 = 0, ηk =
1
2

for 2 ≤ k ≤ 4. In (4.61) Hk,ν(y) is a polynomial 190

of degree k2 − 2 in y whose coefficients depend on k and the function ν,

while Qk2(y) is a polynomial of degree k2 in y whose coefficients depend

only on k, and may be explicitly evaluated. Before this is done, observe

that the error terms O(T ǫT0) and O(T 1/2k+ǫT−1
0

) in (4.59) and (4.61) set

the limit to the upper bound on Ek(T ) as

Ek(T ) = O
(

T 1/4k+ǫ
)
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on choosing T0 = T 1/4k, 1 ≤ k ≤ 4. This is the conjectural bound

mentioned in (4.21), and the above discussion provides some heuristic

reasons for its validity. Coupled with (4.22), it means that heuristically

we have a fairly good idea of what the true order of magnitude of Ek(T )

should be for 1 ≤ k ≤ 4. We are certainly at present far from proving

the above upper bound for any k, which is quite strong, since by Lemma

4.1 it implies µ(1/2) ≤ 1/8.

To prove (4.61) we define first, for Re s > 1 and k ≥ 1 a fixed integer

Fk(s) :=

∞∑

n=1

d2
k (n)n−s.

Since

dk(pα) =
k(k + 1) . . . (α + k − 1)

α!
=
Γ(k + α)

α!Γ(k)
,

we have

F1(s) = ζ(s), F2(s) =
ζ4(s)

ζ(2s)
,

Fk(s) = ζk2

(s)
∏

p

(

1 − p−s)k2

(

1 + k2 p−s +
k2(k + 1)2

4
p−2s + . . .

)

= ζk2

(s)
∏

p

(

1 − k2(k − 1)2

4
p−2s

)

+ Ok(p3σ).

The Dirichlet series defined by the last product converges absolutely

for Re s ≥ 1
2
+ ǫ and any fixed ǫ > 0 (the O -term vanishes for k = 2), so

that the last formula provides analytic continuation of Fk(s) to Re s ≥
1
2
+ ǫ.

Further we introduce the function191

P(s) =

∞∫

0

ν(x)x−sdx =
1

s − 1

∞∫

0

ν′(x)x1−sdx ≪A | Im s|−A

for any fixed A > 0 if Re s lies in any fixed strip, the last bound be-

ing obtained by successive integrations by parts. P(s) is regular in
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the complex plane, and has only a simple pole at s = 1 with residue

1



=

∞∫

0

f (x)xs−1dx



 is the Mellin transform of f , then f̂ is regular (since

the support of f does not contain zero). By the Mellin inversion formula

f (x) =
1

2πi

c+i∞∫

c−i∞

f̂ (s)x−sds (c > 0).

In (4.60) we make the substitution t = 2π(nu)2/k, dt = 4π
k

n2/ku2/k−1.
Then for c > 1

S k(T ) =
4π

k

∞∑

n=1

d2
k (n)n−(1− 2

k
) Re






∞∫

0

f
(

2π(nu)2/k
)

ν(u)u
2
k
−1du






(4.62)

=
4π

k

∞∑

n=1

d2
k (n)n

−
(

1− 2
k

)

Re






1

2πi

c+i∞∫

c−i∞

∞∫

0

f̂ (s)
(

2π(nx)2/k
)−s

x2/x−1ν(x)dxds






= Re






4π

k

1

2πi

c+i∞∫

c−i∞

f̂ (s)(2π)−s

(∫ ∞

0

ν(x)x2/k(1−s)−1dx

)




∞∑

n=1

d2
k (n)n

−
(

1+ 2
k

(s−1)
)




ds






= Re






2

k
· 1

2πi

c+i∞∫

c−i∞

f̂ (s)(2π)1−sFk

(

1 +
2

k
(s − 1)

)

P

(

1 +
2

k
(s − 1)

)

ds






,

where the interchange of summation and integration is justified by ab-

solute convergence. We have

dr

dsr
f̂ (s) =

∞∫

0

f (x)xs−1 logr x dx (r = 0, 1, 2, . . .),

f̂ (s) =

5T/2∫

T/2

f (x)xs−1dx ≪
5T/2∫

T/2

xσ−1dx ≪ Tσ. (4.63)

Moreover, if r ≥ 1 is an integer and Re s lies in a fixed strip, then 192

integration by parts and (4.60) give

f̂ (s) =
(−1)r

s(s + 1) . . . (s + r − 1)

∞∫

0

f (r)(x)xs+r−1dx ≪ | Im s|−rT−r
0 Tσ+r.
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In the last integral in (4.62) we move the line of integration to Re s =

ǫ if k = 1, and to Re s = 1
2
+ ǫ if k ≥ 2. We encounter the pole of the

integrand of order k2 + 1 at s = 1. By the residue theorem we have

S k(T ) =
2

k
Re

{

Res
s=1

f̂ (s)(2π)1−sFk

(

1 +
2

k
(s − 1)

)

P

(

1 +
2

k
(s − 1)

)}

+O(T ηk+ǫ)

with η1 = 0 for k = 1 and ηk =
1
2

for 2 ≤ k ≤ 4. Here we used

the properties of Fk(s), (4.63) and P(s) ≪A | Im s|−A. To evaluate the

residue at s = 1, we shall use the following power series expansions

near s = 1:

(2π)1−s = 1 + a1(s − 1) + a2(s − 1)2 + · · ·
(

a j =
(−1) j(log 2π) j

j!

)

,

Fk(s) =
d−k2(k)

(s − 1)k2
+ · · · + d−1(k)

s − 1
+ d0(k) + d1(k)(s − 1) + · · · ,

f̂ (s) =

∞∑

j=0

c j(s − 1) j, (4.64)

c j =
1

j!
f̂ ( j)(1) =

1

j!

∞∫

0

f (x) log j xdx =
1

j!





2T∫

T

log j xdx + O(T0 log j T )





=
1

j!




t log j t + t

j∑

ℓ=1

(−1)ℓ j( j − 1) . . . ( j − ℓ + 1) log j−ℓ t





∣
∣
∣
∣
∣
∣

2T

T

+ O(T0 log j T ),

P(s) =
1

s − 1
+

∞∑

j=0

h j(ν)(s − 1) j,

with h2 j(ν) = 0 for j = 0, 1, 2, . . .. The last assertion follows because193

h j(ν) =
(−1) j+1

( j + 1)!

∞∫

0

ν′(x) log j+1 x dx,

and using ν(x) + ν
(

1
x

)

= 1 we have ν′(x) − x−2ν′
(

1
x

)

= 0, which gives

∞∫

0

ν′(x) log2n−1 x dx =

1∫

0

ν′(x) log2n−1 x dx +

∞∫

1

ν′(x) log2n−1 x dx
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=

1∫

0

ν′(x) log2n−1 x dx −
1∫

0

ν′
(

1

x

)

x−2 log2n−1 x dx = 0

for n = 1, 2, . . .. Near s = 1 we thus have the expansion

2

k
f̂ (s)(2π)1−sFk

(

1 +
2

k
(s − 1)

)

P

(

1 +
2

k
(s − 1)

)

=
2

k

(

1 + a1(s − 1) + a2(s − 1)2 + · · ·
) (

c0 + c1(s − 1) + c2(s − 1)2 + · · ·
)

×




1
2
k
(s − 1)

+
2

k
h1(ν)(s − 1) +

(

2

k

)3

h3(ν)(s − 1)3 + · · ·




×





d−k2 (k)
(

2
k

)k2

(s − 1)k2

+ · · · + d−1(k)
2
k
(s − 1)

+ d0(k) + d1(k)
2

k
(s − 1) + · · ·





=
{

c0t(c1 + c0a1)(s − 1) + (c2 + c1a1 + c0a2)(s − 1)2 + · · ·

+ (ck2 + ck2−1a1 + · · · + c0ak2) (s − 1)k2

+ · · ·
}

×






d−k2 (k)
(

2
k

)k2

(s − 1)k2+1

+
d−(k2−1)(k)

(
2
k

)k2−1
(s − 1)k2

+

∞∑

j=−(k2−1)

e j(s − 1) j






with suitable coefficients e j = e j(k, ν) depending on k and the function

ν. The residue in the formula for S k(T ) is the coefficient of (s − 1)−1

in the above power series expansion. It will be a linear combination of

the c j’s with j running from 0 to k2. The e j’s (which depend on ν) will

appear in the expression for the residue as the coefficients of the c j’s for

j ≤ k2−2. In view of (4.64) we obtain then the main in (4.61). If Qk2(y)

in (4.61) is written as 194

Qk2(y) =

k2
∑

j=0

A j(k)yk2− j,

then the above power series expansion enables us to calculate explicitly

A0(k) and A1(k). We have

A0(k) = (k2!)

(

2

k

)−k2

d−k2(k) = (k2!)−1

(

k

2

)k2

lim
s→1+0

(s − 1)k2

Fk(s)
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= (k2!)−1

(

k

2

)k2

lim
s→1+0



ζ(s)−k2
∞∑

n=1

d2
k (n)n−s





= Γ−1(k2 + 1)

(

k

2

)k2
∏

p






(

1 − 1

p

)k2




∞∑

j=0

(

Γ( j + k)

j!Γ(k)

)

p− j










.

Note that A0(k) is the coefficient of (log T )k2

in the asymptotic for-

mula for
∑

n≤(T/2π)
1
2

k

d2
k
(n)n−1. I conjecture that for k = 3, 4

Ik(T ) = 2S k(T ) + O
(

T logk2−2 T
)

(4.65)

holds, and (4.65) is in fact true for k = 1, 2 (when, of course, much more

is known). Hence the expression for A0(k) leads to the conjectural value

(4.12) for c(k), namely

C(k) = lim
T→∞

(

T logk2

T
)−1

T∫

0

|ζ(1/2 + it)|2kdt

= 2

(

k

2

)k2

1

Γ(k2 + 1)

∏

p






(

1 − 1

p

)k2




∞∑

j=0

(

Γ(k + j)2

j!Γ(k)

)2

p− j










.

Other coefficients A j(k) can be also calculated, although the calcu-

lations turn out to be quite tedious as j increases. I shall only evaluate

here A1(k) explicitly. It is the coefficient of t logk2−1 t

∣
∣
∣
∣
∣

2T

T

in

(

k

2

)k2

(

ck2 + ck2−1a1

)

d−k2(k) +

(

k

2

)k2−1

ck2−1d−(k2−1)(k).

Thus in view of (4.64) we obtain195

A1(k) =

(

k

2

)k2 (

− k2

(k2)!
− log(2π)

(k2 − 1)!

)

d−k2(k) +

(

k

2

)k2−1
1

(k2 − 1)
d−(k2−1)(k)

(4.66)
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=

(

k

2

)k2−1

· 1

(k2 − 1)!

{

−k

2
d−k2(k)(1 + log(2π)) + d−(k2−1)(k)

}

.

For k = 2

d−4(2) = lim
s→1+0

(s − 1)4 ζ
4(s)

ζ(2)
=

1

ζ(2)
=

6

π2
.

Thus

c(2) = lim
T→∞

(T log4 T )−1

T∫

0

|ζ(1/2 + it)|4dt = 2 · 1

4!
· 6π−2 =

1

2π2
.

Further, near s = 1,

F2(s) =
ζ4(s)

ζ(2s)
=

(

1

s − 1
+ γ + γ1(s − 1) + · · ·

)4

(

1

ζ(2)
− 2ζ′(2)

ζ2(2)
(s − 1) + . . .

)

= d−4(2)(s − 1)−4 + d−3(2)(s − 1)−3 + · · ·

with

d−3(2) =
4γ

ζ(2)
− 2ζ′(2)

ζ2(2)
.

Hence (4.66) for k = 2 yields

A1(2) =
1

6

(

− (1 + log(2π))

ζ(2)
+

4γ − 12ζ′(2)π−2

ζ(2)

)

= π−2
(

4γ − 1 − log(2π) − 12ζ′(2)π−2
)

,

which coincides with (4.4), since for a3 given by (4.3) we have a3 =

2A1(2).

To find a more explicit form of the expression for A1(k), as given by

(4.66), we proceed as follows. Write

Fk(s) = ζk2

(s)Gk(s) (Re s > 1),
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where

Gk(s) =
∏

p






(1 − p−s)k2





∞∑

j=0

(

Γ(k + j)

j!Γ(k)

)2

p− js










(

Re s >
1

2

)

. (4.67)

Near s = 1 we have the Laurent expansion196

Fk(s) = d−k2(k)(s − 1)−k2

+ d−(k2−1)(k)(s − 1)−(k2−1) + · · ·

=

(

1

s − 1
+ γ + γ1(s − 1) + · · ·

)k2
(

Gk(1) +G′k(1)(s − 1) + · · ·
)

.

This yields

d−k2(k) = Gk(1) =
∏

p






(

1 − 1

p

)k2




∞∑

j=0

(

Γ(k + j)

j!Γ(k)

)2

p− j










.

dk2−1(k) = γk2Gk(1) +G′k(1).

Hence we obtain

Theorem 4.4. If Qk2(y) =
k2
∑

j=0

A j(k)yk2− j is the polynomial in (4.61), we

obtain

A0(k) =
1

(k2)!

(

k

2

)k2

Gk(1),

A1(k) =
1

(k2 − 1)!

(

k

2

)k2−1 {(

γk2 − k

2
(1 + log(2π))

)

Gk(1) +G′k(1)

}

,

where Gk(s) is given by (4.67).

Note that the conjecture (4.65) may be formulated more explicitly
as (k = 3, 4)

T∫

0

|ζ(1/2 + it)|2kdt = T
(

2A0(k) logk2

T + 2A1(k) logk2−1 T + O(logk2−2 T )
)

.

A. Odlyzko has kindly calculated the values

2Ao(3) = 1.04502424 × 10−5, 2A0(4) = 1.34488711 × 10−12.
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4.5 The Mean Square Formula

The mean square formula

I1(T ) =

T∫

0

|ζ(1/2 + it)|2dt = T

(

log
T

2π
+ 2γ − 1

)

+ E(T )

and results concerning E(T ) were discussed extensively in Chapter 2 197

and Chapter 3. In this section we shall show how bounds for E(T ) may

be obtained from Theorem 4.3, which for k = 1 gives

1

2
I1, f (T ) =

∞∑

n=1

1

n
Re





∞∫

0

f (t)ν

(
x

n

)

dt




+ o(T 1/6) + o

(

T 1/2+ǫT−1
0

)

+
∑

m,n=1;m,n
1−δ≤m/n≤1+δ

(mn)−1/2 Re






∞∫

0

f (t)ν

(
x

m

) (
m

n

)it

dt






,

where x =
(

t
2π

)1/2
, and 0 < δ < 1

2
. From (4.60) and (4.62) we have

S 1(T ) =

T∑

n=1

1

n
Re

(∫ ∞

0

f (t)ν

(
x

n

)

dt

)

(4.68)

= 2 Re

{

Res
s=1

f̂ (s)(2π)1−sζ(1 + 2(s − 1))P(1 + 2(s − 1))

}

+ O(T ǫ).

Near s = 1

2 f̂ (s)(2π)1−sζ(1 + 2(s − 1))P(1 + 2(s − 1))

= 2
(

c0 + c1(s − 1) + c2(s − 1)2 + · · ·
)

(1 + a1(s − 1) + a2(s − 1)2 + · · ·

×
(

1

2(s − 1)
+ γ + 2γ1(s − 1) + · · ·

) (

1

2(s − 1)
+ 2h1(s − 1) + · · ·

)

.

The residue at s = 1 therefore equals

1

2
(c90a1 + c1 + 2γc0) .
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But

a1 = − log(2π), c0 = t

∣
∣
∣
∣
∣

2T

T

+ O(T0),

c1 =

2T∫

T

log tdt + O(T0 log T ) = (t log t − t)

∣
∣
∣
∣
∣

2T

T

+ O(T0 log T ).

Hence (4.68) becomes

S 1(T ) =
1

2

(

t log
t

2π
+ (2γ − 1)t

)
∣
∣
∣
∣
∣
∣

2T

T

+ O(T ǫ) + O(T0 log T ). (4.69)

In view of (4.61) it is seen that the above expression (with a suit-198

able choice for T0) will indeed furnish the main term in the asymptotic

formula for I1(T ). Therefore it remains to estimate the double sum

∑

(T, δ) : =
∑

m,n=1;m,n
1−δ≤m

n
≤1+δ

(mn)−1/2

∞∫

0

f (t)ν

(
x

m

) (
m

n

)it

dt (4.70)

=
∑

m,n=1;m,n
1−δ≤m

n
≤1+δ

(mn)−1/2J(T ; m, n),

where both m, n take at take at most 2
√

T values, and

J(T ; m, n) :=

∞∫

0

f (t)ν

(
x

m

) (
m

n

)it

dt. (4.71)

Integrating by parts the integral in (4.71) we obtain

J(T ; m, n) = −
∞∫

0

f ′(t)





∞∫

0

ν

(

m−1

√

u1

2π

) (
m

n

)iu1

du1




dt = . . . =

= (−1)R

∞∫

0

f (R)(t)





t∫

0

· · ·
︸︷︷︸

R

u1∫

0

ν

(

m−1

√

u1

2π

) (
m

n

)iu1

du1 · · · duR




dt.
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We evaluate the R-fold integral by using
∫

citdt = cit/(i log c), af-

ter removing the ν-function from the innermost integral by the second

mean value theorem for integrals. Hence this integral is ≪R | log m
n
|−R.

Moreover, since f (R)(t) ≪R T−R
0

, we obtain uniformly in m and n

J(T ; m, n) ≪R TT R
0

∣
∣
∣ log

m

n

∣
∣
∣
−R
.

To use this bound for J we write the sum in (4.70) ad

∑

(T, δ) =

∞∑

m,n=1;m,n

1−δ≤m
n
≤1+δ,|m−n|>T 1/2+ǫT−1

0

+

∞∑

m,n=1;m,n

1−δ≤m
n
≤1+δ,|m−n|≤T 1/2+ǫT−1

0

=
∑

1
+

∑

2
,

say, where ǫ > 0 is an arbitrarily small, but fixed number. We obtain 199

∑

1
≪R

∑

m,n≤2
√

T ;m,n

1−δ≤m
n
≤1+δ;|m−n|≥T 1/2+ǫT−1

0

(mn)−1/2| log
m

n
|−RTT−R

0 .

Since 1 − δ ≤ m
n
≤ 1 + δ and 0 < δ < 1

2
, we have

log
m

n
= log

(

1 +
m − n

n

)

≫δ

|m − n|
n
≥ T 1/2+ǫT−1

0 n−1.

Therefore
∑

1
≪R

∑

m,n≤2T 1/2

TT−R
0 (mn)−1/2nRT−1/2R−ǫRT R

0

≪R T 1−ǫR
∑

m≤2T 1/2

∑

n≤T 1/2

n−1/2 ≪ T 3/2−ǫR ≪ 1

if we choose R = [3/(2ǫ)] + 1. In other words, the smoothing function

f , with its salient property that f (R)(t) ≪R T−R
0

, has the effect of making

the contribution of
∑

1 negligible What remains is the “shortened” sum
∑

3, which becomes, on writing m − n = r,

∑

2
=

∑

0<|r|≤T 1/2+ǫT−1
0

r≥2
√

T ,−δn≤r≤δn

n−1/2(n + r)−1/2

∞∫

0

f (t)ν

(
x

n + r

) (

1 +
r

n

)it

dt.
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We suppose T ǫ ≪ T0 ≪ T 1/2, since we do not wish the sum over r

to be empty. To estimate
∑

2 write

∞∫

0

f (t)ν

(
x

n + r

) (

1 +
r

n

)it

dt =

2T−T0∫

T+T0

f (t)ν

(
x

n + r

) (
r

n

)it

dt + I2

= I1 + I2,

say, where in I2 the intervals of integration are≪ T0 in length. In I1 we

have f (t) = 1, and the ν-function is removed by the second mean value

theorem for integrals. We use

B∫

A

(
m

n

)it

dt =
(m/n)iB − (m/n)iA

i log(m/n)

and perform summation over n. Since m = n + r we encounter sums of200

the type

∑

n≤2T 1/2

n−1
(

log

(

1 +
r

n

))−1

exp

(

iτ log

(

1 +
r

n

))

(4.72)

with τ ≍ T . If (χ, λ) is an exponent pair, then for N ≪ T 1/2

∑

N<n≤N′≤2N

exp

(

iτ log

(

1 +
r

n

))

≪
(

Tr

N2

)χ

Nλ, (4.73)

and since log
(

1 + r
n

)

∼ r
n

it follows by partial summation that the sum

in (4.72) is

≪ rχ−1T xT 1/2(λ − 2x) = rx−1T 1/2λ.

Summation over r shows then that the contribution of I1 is

≪
∑

1≤r≤T 1/2+ǫT−1
0

rx−1T 1/2λ ≪ T ǫ+1/2(χ + λ)T−x
0 .

The contribution of I2 is obtained not by integration, but by esti-

mation, first over n using again (4.73), then over r under the integral
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sign. Trivial estimation of the integral as O(T0) times the maximum of

the sums shows that this contribution will be ≪ T ǫ+1/2(χ+λ)T−x
0 , just as

in the previous case. Combining the preceding estimates we have, for

T ǫ ≪ T0 ≪ T 1/2,

E(T ) ≪ T ǫ
(

T0 + T 1/2T−1
0 + T 1/2(x+λ)T−x

0

)

.

We choose now T0 = T (x+λ)/(2x+2). Since 1/4 ≤ (x + λ)/(2x + 2) ≤
1/2 for any (x, λ), we have T 1/4 ≤ T0 ≤ T 1/2 and therefore

E(T ) ≪ x + λ

T 2(x+1)
+ ǫ. (4.74)

This is the same upper bound that was obtained in Section 2.7 from

Atkinson’s formula for E(T ) by an averaging process. However, we

already remarked that it seems difficult to obtain an explicit formula 201

(such as Atkinson’s) for E(T ) from Theorem 4.3.
There is yet another approach to the estimation of E(T ), which gives

essentially the same bound as (4.74). It involves the use of an explicit
formula for E(T ), due to R. Balasubramanian [6]. He integrated the
classical Riemann-Siegel formula and obtained

E(T ) = 2
∑

n≤K

∑

m≤K,m,n

{
sin(T log m

n
)

(mn)1/2 log m
n

+
sin(2θ − T log mn)

(mn)1/2(2θ′ − log mn)

}

+ O(log2 T ), (4.75)

where K = K(T ) =
(

T
2π

)1/2
, θ = θ(T ) = T

2
log T

2π
− T

2
− π

8
. As already

seen in Chapter 2, from the definition of E(T ) it follows that

E(T ) ≤ E(T + u) +C1u log T (C1 > 0, 0 ≤ u ≤ T ).

Set u = t + GL, multiply by exp(−t2G−2) and integrate over t from

−GL to GL, where L = log T . We obtain

GL∫

−GL

E(T )e−(t/G)2

dt ≤
GL∫

−GL

E(T + t +GL)e−(t/G)2

dt +CG2L2,

whence for 1 ≪ G ≪ T 1/2 and a suitable C > 0

E(T ) ≤
(√
πG

)−1

GL∫

−GL

E(T + t +GL)e−(t/G)2

dt +CGL2, (4.76)
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and similarly

E(T ) ≥
(√
πG

)−1

GL∫

−GL

E(T + t −GL)e−(t/G)2

dt −CGL2. (4.77)

If E(T ) > 0 we use (4.76), otherwise (4.77), and since the analysis

is similar in both cases we may concentrate on (4.76). The parameter G

may be restricted to the range T 1/4 ≤ G ≤ T 1/3 since E(T ) = Ω(T 1/4)

and E(T ) = O(T 1/3). We insert (4.75) in the integral in (4.76), with T

replaced by T + t + GL. The first step is to replace K(T + t + GL) by

K(T ). In doing this we make an error which is 0(GL). Then we integrate

Balasubramanian’s formula by using

∞∫

−∞

e−Bx2

sin(Ax +C)dx =

√

π

B
e

A2

4B sin C (Re B > 0). (4.78)

We set τ = T +GL and use202

sin(2θ(τ + t) − (τ + t) log mn)

= sin

(

τ log
τ

2πmn
− τ + t log

τ

2πmn
− π

4

)

+ O
(

G2L2T−1
)

,

(2θ′ − log mn)−1 =

(

log
τ

2πmn

)−1

+ O

(

GL

(

log
T

2πmn

)−2
)

,

which follows by Taylor’s formula after some simplifying. The total
contribution of the error terms will be again O(GL). Thus using (4.78)

we obtain, for T 1/4 ≤ G ≤ T 1/3, τ = T +GL, L = log T ,

E(T ) ≤ CGL2 + 2
∑

n≤
√

T
2T

∑

m≤
√

T
2T
,m,n

1
√

mn






sin
(

J log n
m

)

log n
m

e−
1
4

G2 log2 n
m +

sin
(

J log τ
2Tmn
− J − π

4

)

log J
2πmn

e−
1
4

G2 log2 J
2πmn






. (4.79)

The bound for E(T ) given by (4.79) allows an easy application of
exponent pairs (and also of two-dimensional techniques for the estima-
tion of exponential sums). The sum over n can be split into O(log T )
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subsums in which K1 < n ≤ 2K1(≪ T 1/2), and then we may suppose
1/2K1 < m ≤ 1/2(5K1), for otherwise the exponential factors are very
small. By this and by symmetry we may set m = n + r, 1 ≤ r ≤ 1/2K1,
the contribution of r for which r ≥ K1G−1L being negligible by the rapid
decay of the exponential function (the contribution of K1 ≤ 2GL−1 is
also negligible). Thus by using partial summation we get

E(T ) ≪ GL2 + L max
K1≪T 1/2

∑

r≤K1G−1L

r−1 max
K1≤K′

1
≤K′′≤2K1

∣
∣
∣
∣
∣
∣
∣
∣

∑

K′
1
<n≤K′′

1

exp

(

iτ log

(

1 +
r

n

))

∣
∣
∣
∣
∣
∣
∣
∣

≪ GL2 + L max
K1≪T 1/2

∑

r≤K1G−1L

r−1





Trχ

K2
1



 Kλ
1 ,

on estimating the first sine terms in (4.79), and the other sine terms will 203

give at the end the same upper bound. Thus

E(T ) ≪ GL2 + L max
K1≪T 1/2

T xKλ−2x
1 (K1G−1L)x

≪ L2
(

G + T 1/2(x+λ)G−x
)

.

Taking G = T (x+λ)/(2x+2) we obtain

E(T ) ≪ T
x+λ

2(x+1) log2 T. (4.80)

This is the same as (4.74), only T ǫ is now replaced by the sharper

log2 T . The reason for this is the use of the specific smoothing factor

exp(−t2G−2), which decays very fast, and by (4.78) enables one to eval-

uate explicitly the integrals in question. The had work is, in this case,

contained in Balasubramanian’s formula (4.75) for E(T ). In the previous

approach, which was the evaluation of I1(T ) via I1, f (T ), the smoothing

factor f (·) was built in from the very beginning of proof. This was use-

ful, since it saved some hard work, but as pointed out before, it resulted

in the fact that the could not get an explicit formula for E(T ) itself, but

just an upper bound.
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4.6 The Fourth Power Moment

In Chapter 5 we shall study extensively the asymptotic evaluation of

I2(T ) =

T∫

0

|ζ(1/2 + it)|4dt

by the powerful methods developed by Y. Motohashi. In this section
we wish to investigate I2(T ) by using Theorem 4.3, and indicate how

the bounds E2(T ) = O(T 7/8+ǫ) and E2(T ) = O(T 2/8+ǫ), due to Hewth-
Brown and Zavorotnyi, respectively, may be derived. So far we have204

pushed Zavorotnyi’s method to the extent of establishing Theorem 4.3
for k ≤ 4, and not only for k ≤ 2, as was done by Zavorotnyi. Now
we shall use first Heath-Brown’s approach in conjunction with Theorem
4.3, and then we shall briefly sketch the salient points of Zavorotnyi’s
method. In view of (4.61) we need only to evaluate the sum

S (T ) = S (T ; δ, f ) :=

∞∑

m,n=1;m,n
1−δ≤m/n≤1+δ

d(m)d(n)(mn)−1/2 Re






T∫

0

f (t)ν

(
t

2πm

) (
m

n

)it

dt






.

This sum is split into three subsums, according to the conditions:

(i) m > n,m/n ≤ 1 + δ, ii) m < n, n/m ≤ 1 + δ, iii) 1 + δ < n/m ≤
1

1−δ , and the subsums are denoted by S i(T ), S ii(T ), S iii(T ), respectively.

Integrating by parts, as in the proof of Theorem 4.3, and using f ′(t) ≪
T−1, we obtain

S iii(T ) ≪ T 1+ǫT−1
0 .

In S i(T ) we set m = n + r, and in S ii(T )n = m + r. Changing then m

into n in S ii(T ) we obtain, for 0 < δ < 1/2,

S (T ) = O
(

T 1+ǫT−1
0

)

+

∞∑

n=1

∑

1≤r≤δn
d(n)d(n + r)(n(n + r))−1/2

∞∫

0

f (t)

(

ν

(

t

2π(n + r)

)

+ ν

(
t

2πn

))

cos

(

t log

(

1 +
r

n

))

dt.
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Note that n ≤ bT in the range of summation of n in view of the

properties of ν(x). By (4.57) we see that the terms for which n ≤ T0

contribute

≪
∑

n≤T0

∑

r≤δn

d(n)d(n + r)

n
· n

r
≪ T ǫT0.

Now choose 0 < δ < 1/2 fixed, ǫ > 0 arbitrarily small but fixed, and

T1 = T1(ǫ, δ) so large that T ǫT−1
0
≤ δ for T ≥ T1. For r > T ǫT−1

0
n we

have log
(

1 + r
n

)

≪ T ǫT−1
0

. Thus integrating sufficiently many times by 205

parts it is seen that the contribution of the terms for which r > T ǫT−1
0

n

to S (T ) is negligible. We have

S (T ) = O(T ǫT0) + O(T 1+ǫT−1
0 ) +

∑

n≥T0

∑

r≤T ǫT−1
0
π

(4.81)

d(n)d(n + r)

(n(n + r))1/2

∞∫

0

f (t)

(

ν

(

t

2π(n + r)

)

+ ν

(
t

2πn

))

cos

(

t log

(

1 +
r

n

))

dt.

Next, for ν(·) in the above sum we have, by Taylor’s formula,

ν

(

t

2π(n + r)

)

= ν

(
t

2πn

)

− tr

2πn2
ν′

(
t

2πn

)

+ O

(

t2r2

n4

)

.

The contribution of the O-term to S (T ) is trivially

≪
∑

n≥T0

∑

r≤T ǫT−1
0

n

d(n)d(n + r)

(n(n + r))1/2
· T 3t2

n4

≪ T 3+ǫ
∑

n≥T0

n−5T 3ǫT−3
0 n3 ≪ T 3+4ǫT−4

0 .

Therefore (4.81) becomes

S (T ) = 2
∑

n≥T0

∑

r≤T ǫT−1
0

n

d(n)d(n + r)

(n(n + r))1/2
(4.82)

∞∫

0

f (t)ν

(
t

2πn

)

cos

(

t log

(

1 +
r

n

))

dt −
∑

n≥T0

1

2πn2

∑

r≤T ǫT−1
0

n
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rd(n)d(n + r)

(n(n + r))1/2

∞∫

0

f (t)tν′
(

t

2πn

)

cos

(

t log

(

1 +
r

n

))

dt

+ O
(

T 1+ǫT−1
0

)

+ O(T ǫT0) + O
(

T 3+4ǫT−4
0

)

.

The contribution of the second double sum in (4.82) is, on applying

Lemma 2.1,

≪ T ǫ
∑

T0≤n≤bT

n−2
∑

r≤T ǫT−1
0

n

r

n
· T · n

r
≪ T 1+3ǫT−1

0 .

Write now206

(n + r)−1/2 = n−1/2 − 1

2
rn−3/2 + O

(

r2n−5/2
)

.

The contribution of the terms −r/(2n3/2) to S (T ) will be

O
(

T 1+3ǫT−1
0

)

by Lemma 2.1. The 0-term will contribute

≪ T ǫ
∑

T0≤n≤bT

n−1
∑

r≤T ǫT−1
0

n

Tr2n−5/2 ≪ T 1+ǫ
∑

T0≤n≤bT

n−7/2T 3ǫT−3
0 n3

≪ T 3/2+4ǫT−3
0 .

Therefore

S (T ) = O
{

T 4ǫ
(

TT−1
0 + T0 + T 3T−4

0 + T 3/2T−3
0

)}

(4.83)

+ 2
∑

T0≤n≤bT

∑

r≤T ǫT−1
0

n

d(n)d(n + r)n−1

∞∫

0

f (t)ν

(
t

2πn

)

cos

(

t log

(

1 +
r

n

))

dt.

We may further simplify (4.83) by using

cos

(

t log

(

1 +
r

n

))

= cos

(
tr

n

)

+
tr2

2n2
sin

(
tr

n

)

+ O

(

t2r4

n4

)

.
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The contribution of the error term is

≪
∑

T0≤n≤bT

T ǫn−1
∑

r≤T ǫT−1
0

n

T 3r4n−4 ≪ T 4+6ǫT−5
0 .

The contribution of the sine terms will be, by Lemma 2.1,

O(T 2+4ǫT−2
0 ).

Hence we have

S (T ) =
∑

(T ) + O
{

T 6ǫ
(

T0 + TT−1
0 + T 2T−2

0 + T 3T−4
0 + T 4T−5

0

)}

, (4.84)

where

∑

(T ) := 2
∑

T0≤n≤bT

∑

r≤T ǫT−1
0

d(n)d(n + r)

n

∞∫

0

f (t)ν

(
t

2πn

)

cos

(
tr

n

)

dt. (4.85)

Writing Ar = max(T0, rT0T−ǫ), we may change the order of sum-
mation in

∑

(T ) and obtain

∑

(T ) = 2
∑

γ≤bT 1+ǫT−1
0

∑

Ar≤n≤bT

d(n)d(n + r)

n

∞∫

0

f (t)ν

(
t

2πn

)

cos

(
tr

n

)

dt. (4.86)

It would be good if the above sum could be evaluated as a double 207

(exponential) sum with divisor coefficients. This, unfortunately, does

not seem possible at the moment. One can, however, perform summa-

tion over n and then over r. Some loss is bound to occur in this approach,

used both by Heath-Brown and Zavorotnyi. The former shows that

∑

n≤x

d(n)d(n + r) = m(x, r) + E(x, r),

where for some absolute constants ci j

m(x, r) =

2∑

i=0

ci(r)x(log x)i, ci(r) =

2∑

j=0

ci j

2∑

j=0

ci j

∑

d|r
d−1(log d) j,
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and uniformly for 1 ≤ r ≤ x5/6

E(x, r) ≪ x5/6+ǫ , (4.87)

while uniformly for 1 ≤ r ≤ X3/4

2X∫

X

E2(x, r)dx ≪ X5/2+ǫ . (4.88)

The estimates (4.87) and (4.88) are of independent interest. They are

obtained by techniques from analytic number theory and T. Estermann’s

estimate [35]

|S (u, v; q)| ≤ d(q)q1/2(u, v, q)1/2 (4.89)

for the Kloosterman sum (e(y) = exp(2πiy))

S (u, v; q) =
∑

n≤q,(n,q)=1,nn′≡1 (mod q)

e

(

un + vn′

q

)

. (4.90)

In (4.86) we write the sum as

F(T, r) : =
∑

Ar≤n≤bT

d(n)d(n + r)h(n, r),

h(x, r) : =
1

x

∞∫

0

f (t)ν

(
t

2πx

)

cos

(
tr

x

)

dt.

Hence

F(T, r) =

bT∫

Ar

h(x, r)d{m(x, r) + E(x, r}

=

bT∫

Ar

m′(x, r)h(x, r)dx + E(x, r)h(x, r)

∣
∣
∣
∣
∣
∣

bT

Ar

−
bT∫

Ar

h′(x, r)E(x, r)dx.

By Lemma 2.1 we have h(x, r) = O(1/r) uniformly in r. Thus the208
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total contribution of the integrated terms to S (T ) is ≪ T 5/6+ǫ , the con-

dition r ≤ T 5/6 being trivial if we suppose that T0 ≥ T 1/2. Next

dh(x, r)

dx
= −x−2

∞∫

0

f (t)ν

(
t

2πx

)

cos

(
tr

x

)

dt

− x−3

∞∫

0

f (t)
t

2π
ν′

(
t

2πx

)

cos

(
tr

x

)

dt + x−3

∞∫

0

f (t)trν

(
t

2πx

)

sin

(
tr

x

)

dt

≪ (rx)−1 + Tr(rx2)−1 ≪ T x2.

Using (4.88) (the condition r ≪ T 3/4 holds again for T0 ≥ T 1/2) we

obtain, for Ar ≤ Y ≤ bT ,

2Y∫

Y

h′(x, r)E(x, r)dx ≪ T





2Y∫

Y

x−4dx





1/2 



2Y∫

Y

E2(x, r)dx





1/2

≪ TY−3/2Y5/4+ǫ ≪ TYǫ−1/4.

Hence

∑

1≤r≤bT 1+ǫT−1
0

bT∫

Ar

h′(x, r)E(x, r)dx ≪
∑

1≤r≤bT 1+ǫT−1
0

T 1+ǫA
−1/4
r

≪
∑

r≤T ǫ

T 1+ǫT
−1/4

0
+

∑

T ǫ<r≤bT 1+ǫT−1
0

T 1+ǫT
−1/4

0
r−1/4

≪ T 1+2ǫT
−1/4

0
+ T 7/4+ǫT−1

0 .

It is the contribution of the last term above which is large, and sets

the limit of Heath-Brown’s method to E2(T ) ≪ T 7/8+ǫ , on choosing

T0 = T 7/8. With this choice of T0 we have

∑

(T ) = 2
∑

1≤r≤bT 1+ǫT−1
0

bT∫

Ar

m′(x, r)h(x, r)dx + O
(

T 7/8+ǫ
)

,
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with 209

m′(x, r) = (c0(r) + c1(r)) + (c1(r) + 2c2(r)) log x + c2(r) log2 x

= d0(r) + d1(r) log x + d2(r) log2 x,

say. Thus

∑

(T ) = 2

2∑

j=0

∑

1≤r≤bT 1+ǫT−1
0

d j(r)

bT∫

Ar

h(x, r) log j x dx + O
(

T 7/8+ǫ
)

.

By the second mean value theorem for integrals it is seen that h(x, r)

equals at most four expressions of the form

1

r
sin(τ1rx−1)ν(τ2/(2πx))

(

T

2
≤ τ1, τ2 ≤

5T

2

)

,

each multiplied by a factor containing the f -function. Hence by Lemma

2.1
Ar∫

0

h(x, r) log j x dx ≪ T ǫ−1r−2A2
r ≪ T 2ǫ−1T 2

0 ,

and so

∑

1≤r≤bT 1+ǫT−1
0

d j(r)

Ar∫

0

h(x, r) log j x dx ≪ T 2ǫ−1T 2
0 T 1+ǫT−1

0 = T 3ǫT0.

Thus

∑

(T ) = 2

2∑

j=0

∑

1≤r≤bT 1+ǫT−1
0

d j(r)

bT∫

0

h(x, r) log j x dx + O(T 7/8+ǫ).

Now write

h(x, r) =
1

x

2T∫

T

ν

(
t

2πx

)

cos

(
tr

x

)

dt +
1

x





T∫

T−T0

+

2T+T0∫

2T





f (t)ν

(
t

2πx

)

cos

(
tr

x

)

dt
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in case f (t) = f (t), and the case when f (t) = f (t) is analogous. The

contribution of the last two integrals is estimated in a similar way. By

using Lemma 2.1 we have

∑

r≤bT 1+ǫT−1
0

d j(r)

bT∫

0

T∫

T−T0

f (t)ν

(
t

2πx

)

x−1 cos

(
tr

x

)

dt dx

=
∑

r≤bT 1+ǫT−1
0

d j(r)

∫ T

T−T0

f (t)

(∫ bT

0

ν

(
t

2πx

)

x−1 cos

(
tr

x

)

dx

)

dt

≪ T0

∑

r≤bT 1+ǫT−1
0

d j(r)r−1T0,

which is negligible. The same bound holds for
2T+T0∫

2T

. Hence combining 210

this estimate with (4.84)-(4.86) we infer that, for T0 = T 7/8,

S (T ) = 0(T ǫT0) + 2

2∑

j=0

∑

1≤r≤bT 1+ǫT−1
0

(4.91)

d j(r)

bT∫

0

2T∫

T

x−1ν

(
t

2πx

)

cos

(
tr

x

)

log j x dt dx.

We have

2T∫

T

ν

(
t

2πx

)

cos

(
tr

x

)

dt =
x

r
ν

(
t

2πx

)

sin

(
tr

x

)
∣
∣
∣
∣
∣
∣

2T

T

− x

r

2T∫

T

1

2πx
ν′

(
t

2πx

)

sin

(
tr

x

)

dt.

Hence

S (T ) = 2

2∑

j=0

∑

1≤r≤bT 1+ǫT−1
0

d j(r)r−1






bT∫

0

sin

(
tr

x

)

ν

(
t

2πx

)

log j x · dx






∣
∣
∣
∣
∣
∣

2T

T
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− 1

π

2∑

j=0

∑

1≤r≤bT 1+ǫT−1
0

d j(r)r−1

2T∫

T

T∫

0

x−1 sin

(
tr

x

)

ν′
(

t

2πx

)

log j x dx dt + O(T ǫT0).

Note that ν(y), ν′(y) = 0 for y ≤ 1/b, and also ν′(y) = 0 for y ≥ b.

Hence
bT∫

0

becomes
bt/2π∫

0

in the first sum above and
bt/2π∫

t/2πb

in the second

sum. We make the change of variable t/(2πx) = y to obtain

S (T ) = 2

2∑

j=0

∑

1≤r≤bT 1+ǫT−1
0

d j(r)r−1






∞∫

1/b

sin(2πyr)ν(y)
t

2π
log j

(

t

2πy

)

dy

y2






∣
∣
∣
∣
∣
∣

2T

T

− 1

π

2∑

j=0

∑

r≤bT 1+ǫT−1
0

d j(r)r−1

2T∫

T





b∫

1/b

ν′(y) sin(2πyr) log j

(

t

2πy

)

dy

y





dt + O(T ǫT0).

It remains to write211

log
t

2πy
= log t − log(2πy),

log2 t

2πy
= log2 t − 2 log t log(2πy) + log2(2πy),

observe that the integral

∞∫

1/b

sin(2πyr)ν(y) log j(2πy)
dy

y2

converges and that, by lemma 2.1, it is uniformly O(1/r). Similar anal-

ysis holds for
b∫

1/b

. This means that in the expression for S (T ) we can

extend summation over r to ∞, making an error which is O(T 1+ǫT−1
0

).

In the second integral we can integrate log j t from T to 2T . This finally

gives

S (T ) =
(

C0t log2 t +C1t log t +C2t
)
∣
∣
∣
∣
∣
∣

2T

T

+ O(T 7/8+ǫ), (4.92)
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where each Ci is a linear combination of integrals of the type

∞∑

r=1

e j(r)r−1

∞∫

1/b

sin(2πyr)ν(y) log j(2πy)
dy

y2
,

∞∑

r=1

f j(r)r−1

b∫

1/b

sin(2πyr)ν′(2πyr)ν′(y) log j(2πy)
dy

y
,

with suitable e j(r), f j(r). When combined with (4.61) (k = 2), (4.92)

proves Heath-Brown’s result

E2(T ) ≪ T 7/8+ǫ . (4.93)

The only problem which remains is the technical one, namely to

show that (tH2,ν(log t))

∣
∣
∣
∣
∣

2T

T

from (4.61) cancels with all terms containing

the ν-function in (4.92). This can be achieved in two ways: first by fol-

lowing Zavorotnyi [167], who actually shows that this must be the case,

i,e. that the terms with the ν-function actually cancel each other. This

fact is a difficult part of Zavorotnyi’s proof of (4.6). Equally difficult, but

feasible, is to show this fact directly. We can identify the coefficients a j 212

in (4.3) in the final formula for I2(T ) by going through Heath-Brown’s

proof. Essentially these will come from
∞∫

1/b

if integration is from 1 to∞,

and no ν-function is present. But ν(y) = 1 for y ≥ b and in the integral

from 1 to b write ν(y) = 1+(ν(y)−1) and show that ν(y)−1 = −ν(1/y) can

be cancelled with the corresponding part from 1/b to b. The integrals

b∫

1/b

sin(2πyr)ν′(y) log j(2πy)
dy

y

will be the “true” integrals containing the ν-function. It can be, how-

ever, shown that the coefficients of H2,ν in (4.61) will contain exactly

the coefficients representable by these integrals. This requires a lot of

additional (technical) work, and will not be carried out explicitly here,
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since Zavorotnyi’s work already established that eventually all the terms

containing the ν-function cancel each other. Naturally, Heath-Brown’s

proof of (4.93) is in several ways technically simpler than the above one,

since it does not use the ν-function but smoothing with the exponential

factor exp(−t2G−2), which is easier to handle.

N. Zavorotnyi’s improvement of (4.93), namely (4.6), is based on

the convolution formula of N.V. Kuznetsov [106]. This gives an explicit

representation of

WN(s, γ; w0,w1) = N s−1
∞∑

n=1

τν(n) (4.94)

{

σ1−2s(n − N)w0

(√

n

N

)

+ σ1−2s(n + N)w1

(√

n

N

)}

,

where

σa(n) =
∑

d|n
da, τν(m) =| m |ν−1/2 σ1−2ν(m), σ1−2s(0) = ζ(2s − 1),

w0,w1 are sufficiently smooth functions with rapid decay. Crudely

speaking, Heath-Brown used (4.89) as the pointwise estimate of the ab-

solute value of the Kloosterman sum, whereas Kuznetsov’s formula for

(4.94) involves an average of Kloosterman sums, where a much larger213

cancellation of terms occurs, and at the end the sharp result (4.6) is ob-

tained. That massive cancellation occurs in sums of Kloosterman sums

may be seen from N.V. Kuznetsov’s bound
∑

c≤T

S (m, n; c)c−1 ≪ T 1/6(log T )1/3. (4.95)

Actually in application to the fourth moment Kuznetsov’s formula

(4.94) is used with w0(x) = 0, w1(x) = wN(x) ∈ C∞(0,∞) and with

s, ν→ 1/2. This is written as

WN

(

1

2
,

1

2
; 0,wN

)

: = N−1/2
∞∑

n=1

d(n)d(n + N)wN

(√

n

N

)

= Z
(d)

N

(

1

2
,

1

2
; h0

)

+ Z
(d)

−N

(

1

2
,

1

2
; h0 − h1

)
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+ Z
(c)

N

(

1

2
,

1

2
; h0 − h1

)

+ Z
(p)

N

(

1

2
,

1

2
; h∗

)

+GN .

The ZN’s are explicit, but complicated expressions, involving the

Hecke series and spectral values of the corresponding Laplacian. These

functions will contribute to the error term (in the application to I2(T ),

N ≤ T 1/3 with the choice T0 = T 2/3). The main term will arise, after a

long and complicated calculation, from

GN = lim
s→1/2
ν→1/2

{

ζN(s, ν)VN(1/2, ν) + ζN(s, 1 − ν)VN(1/2, 1 − ν)

+ ζN(1 − s, ν)VN(s, ν) + ζN(1 − s, 1 − ν)VN(s, l − ν)
}

where

ζN(s, ν) =
ζ(2s)ζ(2ν)

ζ(2s + 2ν)
τs+ν(N),

VN(s, ν) =

∞∫

0

(1 + x2)1−2swN(x)x2νdx.

The complete details of the proof are given by N. Zavorotnyi [167],

and will not be reproduced here. Another reason for not giving the de-

tails of proof is that in Chapter 5 spectral theory will be extensively

used in presenting Motohashi’s formula for the fourth moment (Theo-

rem 5.1), which is more powerful than Heath-Brown’s or Zavorotnyi’s.

Also in Section 5.3 more details on spectral theory and hecke series 214

may be found.

4.7 The Sixth Power Moment

We shall conclude this chapter by giving a discussion of I3(T ), based
on Theorem 4.3 and (4.61). This problem is considerably more difficult
than the problem of evaluation of I1(T ) or I2(T ), and it does not seen
possible at this moment to prove by any existing method even the weak
upper bound I3(T ) ≪ T 1+ǫ , much less an asymptotic formula for I3(T ).
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As in the case of I2(T ) we define similarly (see (4.59) with k = 3)

S (T ) =
∑

m,n;m,n=1
1−δ≤m/n≤1+δ

d3(m)d3(n)(mn)−1/2 Re






∞∫

0

f (t)ν

((
t

2π

)3/2

m−1

) (
m

n

)it

dt






= S i(T ) + S ii(T ) + S iii(T ),

say. We have 0 < δ < 1/2, in S i(T )m > n, m/n ≤ 1 + δ, in S ii(T ) we

have m < n, n/m ≤ 1 + δ, and in S iii(T ) 1 + δ < m ≤ 1/(1 − δ). The

property that ν(y) = 0 for y ≤ 1/b gives the condition m, n ≤ bT 3/2 in

S (T ), since 1 − δ ≤ m
n
≤ 1 + δ. We integrate S iii(T ) by parts and use

f ′(t) ≪ T−1
0

to obtain

S iii(T ) ≪
∑

m,n≤bT 3/2

d3(m)d3(n)(mn)−1/2T−1
0 ≪ T 3/2T−1

0 log4 T.

In S i(T ) we set m = n + r, and in S ii(T )n = m + r. Changing m into

n in S ii(T ) we obtain

S (T ) = O(T 3/2T−1
0 log4 T ) +

∞∑

n=1

∑

r≤δn
d3(n)d3(n + r)n−1/2(n + r)−

1
2

∞∫

0

f (t)

{

ν

(

(t/2π)3/2

n + r

)

+ ν

(

(t/2π)3/2

n

)}

cos(t log(1 +
r

n
))dt.

As in the case of I2(T ), the terms for which n ≤ T0 by Lemma 2.1215

make a contribution which is

≪
∑

n≤T0

∑

r≤δn

d3(n)d3(n + r)

n

n

r
≪ T ǫT0.

Now choose a fixed δ such that 0 < δ < 1
2
, ǫ > 0 arbitrarily small

but fixed, and T1 = T1(δ, ǫ) so large that T ǫT−1
0
≤ δ for T ≥ T1. For

r > T ǫT−1
0

n and n > T0 we have log(1+r/n) ≫ T ǫT−1
0

. Thus integrating

R times by parts we have
∑

T0<n≤bT 3/2

∑

T ǫT−1
0

n<r≤δn

d3(n)d3(n + r)n−1/2(n + r)−1/2
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∞∫

0

f (t)

{

ν

(

(d/2π)3/2

n + r

)

+ ν

(

(t/2π)3/2

n

)}

cos

(

t log

(

1 +
r

n

))

dt

≪ T ǫ
∑

T0≤n≤bT 3/2

1

n

∑

T ǫT−1
0

n<r≤δn

TT−R
0

(

log

(

1 +
r

n

))−R

≪ T 1+ǫ
∑

T0≤n≤bT 3/2

1

n
T−R

0

∑

T ǫT−1
0

n<r≤δn

nRr−R

≪ T 1+ǫT−R
0

∑

n≤bT 3/2

nR−1(T ǫT−1
0 )1−R ≪ T 1+ǫ+ǫ(1−R)T−1

0 T 3/2

≪ 1

if R = [5/(2ǫ) + 1], say. We thus have

S (T ) = O(T ǫT0) + O(T 3/2+ǫT−1
0 ) (4.96)

+
∑

T0≤n≤bT 3/2

∑

r≤T ǫT−1
0

n

d3(n)d3(n + r)n−1/2(n + r)−1/2

∞∫

0

f (t)

{

ν

(

(t/2π)3/2

n + r

)

+ ν

(

(t/2π)3/2

n

)}

cos

(

t log

(

1 +
r

n

))

dt.

Now we use

ν

(

(t/2π)3/2

n + r

)

= ν

(

(t/2π)3/2

n

)

−
(

t

2π

)3/2 r

n2
ν′

(

(t/2π)3/2

n

)

+ O

(

t3r2

n4

)

and Lemma 2.1 to find that the total error terms coming from the O-

term and ν′ are ≪ T 4+4ǫT−4
0

and T 3/2+2ǫT−1
0

, respectively. Hence for

T 1/2 ≤ T0 ≪ T 1−ǫ (4.96) becomes

S (T ) = O(T ǫT0) + O
(

T 3/2+2ǫT−1
0

)

+ O
(

T 4+4ǫT−4
0

)

(4.97)

+ 2
∑

T0≤n≤bT 3/2

∑

r≤T ǫT−1
0
π

d3(n)d3(n + r)n−1/2(n + r)−1/2

∞∫

0

f (t)ν

(

(t/2π)3/2

n

)

cos

(

t log

(

1 +
r

n

))

dt.
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The last sum can be further simplified if we use 216

(n + r)−1/2 = n−1/2 − 1

2
rn−3/2 + O

(

r2n−5/2
)

.

The contribution of the terms − 1
2
rn3/2 to S (T ) will be, by using

Lemma 2.1,

≪ T ǫ
∑

T0≤n≤bT 3/2

n−2
∑

r≤T ǫT−1
0

n

rnr−1 ≪ T 3/2+2ǫT−1
0 .

The O-term will contribute

≪ T ǫ
∑

T0≤n≤bT 3/2

n−1
∑

r≤T ǫT−1
0

n

Tr2n−5/2

≪ T 1+ǫ
∑

T0≤n≤bT 3/2

n−1/2T 3ǫT−3
0 ≪ T 7/4+4ǫT−3

0 ≪ T 3/2+4ǫT−1
0

if T0 ≥ T 1/2. We further simplify (4.97) by using

cos

(

t log

(

1 +
r

n

))

= cos

(
tr

n

)

+
tr2

2n2
sin

(
tr

n

)

+ O

(

t2r4

4

)

.

The contribution of the last error term is ≪ T 9/2+6ǫT−5
0

, and the

sine term contributes ≪ T 5/2+3ǫT−2
0

if we again use Lemma 2.1. For

T 1/2 ≤ T0 ≪ T 1−ǫ we have

T 9/2T−5
0 ≤ T 4T−4

0 ,

and we obtain

S (T ) =
∑

(T ) + O
{

T 6ǫ
(

T0 + T 3/2T−1
0 + T 5/2T−2

0 + T 4T−4
0

)}

,

where we set
∑

(T ) = 2
∑

T0≤n≤bT 3/2

∑

γ≤T ǫT−1
0

n

d3(n)d3(n + r)n−1

∞∫

0

f (t)ν

(

(t/2π)3/2

n

)

cos

(

t log

(

1 +
r

n

))

dt.

Therefore if we collect all previous estimates we obtain217
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Theorem 4.5. For T 1/2 ≤ T0 ≪ T 1−ǫ there exist polynomials Q9(y) and

H3,ν(y) of degree nine and seven, respectively, such that the coefficients

of H3,ν depend on the smoothing function ν(·), while those of Q9 do not,

and

I3, f (T ) =
(

tQ9(log t)
)

∣
∣
∣
∣
∣
∣

2T

T

+
(

tH3,ν(log t)
)

∣
∣
∣
∣
∣
∣

2T

T

+ O
{

T 6ǫ
(

T0 + T 3/2T−1
0 + T 5/2T−2

0 + T 4T−4
0

)}

+ 4
∑

T0≤n≤bT 3/2

∑

1≤r≤T ǫT−1
0

n

d3(n)d3(n + r)n−1

×
∞∫

0

f (t)ν

(

(t/2π)3/2

n

)

cos

(
tr

n

)

dt. (4.98)

Obviously, the best error term one can get here is O(T 5/6+ǫ) with the

choice T0 = T 5/6. But the main difficulty lies in the evaluation of the

double sum in (4.98). I expect the double sum in question to equal

(

tR3,ν(log t) + tS 3(log t)
)

∣
∣
∣
∣
∣
∣

2T

T

plus an error term, where R3,ν(y) is a polynomial of degree seven in y

whose coefficients depend on ν, and actually equals −H3,ν(y). The co-

efficients of the polynomial S 3(log t), of degree ≤ 7 in log t, should not

depend on ν. It is hard to imagine that one could take advantage of the

fact that the sum in (4.98) is a double sum, when the same situation was

difficult to exploit in the simpler case of I2(T ). One thing seems clear:

there is hope of getting I3(T ) ≤ T 1+ǫ (weak form of the sixth moment)

by this method only if one can take advantage in (4.98) of special prop-

erties of the function d3(·). Specifically, one should try to establish an 218

asymptotic formula for the summatory function of d3(n)d3(n+ r), where

n ≪ T 3/2, r ≪ T 1+ǫ . Trivial estimation of
∞∫

0

. . . dt in (4.98) by Lemma

2.1 produces only the trivial bound

I3(T ) ≪ T 3/2+ǫ .
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It should be of interest even to reprove

I3(T ) ≪ T 5/4+ǫ ,

which is (up to “ǫ”) the best currently known upper bound for I3(T ).

Finally, it was pointed out by Y. Motohashi that the key to solving the

sixth power moment problem lies probably in the use of spectral theory

of S L(3,Z). Motohashi was led to this assertion by analogy with the

study of I2(T ). His powerful method will be fully explained in Chapter

5. In any case, the formula (4.98) may serve as the basis for an attack on

the sixth moment. The double sum appearing in it has the merit that the

sum over r is “short”, in the sense that the range is≪ T 3/2+ǫT−1
0

, while

is the range for n is≪ T 3/2, and heuristically some saving should result

from this situation.
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Notes For Chapter 4

A proof of A.E. Ingham’s classical result (4.2), given in his work 219

[74], is given in Chapter 5 of Ivić [75]. The latter proof is based on the

ideas of K. Ramachandra [136] and the use of the mean value theorem

(1.15).

The asymptotic formula of H. Kober [101] for
∞∫

0

e−δt
∣
∣
∣ζ( 1

2
+ it)

∣
∣
∣
2

dt

is proved in Chapter 7 of Titchmarsh [155].
F.V. Atkinson proved, as δ→ 0+,

∞∫

0

e−δt
∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt =
1

δ

(

A log4 1

δ
+ B log3 1

δ
+C log2 1

δ
+ D log log

1

δ
+ E

)

+ O





(

1

δ

)13/14+ǫ
 (4.99)

with suitable constants a, B,C,D, E. In particular, he obtained

A =
1

2π2
, B = − 1

π2

(

2 log(2π) − 6γ +
24ζ′(2)

π2

)

.

His proof uses T. Estermann’s formula [34] for the sum

S (x, r) :=
∑

n≤x

d(n)d(n + r);

see Section 4.6 for Heath-Brown’s results (4.87) and (4.88), proved in

his paper [61]. Observe that A = a4 in (4.4), but B , a3. Atkinson

remarked that improved estimates for S (x, r), already available in his

time, would improve the exponent in the error term in (4.99) to 8/9 + ǫ,

and further improvements would result from the best known estimates

for S (x, r) (see Th. 4.1 of N.V. Kuznetsov [106]). Thus, through the

use of Estermann’s formula for S (x, r), Kloosterman sums appear in

the asymptotic formula for the integral in (4.99). In [34] Estermann

acknowledges the influence of E. Hecke in the approach to treat S (x, r)

by considering Dirichlet series of d(n)e
(

h
k
n
)

. Clearly one can see the

genesis of “Kloostermania” here.



240 4. A General Study of Even Moments

The work of N.I. Zavorotnyi [167] in which he proves (4.6) exists in

the form of a preprint, and to the best of my knowledge it has not been

published in a periodical.

For N.V. Kuznetsov’s convolution formula and related results in-220

volving the use of spectral theory of automorphic functions see his pa-

pers [103] - [107]. In [107] he claims to have proved

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

8

dt ≪ T (log T )B, (4.100)

but although his paper contains some nice and deep ideas, (4.100) is

not proved. Not only is the proof in the text itself not complete, but Y.

Motohashi kindly pointed out that e.g. the change of triple summation

in (3.6) of [127] needs certain conditions under which Φ0(x) does not

seem to satisfy the conditions stated in Theorem 4.

The function Ek(T ), defined by (4.9), should not be confused with

Eσ(T ) (defined by (2.2) for 1
2
< σ < 1), which was discussed in Chapter

2 and Chapter 3.

The definition of c(k) in (4.12) is made by using the gamma - func-

tion, so that the expression for c(k) makes sense even when k is not an

integer, although in that case I have no conjecture about the correct value

of c(k).

For some of the approximate functional equations for ζk(s) see

Chapter 4 of Ivić [75]. This contains also an account of the Riemann-

Siegel formula, for which one also see C.L. Siegel [152] and W. Gabcke

[38]. For Y. Motohashi’s analogue of the Riemann-Siegel formula for

ζ2(s), see his workds [124] and [126]. M. Jutila [93], [94] also obtained

interesting results concerning the approximate functional equation for

ζ2(s).

The smoothing function ρ(x) of the type given by Lemma 4.3 is used

also by Zavorotnyi [167], but his work does not give the construction of

such a function, whereas Lemma 4.3 does. Other authors, such as A.

Good [44], [45] or N.V. Kuznetsov [105], made use of similar smoothing

functions.

The classical results of G.H. Hardy and J.E. Littlewood on the ap-

proximate functuional equations for ζ(s) and ζ2(s) are to be found in
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their papers [56] and [57].

The rather awkward form of the approximate functional equation 221

(4.26) is used in the proof of Theorem 4.3. This is the reason why (4.26)

is derived.

For the Perron inversion formula for Dirichlet series, used in the

proof of (4.54), see the Appendix of Ivić [75] or Lemma 3.12 of E.C.

Titchmarsh [155].

Several interesting results on mean values of |ζ( 1
2
+ it)| are obtained

by J.B. Conrey and A. Ghosh [23] - [26] and Conrey et al. [23]. In

particular, in [26] Conrey and Ghosh consider c(k), as defined by (4.11),

for integral and non-integral values of k > 0. Assuming that c(k) exists

they show that

c(k) ≥ FkΓ
−1(k2 + 1)

∏

p






(

1 − 1

p

)k2




∞∑

j=0

(

Γ(k + j)

j!Γ(k)

)2

p− j










with specific values F3 = 10.13, F4 = 205, F5 = 3242, F6 = 28130,

and with even sharper conditional bounds. None of these lower bounds

contradict my conjectural value (4.12) for c(k).

The discussion on E(T ) in Section 4.5 complements Chapter 2. R.

Balasubramanian’s formula [6] is presented here to show how a dif-

ferent smoothing technique, namely one with the exponential function,

can be also effectively used. The bound (4.79) seems to be particularly

well-suited for the application of two-dimensional techniques for the

estimation of exponential sums, but it seems unlikely that these tech-

niques can improve on the result of Heath-Brown and Huxley (Theorem

2.7) that E(T ) ≪ T 7/22+ǫ . This is in distinction with (4.86), where one

does not see how to take advantage of the fact that the exponential sum

in question is two dimensional.

If instead of Heath-Brown’s results (4.87) and (4.88) one uses Th.

4.1 of N.V. Kuznetsov [106] for E(x, r), one can get E2(T ) ≪ T 5/7+ǫ di-

rectly by the method used in the text. N.I. Zavorotnyi’s approach [167],

which we also briefly discussed, is in the same vein, but it is more so-

phisticated and leads to (4.6).

From the discussion of E(T ) made in this chapter and previously in 222
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Chapter 2, and from the estimation of E2(T ) in Chapter 5, it transpires

that

Ek(T ) ≪ǫ T k/3+ǫ (4.101)

can be proved for k = 1, 2 by trivial estimation. In fact, for k = 2 no

non-trivial estimation of exponential sums with the quantities α jH
3
j
( 1

2
)

is known. The same situation is expected when k ≥ 3, so at most that

we can heuristically hope for is (4.101) for k = 3, which is of course the

sixth moment. But if (4.101) holds for k = 3, then for k > 3 it trivially

holds by using the bound for k = 3 and ζ( 1
2
+ it) ≪ t1/6. A strong

conjecture of A.I. Vinogradov [159] states that
∑

n≤x

dk(n)dk(n + r) = xQ2k−2(log x; r) + 0
(

x(k−1)/k
)

, (4.102)

where k ≥ 2 is fixed, Q2k−2 is a polynomial in log x of degree 2k − 2

whose coefficients depend on r, and r lies in a certain range (although

this is not discussed by Vinogradov). The asymptotic formula (4.102)

suggests that perhaps on could have

Ek(T ) ≪ǫ T (k−1)k+ǫ (k ≥ 2),

which is stronger than my conjecture (4.21) for k ≥ 3. Vinogradov’s

paper [159] stresses the importance of spectral theory of S L(k;Z) in the

problem of the evaluation of Ik(T ).

Additive divisor problems, of which (4.102) is an example, are es-

pecially difficult when r is not fixed, but may be depending on x. When

r is fixed, a large literature exists on the asymptotic formulas for sums

of dk(n)dm(n + r). For example, Y. Motohashi [123] shows that for any

fixed k ≥ 2

∑

n≤x

dk(n)d(n + 1) = x

k∑

j=0

ξk( j) logk− j x + O

(

x
(log log x)c(k)

log x

)

(4.103)

with c(k) ≥ 0 and constants ξk( j) which may be effectively calculated.

When k = 2 J.M. Deshouillers and H. Iwaniec [30] obtain the asymp-223

totic formula with the error term 0(x2/3+ǫ), and show explicitly

ξ2(0) = 6π−2, ξ2(1) =

∞∑

n=1

µ(n)n−2(4γ − 4 log n − 2),
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ξ2(2) = 4

∞∑

n=1

µ(n)n−2 {

(γ − log n)(γ − log n − 1) + 2
}

.

Their technique, based on the use of Kuznetsov’s trace formula, was

used by N.V. Kuznetsov himself in [106] to yield that, for k = 2 the

error term in (4.103) is O((x log x)2/3). For k = 3 D.R. Heath-Brown

[63] obtained (4.103) with the error term O(x1−1/102+ǫ), while for k ≥ 4

E. Fouvry and G. Tenenbaum [37] have shown that the error term is

O
(

x exp
(

−c1(k)
√

log x
))

.

The bound (4.95) is proved by N.V. Kuznetsov [104], while the

proof of this result (with (log T )1/3 replaced by T ǫ) has been alterna-

tively obtained by D. Goldfeld and P. Sarnak [43], whose method is

simpler than Kuznetsov’s. In fact, Y.V. Linnik [113] and A. Selberg

[150] independently conjectured that, for any ǫ > 0 and T > (m, n)1/2+ǫ ,

one has ∑

c≤T

c−1S (m, n; c) ≪ǫ T ǫ .

If true, this conjecture is close to being best possible, since M. Ram

Murthy [146] proved that, for some C1 > 0,

∑

c≤T

c−1S (m, n; c) = Ω

(

exp

(

C1 log T

log log T

))

.

As shown by Theorem 4.5, sums of d3(n)d3(n+r) play a fundamental

rôle in the study of I3(T ). They were studied, together with analytic

properties of the associated zeta-function

Z3(s) =

∞∑

n=1

d3(n)d3(n + r)n−s (Re s > 1),

by A.I. Vinogradov and L. Tahtadžjan [160]. This topic is also investi-

gated by A.I. Vinogradov [157], [158].





Chapter 5

Motohashi’s formula for the

fourth moment

5.1 Introduction and Statement fo results

IN THIS CHAPTER we shall study in detail Y . Motohashi’s recent 224

important work on the critical line. Instead of working directly with

I2(T ) =

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt

we shall deal with

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iT + it

)∣
∣
∣
∣
∣
∣

4

e−(t/∆)2

dt

(

0 < ∆ ≤ T

log T

)

, (5.1)

and then use later averaging techniques to obtain information about

I2(T ) itself, or about E2(T ). The last function was defined in Chapter 4

as

E2(T ) =

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt − T P4(log T ), (5.2)

where P4(y) is a suitable polynomial in y of degree four with the leading
coefficient equal to 1/(2π2). The basic idea is to consider the following

245
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function of four complex variables u, v,w, z, namely

I(u, v,w, z;∆) :=
1

∆
√
π

∞∫

−∞

ζ(u + it)ζ(v − it)ζ(w + it)ζ(z − it)e−(t/∆)2

dt. (5.3)

For Re u, Re v, Re w, Re z > 1 we have by absolute convergence

I(u, v,w, z;∆)

=
1

∆
√
π

∞∑

k=1

∞∑

ℓ=1

∞∑

m=1

∞∑

n=1

k−uℓ−vm−wn−z

∞∫

−∞

exp

(

it log
ℓn

km
− t2∆−2

)

dt

=

∞∑

k,ℓ,m,n=1

k−uℓ−vm−wn−z exp



−
(

∆

2
log

ℓn

km

)2


 ,

since
∞∫

−∞

eAx−Bx2

dx =

√

π

B
eA2/(4B) (Re B > 0).

Following the initial step in Atkinson’s treatment of E(T ) (see (2.7) and225

(2.8)) one writes then

I(u, v,w, z;∆) =






∑

km=ℓn

+
∑

km<ℓn

+
∑

km>ℓn





k−uℓ−vm−wn−z × exp



−
(

∆

2
log

ℓn

km

)2




= I1(u, v,w, z;∆) + I2(u, v,w, z;∆) + I3(u, v,w, z;∆), (5.4)

say. In I1 we have n = km/ℓ, hence

I1(u, v,w, z;∆) =
∑

k,m,ℓ,n≥1;km=ℓn

ℓz−vmu−w(km)−u−z

=

∞∑

r=1





∑

ℓn=r

ℓz−v









∑

km=r

mu−w




r−u−z =

∞∑

r=1

σz−v(r)σu−w(r)r−u−z.

To evaluate the last series we recall a classical identity of S. Ra-

manujan. This is

∞∑

n=1

σa(n)σb(n)n−s =
ζ(s)ζ(s − a)ζ(s − b)ζ(s − a − b)

ζ(2s − a − b)
(5.5)
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It is valid for Re s > max(1,Re a+1,Re b+1,Re a+Re b+1) and can

be proved by expanding both sides into an Euler product, since σz(n) is

a multiplicative function of n for any z. Setting s = u + z, a = z − v,

b = u − w we obtain

I1(u, v,w, z;∆) =
ζ(u + v)ζ(u + z)ζ(v + w)ζ(w + z)

ζ(u + v + w + z)
, (5.6)

thereby providing analytic continuation of I1 as a meromorphic function

of u, v,w, z over C4. By symmetry

I3(u, v,w, z;∆) = I2(v, u, z,w;∆), (5.7)

and the main task is to prove that I2(u, v,w, z;∆) also exists as a mero-

morphic function of u, v,w, z on C4. We are interested in (5.3) for

u = 1
2
+ iT , v = 1

2
− iT , w = 1

2
+ iT , z = 1

2
− iT , that is, in the an- 226

alytic continuation of the function defined initially by (5.3). Henceforth

we shall assume that I(u, v,w, z;∆) stands for the meromorphic function

of u, v,w, z on C4 defined initially by (5.3).

It is not difficult to show that

I

(

1

2
+ iT,

1

2
− iT,

1

2
+ iT,

1

2
− iT ;∆

)

= (5.8)

1

∆
√

x

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iT + it

)∣
∣
∣
∣
∣
∣

4

e−(t/∆)2

dt +

√
x

∆
Re






(

γ − log 2π + ∆−2

(

1

2
+ iT

))

exp









1
2
+ iT

∆





2







,

and the last expression is O

(

exp

(

−1

2
log2 T

))

for 0 < ∆ ≤ T

log T
. The

analytic continuation of I2(u, v,w, z;∆) is carried out in several steps, to

a region in which it admits an expression in terms of sums of Klooster-

man sums

S (m, n; c) =
∑

1≤d≤c,(d,c)=1,dd′≡1( mod c)

e

(

md + nd′

c

)

, (5.9)
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where e(x) = e2πix. This analytic continuation will be given in detail

in Section 5.2. It turns out that one can successfully apply the power-

ful machinery of Kuznetsov’s trace formula and the spectral theory of

automorphic forms to the resulting expression for analytic continuation.

This will be discussed in Section 5.3, while in Section 5.4 we shall ob-

tain an explicit formula for (5.1) which requires a considerable amount

of technical work. This is Motohashi’s main result, which we state here

as

Theorem 5.1. If 0 < ∆ ≤ I/ log T, then

1

∆
√
π

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iT + it

)∣
∣
∣
∣
∣
∣

4

e−(t/∆)2

dt (5.10)

= F0(T,∆) +
1

π

∞∫

−∞

∣
∣
∣
∣ζ

(
1
2
+ iξ

)∣∣
∣
∣

6

|ζ(1 + 2iξ)|2
θ(ξ; T,∆)dξ

=

∞∑

j=1

α jH
3
j

(

1

2

)

θ(x j; T,∆)

+

∞∑

k=6

d2k∑

j=1

α j,2kH3
j,2k

(

1

2

)

Λ(k; T,∆) + O
(

T−1 log2 T
)

,

where α j, a j,2k and the functions H j, H j,2k are defined in Section 5.3;227

F0, θ,Λ by (5.112) and (5.110). The 0-constant in (5.10) is absolute.

One can evaluate explicitly F0(T,∆) as follows. From Stirling’s for-

mula one has

Γ′(s) = Γ(s)

(

log s − 1

2s
+ a2s−2 + . . . + ar s−r + Fr(s)

)

with Fr(s) ≪r |s|−r−1. Hence by successive differentiation

Γ(k)(s)

Γ(s)
=

k∑

j=0

b j,k(s) log j s + c−1,k s−1 + . . . + c−r,k s−r + 0
(

r |s|−r−1
)
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for any fixed integers k ≥ 1, r ≥ 0, where each b j,k(s) (∼ b j,k for a

suitable constant b j,k) has an expansion in nonpositive powers of s. From

(5.112) it is seen that in evaluating F0(T,∆) we encounter sums which

involve, for 0 ≤ r ≤ 4,

Re






1

∆
√
π

∞∫

−∞

logr

(

1

2
+ iT + it

)

e−(t/∆)2

dt






= π−
1
2 Re






∞∫

−∞

logr

(

1

2
+ iT + iu∆

)

e−u2

du






= π−
1
2 Re






log T∫

− log T

logr

(

1

2
+ iT + iu∆

)

e−u2

du






+ OA(T−A)

for any fixed A > 0. For |u| ≤ log T one has the power series expansion

logr

(

1

2
+ iT + iu∆

)

= (log iT )r +

r∑

k=1

(

r

k

)

(log iT )r−k





u∆

T
+

1

2iT
− 1

2

(

u∆

T
+

1

2iT

)2

+ . . .





k

.

Thus in the range 0 < ∆ ≤ T exp(−
√

log T ) we have

F0(T,∆) = Q4(log T ) + O

(

exp

(

−1

2

√

log T

))

, (5.11)

where Q4(y) is a polynomial of degree four whose coefficients may be 228

explicitly evaluated.

A remarkable feature of Theorem 5.1 is that the error term appearing

in it is quite small. This makes it a powerful instrument in the study of

ζ(s) in general, with greater, with greater potential and applicability than

the formulas for the fourth moment of Heath-Brown and Zavorotnyi that

were discussed in Chapter 4. By more careful analysis, involving the

evaluation of certain exponential integrals by the saddle-point method, it

is possible to transform the right-hand side of (5.10) into a more explicit
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form, at the cost of a poorer error term and a shorter range for ∆. This

will be effected in Section 5.5, and the result is the following theorem

(all the relevant notation is defined in Section 5.3):

Theorem 5.2. If T
1
2 log−A T ≤ ∆ ≤ T exp(−

√

log T ) where A > 0 is

arbitrary but fixed, then there exists C = C(A) > 0 such that uniformly

in ∆

1

∆
√
π

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iT + it

)∣
∣
∣
∣
∣
∣

4

e−(t/∆)2

dt (5.12)

= π2−
1
2 T−

1
2

∞∑

j=1

α jx
− 1

2

j
H3

j

(

1

2

)

sin

(

x j log
x j

4eT

)

e−(∆x j/2T )2

+ O(logC T ).

By (5.11) we have F0(T,∆) ≫ log4 T , so that C ≥ 4 in (5.12). It is

also useful to have an integrated version of (5.12).

Theorem 5.3. If V
1
2 log −AV ≤ ∆ ≤ V exp(−

√

log V), where A > 0 is
arbitrary but fixed, then there exists C = C(A) > 0 such that uniformly
in ∆

1

∆
√
π

V∫

0

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iT + it

)∣
∣
∣
∣
∣
∣

4

e−(t/∆)2

dt dT (5.13)

= VP4(log V) + π

(
V

2

) 1
2
∞∑

j=1

α jH
3
j

(

1

2

)

x
−3/2

j
cos

(

x j log
x j

4eV

)

e−(∆x j/2V)2

+ O
(

V
1
2 logC V

)

+ O(∆ log5 V),

where P4(y) is a suitable polynomial of degree four in y. Moreover, if229

V
1
2 log−A V ≤ ∆ ≤ V

3
4 , then

1

∆
√
π

V∫

0

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iT + it

)∣
∣
∣
∣
∣
∣

4

e−(t/∆)2

dt dT = VP4(log V)

+ π

(
V

2

) 1
2
∞∑

j=1

α jH
3
j

(

1

2

)

c j cos

(

x j log
x j

4eV

)
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e−(∆x j/2V)2

+ O(V
1
2 ) + O(∆ log5 V), (5.14)

where, as j→ ∞,

c j = (1 + o(1))x
−3/2
j

.

In fact, it is not difficult to see that P4 is the same polynomial which

appears in the definition (5.2) of E2(T ) (see also (4.3) and (4.4)), and it

is possible to deduce an upper bound for E2(T ) from Theorem 5.3. This

is

Theorem 5.4. There is an absolute constant C > 0 such that

E2(T ) ≪ T 2/3 logC T. (5.15)

This upper bound is a slightly sharper form of the result (4.6) of

N. Zavorotnyi. We can also obtain integral averages of E2(T ) which

correspond to Theorem 3.1 and Theorem 3.7 for E1(T ) = E(T ). This is

Theorem 5.5. We have

T∫

0

E2(t)dt ≪ T 3/2 (5.16)

and
T∫

0

E2(t)

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt ≪ T 3/2 log4 T. (5.17)

We also have a mean square result on E2(T ), contained in

Theorem 5.6. There is a suitable constant C > 0 such that uniformly

for T 2/3 ≪ H ≤ T

T+H∫

T

E2
2(t)dt ≪ T 3/2H3/4 logC T. (5.18)

230
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The previous theorems dealt with upper bound results. However,

we can also obtain an omega-result for E2(T ). The result, which is one

of the most important applications of the explicit formula for the fourth

moment, is

Theorem 5.7.

E2(T ) = Ω(T
1
2 ). (5.19)

In the proof of Theorem 5.7, given in Section 5.7, we shall make use

of a non-vanishing type of result for automorphic L-functions, proved

recently by Y. Motohashi. However, if one could prove a certain linear

independence over the integers of spectral values, then we shall that

(5.19) may be replaced by the stronger

lim sup
T→∞

|E2(T )|T−
1
2 = +∞.

Finally, we shall reprove an important result of H. Iwaniec on sums

of integrals of |ζ
(

1
2
+ it

)

|4 in short intervals. In fact we improve on

Iwaniec’s result by obtaining log-powers where we had T ǫ . This is

Theorem 5.8. Suppose R < t1 < t2 < . . . < tR ≤ 2T with tr+1 − tr > ∆

(r = 1, 2, . . . ,R − 1) and T
1
2 ≤ ∆ ≤ T. Then there exist constants

C1,C2 > 0 such that

∑

r≤R

tr+∆∫

tr

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt ≪ R∆ logC1 T + R
1
2 T∆−

1
2 logC2 T.

We shall prove Theorems 5.4 - 5.6 and Theorem 5.8 in Section 5.1.

We remark that Theorem 5.8 yields

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

12

dt ≪ T 2 logD T

as a corollary with an effectively computable D > 0. The above esti-231

mate, with D = 17, was proved first by D.R. Heath-Brown.
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5.2 Analytic Continuation

As the first step we shall establish (5.8), which is important because the

integral (5.1) appears on the right-hand side. In (5.3) we move the line

of integration to L , as follows:

Then we have, for Re u, Re v, Re w, Re z > 1, by the residue theorem

I(u, v,w, z;∆) =
1

∆
√
π

∫

L

ζ(u + it)ζ(v − it)ζ(w + it)ζ(z − it)e−(t/∆)2

dt

+
2

∆
π

1
2





ζ(u + v − 1)ζ(w − u + 1)ζ(u + z − 1) exp





(

u − 1

∆

)2




+ ζ(u + v − 1)ζ(v + w − 1)ζ(z − v + 1) exp





(

v − 1

∆

)2




+ ζ(u − w + 1)ζ(v + w − 1)ζ(w + z − 1) exp





(

w − 1

∆

)2




+ζ(u + z − 1)ζ(v − z + 1)ζ(w + z − 1) exp





(

z − 1

∆

)2








.

Namely, there are simple poles of the integrand at the points t =

(1 − u)/i, (1 − w)/i, (v − 1)/i, (z − 1)/i and e.g.

lim
t→(1−u)/i

ζ(u + it)

(

t − 1 − u

i

)

=
1

i
,

hence the above relation follows. It obviously holds for those u, v,w, z 232
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such that i(1 − v), i(1 − z) ∈ D1, and i(u − 1), i(w − 1) ∈ D2. Then L

can be replaced by the real axis, and we obtain for any T > 0 and Re u,

Re v, Re w, Re z < 1,

I(u + iT, v − iT,w + iT, z − iT ;∆) (5.20)

=
1

∆
√
π

∞∫

−∞

ζ(u + iT + it)ζ(v − iT − it)ζ(w + iT + it)

ζ(z − iT − it)e−(t/∆)2

dt

+
2π

1
2

∆





ζ(u + v − 1)ζ(w − u + 1)ζ(u + z − 1) exp





(

u + iT − 1

∆

)2




+ ζ(u + v − 1)ζ(v + w − 1)ζ(z − v + 1) exp





(

v − iT − 1

∆

)2




+ ζ(u − w + 1)ζ(v + w − 1)ζ(w + z − 1) exp





(

w + iT − 1

∆

)2




+ζ(u + z − 1)ζ(v − z + 1)ζ(w + z − 1) exp





(

z − iT − 1

∆

)2








.

When (u, v,w, z) is in the neighbourhood of the point
(

1
2
, 1

2
, 1

2
, 1

2

)

, the

points u + v − 1, w − u + 1 etc. appearing in curly braces in (5.20) are

close to 0 and 1. Using the power series expansion of ζ(s) near these

points and simplifying we obtain (5.8) from (5.20).
The next step is to seek analytic continuation of the functions I2 and

I3, defined by (5.4), in the case u = 1
2
+ iT , v = 1

2
− iT , w = 1

2
+ iT ,

z = 1
2
− iT . We can write, for Re u, Re v, Re w, Re z > 1,

I2(u + iT, v − iT,w + iT, z − iT ;∆)

=

∞∑

m1,m2,n1,n2=1;m1m2<n1n2

m−u−iT
1 m−w−iT

2 n−v+iT
1 n−z+iT

2
exp



−
(

∆

2
log

n1n2

m1m2

)2


 .

We group together terms with m1m2 = m, set n1n2 = m + n, so that

m, n ≥ 1. Thus we obtain

I2(u + iT, v − iT,w + iT, z − iT ;∆)
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=

∞∑

m,n=1

m−u(m + n)−v





∑

m2 |m
mu−w

2









∑

n2 |(m+n)

nv−z
2





(

1 +
n

m

)iT

exp



−
(

∆

2
log

(

1 +
n

m

))2




=

∞∑

m,n=1

σu−w(m)σv−z(m + n)

(

1 +
n

m

)−v+iT

m−u−v exp



−
(

∆

2
log

(

1 +
n

m

))2


 .

233

To transform further the last expression we set p = s, q = w − s in

the beta-integral formula

Γ(p)Γ(q)

Γ(p + q)
=

∞∫

0

xp−1

(1 + x)p+q
dx (Re p,Re q > 0)

to obtain

Γ(s)Γ(w − s)

Γ(w)
=

∞∫

0

(1 + x)−wxs−1dx.

This means that F(s) = Γ(s)Γ(w− s)/Γ(w) (for w fixed) is the Mellin

transform of f (x) = (1 + x)−w. Hence by the Mellin inversion formula

Γ(w)(1 + x)−w =
1

2πi

a+i∞∫

a−i∞

Γ(s)Γ(w − s)x−sds, (5.21)

where Re w > a > 0, x > 0. We divide (5.21) by Γ(w), replace w

by w + it, multiply by exp(−(t/∆)2) and integrate over t. Using the

exponential integral as in the transformation of (5.3) we have

(1 + x)−w exp



−
(

∆

2
log(1 + x)

)2


 (5.22)

=
1

2πi

1

∆
√
π

∞∫

−∞

e−(t/∆)2

Γ(w + it)

a+i∞∫

a−i∞

Γ(s)Γ(w + it − s)x−sds dt
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=
1

2πi

a+i∞∫

a−i∞

M(s,w;∆)x−sds,

where the interchange of integration is justified by absolute conver-

gence, and where we set, for Re w > Re s > 0,

M(s,w;∆) :=
1

∆
√
π

∞∫

−∞

Γ(s)Γ(w + it − s)

Γ(w + it)
e−(t/∆)2

dt. (5.23)

By the Mellin inversion formula one has from (5.22), for Re s > 0

and any w,

M(s,w;∆) =

∞∫

0

ys−1(1 + y)−w exp



−
(

∆

2
log(1 + y)

)2


 dy. (5.24)

This implies that M(s,w;∆) is an entire function of w and a mero-234

morphic function of s which decays rapidly with respect to s. Namely,

we have for all s and w

M(s,w;∆) = (e2πis − 1)−1

∫

L

zs−1(1 − z)−w exp

(

−∆
2

4
log2(1 + z)

)

dz,

where L is the loop contour consisting of the real axis from +∞ to ǫ,

the circular arc of radius ǫ with center at the origin (0 < ǫ < 1), and

again the real axis from ǫ to +∞. By performing [C]+ 1 integrations by

parts in the above integral it is seen that

M(s,w;∆) = O(1 + |s|)−C

uniformly for any fixed C > 0, bounded w and Re s bounded, as long as

s stays away from nonpositive integers.

Now we recall that Ramanujan’s sum cr(n), defined by

cr(n) =

r∑

h=1,(h,r)=1

e

(

h

r
n

)

, (5.25)
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may be written alternatively as

cr(n) =
∑

d|r,d|n
µ

(
r

d

)

d =
∑

ℓm=r,m|n
µ(ℓ)m.

Thus

cr(n)r−s =
∑

ℓm=r,m|n
µ(ℓ)ℓ−sm1−s,

and consequently for Re s > 1

∞∑

r=1

cr(n)r−s =

∞∑

ℓ=1





∑

m|n
m1−s




µ(ℓ)ℓ−s =

σ1−s(n)

ζ(s)
.

In this formula set s = 1 − α with Reα < 0. Then we obtain

σα(n) = ζ(1 − α)

∞∑

r=1

cr(n)rα−1 (Reα < 0), (5.26)

which is a variant of a classical formula of S. Ramanujan. With (5.22)

and (5.26) we have

I2 =

∞∑

m,n=1

σu−w(m)σv−z(m + n)m−u−v · 1

2πi

a+i∞∫

a−i∞

M(s, v − iT ;∆)

(
n

m

)−s

ds = ζ(1 + z − v)

∞∑

r=1

∞∑

m,n=1

σu−w(m)cr(m + n)rv−z−1 · 1

2πi

a+i∞∫

a−i∞

M(s, v − iT ;∆)msn−sds

235

= ζ(1 + z − v)

∞∑

r=1

rv−z−1
r∑

h=1,(h,r)=1

∞∑

m=1

∞∑

n=1

e

(

(m + n)
h

r

)

σu−w(m)m−u−v 1

2πi

a+i∞∫

a−i∞

msn−sM(s, v − iT ;∆)ds
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= ζ(1 + z − v)

∞∑

r=1

rv−z−1
r∑

h=1,(h,r)=1

1

2πi

a+i∞∫

a−i∞

M(s, v − iT ;∆)





∞∑

n=1

e(
h

r
n)n−s









∞∑

m=1

e(
h

r
m)σu−w(m)m−u−v+s



 ds.

The introduction of Ramanujan’s sums via the identity (5.26) played
a crucial rôle, because it enabled us to separate the variables m and n,

since e
(

(m + n) h
r

)

= e
(

m h
r

)

e
(

n h
r

)

. To write the last two sums above in

brackets in closed form we introduce the zeta-functions

D

(

s;α, e

(

h

r

))

:=

∞∑

m=1

σα(m)e

(

h

r
m

)

m−s (σ > max(1,Reα + 1)) (5.27)

and

ζ

(

s; e

(

h

r

))

:=

∞∑

n=1

e

(

h

r
n

)

n−s (Re s > 1), (5.28)

the latter being a special case (with x = h/r, a = 0) of the so-called

Lerch zeta-function

ϕ(x, a, s) =

∞∑

n=0

e(nx)(n + a)−s. (5.29)

With this notation we obtain, for Re u, Re w > 1 and Re v > Re z >

a > 1,

I2(u + iT, v − iT,w + iT, z − iT ;∆) (5.30)

= ζ(1 + v − z)

∞∑

r=1

rz−v−1
r∑

h=1
(h,r)=1

1

2πi

a+i∞∫

a−i∞

D

(

u + z − s; u − w, e

(

h

r

))

ζ

(

s; e

(

h

r

))

M(s, z − iT ;∆)ds.

Actually here we changed places of v and z, for technical reasons,

which is permissible because from the definition of I2 it follows that236
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I2(u + iT, v − iT,w + iT, z − iT ;∆) = I2(u + iT, z − iT,w + iT, v − iT ;∆).

A common property of zeta-functions is that they possess in many

cases functional equations resembling (and often generalizing) the clas-

sical functional equation (1.8) for ζ(s). This is the case with the zeta-

function D(·), defined by (5.27). If (h, r) = 1 and hh̄ ≡ 1(mod r), then

we have the functional equation

D

(

s;α, e

(

h

r

))

= 2(2π)2s−2−αrα−2s+1Γ(1 − s)Γ(1 + α − s) (5.31)

{

− cos

(

πs − πα
2

)

D

(

1 − s;−α, e
(

− h̄

r

))

+D

(

1 − s;−α, e
(

h̄

r

))

cos

(
πα

2

)}

.

The functional equation (5.31) follows similarly as does the func-

tional equation (hh̄ ≡ 1( mod k) here)

E

(

s,
h

k

)

= 2(2π)2s−2Γ2(1 − s)k1−2s

×
{

E

(

1 − s,
h̄

k

)

− cos(πs)E

(

1 − s,− h̄

k

)}

, (5.32)

where

E

(

s,
h

k

)

:=

∞∑

m=1

d(m)e

(

m
h

k

)

m−s (Re s > 1),

so that

E

(

s,
h

r

)

= D

(

s; 0, e

(

h

r

))

and (5.32) is a special case of (5.31). To obtain (5.31) one writes

D

(

s;α, e

(

h

r

))

=

∞∑

m,n=1

e

(

h

r
mn

)

mα(mn)−s (5.33)

=

r∑

a,b=1

e

(

h

r
ab

)
∑

m≡a(mod r), n≡b(mod r)

mα−sn−s



260 5. Motohashi’s formula for the fourth moment

=

r∑

a,b=1

e

(

h

r
ab

) ∞∑

µ,ν=0

(a + µr)α−s(b + νr)−s

= rα−2s
r∑

a,b=1

e

(

h

r
ab

)

ζ

(

s − α, a

r

)

ζ

(

s,
b

r

)

,

where237

ζ(s, a) =

∞∑

n=0

(n + a)−s (0 ≤ a ≤ 1, Re s > 1)

is the Hurwitz zeta-function (it should not be confused with ζ

(

s; e

(

h

r

))

of (5.28)). The representation (5.33) provides analytic continuation of

D(·), showing that it has simple poles at s = 1 and s = α + 1 (α , 0)

with residues rα−1ζ(1 − α) and r−α−1ζ(1 + α), respectively.

We can write ζ(s, a) as

ζ(s, a) =

∞∑

n=0

1

Γ(s)

∞∫

0

xs−1e−(n+a)xdx =
1

Γ(s)

∞∫

0

xs−1e−ax

1 − e−x
dx (5.34)

=
e−iπsΓ(1 − s)

2πi

∫

C

zs−1e−az

1 − e−z
dz,

where C is the loop contour as in the proof of Theorem 2.10, and where

we have used Γ(s)Γ(1 − s) = π/ sin(πs). The last integral representation

provides the analytic continuation of ζ(s, a) over the whole complex

plane. Expanding the loop to infinity it is seen that the residues at 2mπi

and −2mπi contribute together

−2(2mπ)s−1e+iπs sin

(

1

2
πs + 2mπa

)

,

hence it follows that

ζ(s, a) = 2(2π)s−1Γ(1 − s)

∞∑

m=1

sin

(

1

2
πs + 2mπa

)

ms−1 (Re s < 0). (5.35)
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Inserting (5.35) in (5.33) and simplifying one obtains (5.31) for

Re s < 0, and by analytic continuation (5.31) holds also for other values

of s.

Now we return to (5.30) and shift the line of integration to Re s = b,

where b > a + 1 and the conditions

Re u > 1, Re w > 1, Re v > Re z > a > 1 (5.36)

and

Re(u + z) < b, Re(z +w) < b, 2(b + 1) < Re(u + v +w + z) (5.37)

are satisfied. There is a domain in C4 where both (5.36) and (5.37) are 238

satisfied, and assuming u , w there are simple poles at s = −1 + u + z

and s = −1 + w + z. By using (5.26) and

∞∑

n=1

σa(n)n−s = ζ(s)ζ(s − a) (σ > max(1,Re a + 1)),

it is seen that the contribution of the residues from these poles to (5.30)
will be

ζ(u + v)ζ(z + w − 1)ζ(1 + v − z)ζ(1 + u − w)

ζ(u + v − z − w + 2)
M(z + w − 1, z − iT ;∆) (5.38)

+
ζ(w + v)ζ(u + z − 1)ζ(1 + v − z)ζ(1 + w − u)

ζ(w + v − u − z + 2)
M(u + z − 1, z − iT ;∆).

There remains

ζ(1 + v − z)

∞∑

r=1

rz−v−1
r∑

h=1
(h,r)=1

b+i∞∫

b−i∞

D

(

u + z − s; u − w, e

(

h

r

))

(5.39)

ζ

(

s; e

(

h

r

))

M(s, z − iT ;∆)ds.

By (5.31) it is seen that the double sum in (5.39) converges abso-

lutely in the region defined by (5.37), hence there it is regular. Therefore



262 5. Motohashi’s formula for the fourth moment

in (5.37) I2 possesses analytic continuation and in that region it may be

decomposed into the sum of the expressions (5.38) and (5.39), so we

may write

I2(u + iT, v − iT,w + iT, z − iT ;∆)

= I
(1)

2
(u, v,w, z; T,∆) + I

(2)

2
(u, v,w, z; T,∆), (5.40)

where I
(1)

2
denotes the first summand in (5.38), and I

(2)

2
denotes the sec-

ond. At this point we shall use the functional equation (5.31) and sim-

plify the resulting expression. The exponential factors e

(

h

r

)

and e

(

− h̄

r

)

will lead to the appearance of the Kloosterman sums

S (m, n; c) =
∑

1≤d≤c,(d,c)=1, dd̄≡(mod c)

e

(

md + nd̄

c

)

(5.41)

and the related Kloosterman-sum zeta-function

Zm,n(s) := (2π
√

mn)2s−1
∞∑

ℓ=1

S (m, n; ℓ)ℓ−2s. (5.42)

This is one of the most important features of the whole approach,

since sums of Kloosterman sums can be successfully treated by the

Kuznetsov trace formula and spectral theory of automorphic forms. In

view of the bound S (m, n; c) ≪m,n,ǫ c
1
2
+ǫ (see (4.89)) it is seen that the239

series representation (5.42) is valid for σ > 3/4.

So we use the functional equation (5.31) in (5.39), writing

I
(2)

2
(u, v,w, z; T,∆) = I

(2)

2,+
(u, v,w, z; T,∆) + I

(2)

2,−(u, v,w, z; T,∆), (5.43)

where I
(2)

2,+
refers to D

(

1 − s;−α, e
(

h̄
s

))

cos
(
πα
2

)

in (5.31), and I
(2)

2,− to

− cos
(

πs − πα
2

)

D
(

1 − s;−α, e
(

− h̄
r

))

. Then we obtain

I
(2)

2,− = ζ(1 + v − z)

∞∑

r=1

rz−v−1

r∑

h=1
(h,r)=1

1

2πi

b+i∞∫

b−i∞

−2(2π)2u+2z−2s−2−u+wru−w−2u−2z+2s+1
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× Γ(1 − u − z − s)Γ(1 − w − z + s) cos

(

π(u + z − s) − π
2

(u − w)

)

D

(

1 − u − z + s; w − u, e

(

− h̄

r

))

ζ

(

s; e

(

h

r

))

M(s, z − iT ;∆)ds

= ζ(1 + v − z)

∞∑

r=1

r−u−v−w−z −1

2πi

r∑

h=1,(h,r)=1

b+i∞∫

b−i∞

2(2π)u+w+2z−2s−2r2s

Γ(1 − u − z + s)Γ(1 − w − z + s) × cos

(

π

(

z +
u + w

2
− s

))

M(s, z − iT ;∆)

∞∑

m=1

e

(

h

r
m

)

m−s

∞∑

n=1

σw−u(n)e

(

− h̄

r
n

)

n−1+u+z−sds

= ζ(1 + v − z)

∞∑

m=1

∞∑

n=1

2iσw−u(n)n−1+u+z

∞∑

r=1

r−u−v−w−z





r∑

h=1,(h,r)=1

e

(

hm − h̄n

r

)




×
b+i∞∫

b−i∞

cos

(

π

(

z +
u + w

2
− s

))

Γ(1 − u − z + s)Γ(1 − w − z + s)

M(s, z − iT ;∆)(2π)u+w+2z−2s−3r2s(mn)−sds,

where the interchange of summation and integration is justified by abso-

lute convergence because of the choice of b. If h runs over a reduced sys-

tem of residues mod r, so does −h̄, so that the sum over h is S (−m, n; r).

Hence after some rearrangement, which will be useful later for technical

reasons (i.e. application of (5.64)), we obtain

I
(2)

2,−(u, v,w, z; T,∆) = 2i(2π)2−v−2ζ(1 + v − 2)

∞∑

m=1

∞∑

n=1

(5.44)

δw−u(n)n−
1
2

(w+v−u−z+l)m−
1
2

(u+v+w+z−1)

×
∞∑

r=1

S (−m, n; r)

r

(

2π
√

mn

r

)u+v+w+z−1

×
b+i∞∫

b−i∞

cos

(

π

(

z +
u + w

2
− s

))

Γ(1 − u − z + s)Γ(1 − w − z + s)

M(s, z − iT ;∆)

(

2π
√

mn

r

)−2s

ds.

240
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In a similar way it follows that

I
(2)

2,+
(u, v,w, z; T,∆) = −2i(2π)z−v−z cos

(
π

2
(u − w)

)

ζ(1 + v − z)

∞∑

m=1

∞∑

n=1

m−
1
2

(u+v+w+z−1)σw−u(n)n−
1
2

(w+v−u−z+1)

×
b+i∞∫

b−i∞

Zm,n

(
u + v + w + z

2
− s

)

Γ(1 − u − z + s)

× Γ(1 − w − z + s)M(s, z − iT ;∆)ds, (5.45)

where the Kloosterman-sum zeta-function Zm,n is defined by (5.42). This

ends our present transformation of I2. Further analysis will be carried

out by the means of spectral theory of automorphic functions and the

Kuznetsov trace formula.

5.3 Application of Spectral theory and Kuznetsov’s

trace formula

We begin first by introducing briefly some notions and results which

will be used later. A detailed study would lead us too much astray.

On the upper complex half-plane H the modular group

Γ = S L(2,Z) =

{[

a b

c d

]

: (a, b, c, d ∈ Z) ∧ (ad − bc = 1)

}

acts in the obvious way. Namely, if γ ∈ Γ, then γz =
az + b

cz + d
. The

non-Euclidean Laplace operator

L = −y2

(

∂2

∂x2
+
∂2

∂y2

)

is invariant under Γ, as is the measure dµ(z) = y−2dxdy, z = x + iy. The

terminology non-Euclidean comes from the fact that H is the Poincaré

model of Lobačevskyi’s hyperbolic geometry, where straight lines are
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either semicircles with centers on the real axis or lines perpendicular to241

it. The classical cusp forms of even integral weight are regular functions

f (z) on H such that

f (γz) = (cz + d)k f (z)

for any γ ∈ Γ and y
1
2

k| f (z)| is bounded as y → ∞. As a generalization

of these, H. Maass introduced non-holomorphic cusp forms (cusp forms

of weight zero), the so-called Maass wave forms. They are the eigen-

functions of the discrete spectrum of L (which has the form {λ j}∞j=1
with

λ j = x2
j
+

1

4
and x j > 0), and they satisfy the partial differential equa-

tion LΨ(z) = λΨ(z). Every solution Ψ(z) satisfies also Ψ(γz) = Ψ(z) for

γ ∈ Γ, and the finiteness condition

∫

D

|Ψ(z)|2dµ(z) =

∫

D

|Ψ(x + iy)|2y−2dx dy < +∞,

where D is the fundamental domain of the modular group Γ. In standard

form one usually takes (z = x + iy)

D =

{

z : y > 0, |z| > 1,−1

2
≤ x <

1

2

}

∩
{

z : |z| = 1,−1

2
≤ x < 0

}

.

Since Ψ(z) is periodic in x = Re z with period 1, it has a Fourier

series of the form

Ψ(z) =

∞∑

m=−∞
cm(y)e2πimx.

If we insert this relation in the equation LΨ(z) = λΨ(z), multiply

by e(−nx) and integrate over x from 0 to 1, we obtain the differential

equation

−y2c′′n (y) + 4π2n2y2cn(y) = λcn(y),

which determines cn(y) up to a constant factor. For n , 0 and y > 0 the

solution of this equation is

cn(y) = ρ(n)y
1
2 Kix(2π|n|y) + ρ̄(n)y

1
2 Iix(2π|n|y),
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where x =
(

λ − 1
4

) 1
2 , ρ(n) and ρ̃(n) are constants, I and K are the Bessel

functions. The above finiteness condition forces ρ̃(n) = 0 and yields

also c0(y) = 0. Thus if ϕ j is the eigenfunction attached to x j, then we 242

have the Fourier expansion

ϕ j(z) =
∑

n,0

ρ j(n)e(nx)y
1
2 Kix j

(2π|n|y) (z = x + iy),

and moreover for real-valued ϕ j we have ρ j(n) = ρ j(−n), in which case

ϕ j is either an even or an odd function of x.

The function Ks(y) is an even function of s and is real for s purely

imaginary and y > 0. For Re z > 0 one defines

Ks(z) =
1

2

∞∫

0

ts−1 exp

(

− z

2

(

t +
1

2

))

dt,

which gives Ks(z) = K−s(z) by changing t to 1/t in the above integral.

We have the Mellin transform

∞∫

0

Kr(x)xs−1dx = 2s−2Γ

(
s + r

2

)

Γ

(
s − r

2

)

(Re s > |Re r|), (5.46)

and if Re s, Re z > 0, then

Ks(z) ∼ 2s−1Γ(s)z−s (z→ 0),K2(z) ∼
(
π

2z

) 1
2

e−z (z→ ∞).

Setting s = ir, z = y in the definition of K2(z) we obtain

Kir(y) =

∞∫

0

e−ycht cos(rt)dt ∼
(

π

2y

) 1
2

e−y (y→ ∞)

for r fixed, while for y fixed

Kir(y) ∼
(

2π

r

) 1
2

e−
1
2
πr sin

(
π

4
+ r log r − r − r log

y

2

)

(r → ∞).
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From the Mellin transform formula (5.46) one obtains by the inver-

sion formula for Mellin transforms

K2ir(x) =
1

4πi

σ+i∞∫

σ−i∞

4sΓ(s + ir)Γ(s − ir)x−2s ds(x > 0, σ > 0).

Henceforth let ϕ j denote the Maass wave form attached to x j, so

that {ϕ j}∞j=1
forms an orthonormal basis (with respect to the Petersson

inner product ( f1, f2) =
∫

D

f1 f̄2dµ(z)) of all cusp forms of H, and ϕ j is an

eigenfunction of every Hecke operator. The Hecke operator Tn acts on

H, for a given n ∈ N, by the relation

(Tn f )(z) = n−
1
2

∑

ad=n, d>0

∑

b(mod d)

f

(

az + b

d

)

,

and we also have (T−1 f )(z) = f (−z̄). The Hecke operators are commu- 243

tative, which follows from the relation (omitting f and z)

TnTm =
∑

d|(n,m)

Tnm/d2 , (5.47)

so that Tnm = TnTm if (n,m) = 1, that is, Tn is a multiplicative function

of n. Thus Tn is determined by its values at prime powers n = pα, and

(5.47) yields for α ≥ 2

Tpα = TpTpα−1 − Tpα−2 .

This recurrence relation shows that if we define the Čebyshev poly-

nomial Un(x)(n = 0, 1, . . .) by the identity

Un(cos θ) =
sin(n + 1)θ

sin θ
,

then for any integer r ≥ 1

Tpr = Ur

(

1

2
Tp

)

=
∑

0≤k≤ 1
2

r

(−1)k(r − k)!

k!(r − 2k)!
T r−2k

p .
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Let, for each n ≥ 1, t j(n) denote the eigenvalue corresponding to ϕ j

with respect to Tn, i.e. Tnϕ j(z) = t j(n)ϕ j(z), and assume that ϕ j(z) is

an eigenfunction of the reflection operator. This means that ϕ j(−z̄) =

ǫ jϕ j(z), where ǫ j = ±1 is the parity sign of the form corresponding to

x j. Thus ǫ j = +1 if ϕ j is an even function of x, and ǫ j = −1 if ϕ j is an

odd function of x. Calculating Tnϕ j(z) by using the Fourier expansion

of ϕ j(z), it follows that

Tnϕ j(z) =
∑

m,0





∑

d|(n,m),d>0

ρ j

(
nm

d2

)



e(mx)y

1
2 Kix j

(2π|m|y),

while by comparing this result with the expansion of t j(n)ϕ j(z) we obtain

t j(n)ρ j(m) =
∑

d|(n,m),d>0

ρ j

(
nm

d2

)

, (m , 0)

hence in particular244

ρ j(1)t j(n) = ρ j(n) (n ≥ 1, j ≥ 1).

The Fourier coefficient ρ j(1) is of special importance in the sequel.

Following standard usage we set

α j := |ρ j(1)|2(ch(πx j))
−1.

One always has α j > 0, for otherwise the corresponding Maass wave

form would be identically zero (since ρ j(n) = ρ j(1)t j(n)), which is im-

possible.

N.V. Kuznetsov proved the asymptotic formula

∑

x j≤T

|ρ j(n)|2(chπx j)
−1 =

(
T

π

)2

+ O

(

T log T + Tnǫ + n
1
2
+ǫ

)

, (5.48)

so that (5.48) for n = 1 provides an asymptotic formula for
∑

x j≤T

α j.

From the theory of the Selberg zeta-function it follows that

{x j : x j ≤ T } = T 2

12
+ O(T ),

{

x j : |x j − T | ≤ 1
}

≪ T, (5.49)
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whence

x j ∼
√

12 j ( j→ ∞).

By the Rankin-Selberg convolution method one can deduce a func-

tional equation and obtain analytic continuation of the function

R j(s) =

∞∑

n=1

|ρ j(n)|2n−s,

and furthermore deduce

∑

n≤N

|ρ j(n)|2 = 6π−2ch(πx j)N + O j,ǫ(N
3/5+ǫ). (5.50)

This immediately implies ρ j(n) ≪ǫ, j n3/10+ǫ , but even ρ j(n) ≪ǫ, j

n1/5+ǫ is known.

At this point we define the Hecke series 245

H j(s) :=

∞∑

n=1

t j(n)n−s =
∏

p

(

1 − t j(p)p−s + p−2s
)−1

(5.51)

in the region of absolute convergence of the above series and product

(which includes the region σ > 2, since t j(n) ≪ σ1(n)), and otherwise

by analytic continuation. From the properties of Hecke operators Tn it

follows that t j(n) is a multiplicative function of n, and in fact

t j(m)t j(n) =
∑

d|(m,n)

t j

(
mn

d2

)

(m, n ≥ 1). (5.52)

Writing out the series representation for H j(s)H j(s − a) and using

(5.52) it is seen that, in the region of absolute convergence, we have

∞∑

n=1

σa(n)t j(n)n−s = (H j(s)H j(s − a))/ζ(2s − a). (5.53)

This identity is the counterpart of the classical Ramanujan identity

(5.5).
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The Hecke series satisfy the functional equation

H j(s) = π−1(2π)2s−1Γ(1 − s + ix j)Γ(1 − s − ix j)

{− cos(πs) + ǫ jch(πx j)}H j(1 − s), (5.54)

where ǫ j is the parity sign corresponding to ϕ j. This functional equation

is analogous to the functional equation ζ(s) = x(s)ζ(1 − s) for the Rie-

mann zeta-function. The function H j(s) is an entire function of s and

satisfies H j(s) ≪ xc
j

for some c > 0 and bounded s.

One has the following formula, due to Y. Motohashi:

∑

x j≤T

α jH
2
j

(

1

2

)

=
2T 2

π2

(

log T + γ − 1

2
− log(2π)

)

+O(T log6 T ). (5.55)

We shall now briefly discuss holomorphic cusp forms and introduce

analogous notions and notation. Let {ϕ j,2k}, 1 ≤ j ≤ d2k, k ≥ 6 be the

orthonormal basis, which consists of eigenfunctions of Hecke operators

T2k(n), of the Petersson unitary space of holomorphic cusp forms of246

weight 2k for the full modular group. Thus for every n ≥ 1 there is a

t j,2k(n) such that

T2k(n)(ϕ j,2k(z)) (5.56)

= n−
1
2

∑

ad=n, d>0

(
a

d

)k ∑

b( mod d)

ϕ j,2k

(

az + b

d

)

= t j,2k(n)ϕ j,2k(z).

The corresponding Hecke series

H j,2k(s) :=

∞∑

n=1

t j,2k(n)n−s (5.57)

converges absolutely, as in the case of H j(s), at least for σ > 2. The

function H j,2k(s) is entire. It satisfies a functional equation which im-

plies that, uniformly for bounded s,

H j,2k(s) ≪ j kc (5.58)
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nor some c > 0. The analogue of (5.52) is

∞∑

n=1

σa(n)t j,2k(n)n−s = (H j,2k(s)H j,2k(s − a))/ζ(2s − a). (5.59)

If ρ j,2k(1) is the first Fourier coefficient of ϕ j,2k, then let

α j,2k := (2k − 1)!2−4k+2π−2k−1|ρ j,2k(1)|2.

Setting

pm,n(k) := (2k − 1)

∞∑

ℓ=1

1

ℓ
S (m, n; ℓ)J2k−1

(

4π
√

mnℓ−1
)

, (5.60)

where J is the Bessel function of the first kind, we have for every m, n ≥
1 Petersson’s formula

pm,n(k) =
π

2
(−1)k

∑

j≤d2k

α j,2kt j,2k(m)t j,2k(n) + (−1)k−1δm,n

(2k − 1)

π
, (5.61)

where δm,n = 1 if m = n and δm,n = 0 if m , n. From the standard

representation

Jν(x) =
2π−

1
2 (x/2)ν

Γ(ν + 1
2
)

1∫

0

cos(xt)(1 − t2)ν−
1
2 dt

(

Re ν > −1

2

)

one obtains, for x > 0,

J2k−1(x) ≪ 1

Γ(2k − 1
2
)

(
x

2

)2k−1

.

247

Hence using the trivial bound |S (m, n; ℓ)| ≤ ℓ it follows that uni-

formly

pm,n(k) ≪ 1

Γ(2k − 3/2)
(2π
√

mn)2k−1, (5.62)

and setting m = n = 1 in (5.61) and (5.62) we obtain
∑

j≤d2k

α j,2k ≪ k (k ≥ 6).
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After these preparations we are going to state a variant of the Kuznet-

sov trace formula, which connects a sum of Kloosterman sums with a

sum over the eigenvalues t j. Let

ȟ (w) := 2ch(πw)

∞∫

0

h(y)K2iw(y)
dy

y
(5.63)

be the Bessel transform of h(y), where h(y) ∈ C3(0,∞), h(0) = h′(0) =

0, h( j)(y) ≪ y−2−ǫ as y → ∞ for some ǫ > 0 and 0 ≤ j ≤ 3. Then for

every m, n ≥ 1

∞∑

ℓ=1

1

ℓ
S (−m, n; ℓ)h

(

4π
√

mnℓ−1
)

(5.64)

=

∞∑

j=1

α jǫ jt j(m)t j(n) ȟ (x j) +
1

π

∞∫

−∞

σ2iw(m)σ2iw(n) ȟ (w)

(mn)iw|ζ(1 + 2iw)|2
dw.

Another form of the trace formula deals with sums of S (m, n; ℓ)

when mn > 0. We shall need a consequence of it, which is the fol-

lowing decomposition of the zeta-function Zm,n(x), defined by (5.42).

Namely for any s and m, n ≥ 1 we have

Zm,n(s) = Z
(1)
m,n(s) + Z

(2)
m,n(s) + Z

(3)
m,n(s) − δm,n ·

Γ(s)

2πΓ(1 − s)
, (5.65)

where

Z(1)
m,n(s) =

1

2
sin(πs)

∞∑

j=1

α jt j(m)t j(n)Γ

(

s − 1

2
+ ix j

)

Γ

(

s − 1

2
− ix j

)

, (5.66)

Z(2)
m,n(s) =

1

π
sin(πs)

∞∑

k=1

(−1)k pm,n(k)Γ

(

s − 1

2
+

(

k − 1

2

))

Γ

(

s − 1

2
−

(

k − 1

2

))

, (5.67)

and Z
(3)
m,n(s) is the analytic continuation of the function defined, for Re248



5.3. Application of Spectral theory and Kuznetsov’s... 273

s > 1/2, by the formula

Z
(3)
m,n(s) =

sin(πs)

2π

∞∫

−∞

(
n

m

)iw

σ2iw(m)σ−2iw(n) (5.68)

|ζ(1 + 2iw)|−2Γ

(

s − 1

2
+ iw

)

Γ

(

s − 1

2
− iw

)

dw.

The decomposition formula (5.65) will be applied to (5.45). Note

that (5.37) holds, hence Re

(
u + v + w + z

2
− r

)

> 1 for Re r = b. The

integral in (5.45) becomes then

b+i∞∫

b−i∞

. . . M(s, z − iT ;∆)ds =

b+i∞∫

b−i∞






(

Z
(1)
m,n + Z

(2)
m,n + Z

(3)
m,n

)

(

u + v + w + 2

2
− s

)

−
δm,n

2π
·
Γ
(

u+v+w+2
2
− s

)

Γ
(

1 + s − u+v+w+z
2

)






Γ(1 − u − z + s)Γ(1 − w − z + s)M(s, z − iT ;∆)ds

= (C
(1)
m,n +C

(2)
m,n +C

(3)
m,n +C

(4)
m,n) (u, v,w, z), (5.69)

say. Here obviously C
( j)
m,n corresponds to Z

( j)
m,n for 1 ≤ j ≤ 3, and C

(4)
m,n to

the portion with δm,n.

From (5.66), t j(n) ≪ σ1(n),
∑

x j≤x
α j ≪ x2 and Stirling’s formula we

find that

Z
(1)
m,n(s) ≪ σ1(m)σ1(n)|s|2 Re s.

This implies that we may change the order of summation and inte-

gration in C
(1)
m,n(u, v,w, z) to obtain

C
(1)
m,n(u, v,w, z) =

1

2

∞∑

j=1

α jt j(m)t j(n)U(u, v,w, z; ix j), (5.70)

where

U(u, v,w, z; ξ) :=

b+i∞∫

b−i∞

sin

(
π

2
(u + v + w + z − 2s)

)

(5.71)
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Γ

(

u + v + w + z − 1

2
− s + ξ

)

Γ

(

u + v + w + z − 1

2
− s − ξ

)

Γ(1 − u − z + s)Γ(1 − w − z + s)M(s, z − iT ;∆)ds.

Note that U is well defined if (5.37) holds and |Re ξ| < 1. Moreover

for compacta of (5.37) and ξ ∈ R249

U(u, v,w, z; ξ) ≪ e−π|ξ|. (5.72)

Next consider C
(3)
m,n and observe that we may change the order of

integration by appealing to Stirling’s formula. It follows that

C(3)
m,n(u, v,w, z) =

1

2π

∞∫

−∞

(
n

m

)iξ

σ2iξ(m)σ−2iξ(n)
U(u, v,w, z; iξ)

|ζ(1 + 2iξ)|2
dξ. (5.73)

Similarly we may change the order of summation and integration in

C
(2)
m,n to obtain first

C
(2)
m,n(u, v,w, z) =

1

π

∞∑

k=1

(−1)k pm,n(k)U

(

u, v,w, z; k − 1

2

)

. (5.74)

Then we shift the line of integration in (5.71) to Re s = b1 > 0,

where b1 may be arbitrarily large, but is fixed. In doing this no poles

of the integrand will be encountered, and by Stirling’s formula we infer

that, if (5.37) holds and C > 0 is arbitrary but fixed, then uniformly

U

(

u, v,w, z; k − 1

2

)

≪ k−C . (5.75)

With this estimate it is seen that we may write (5.74) as

C
(2)
m,n(u, v,w, z) =

1

π

∞∑

k=1

(−1)k

(

pm,n(k) − (−1)k−1δm,n

(2k − 1)

2π

)

U

(

u, v,w, z; k − 1

2

)

− 1

2π
δm,n

∞∑

k=1

(2k − 1)U

(

u, v,w, z; k − 1

2

)

. (5.76)
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To transform the second sum in (5.76), note that using zΓ(z) = Γ(z+

1) we have

(2k − 1)
Γ(k − 1 + s)

Γ(1 + k − s)
=
Γ(k + s)

Γ(1 + k − s)
+
Γ(k − 1 + s)

Γ(k − s)
, (5.77)

and write
∞∑

k=1

=
∑

k≤k0

+
∑

k>k0

=
∑

1

+
∑

2

,

say, where k0 is a large integer. Using (5.77) we find that

∑

1

= −π
b+i∞∫

b−i∞

Γ(1 − u − z + s)Γ(1 − w − z + s)M(s, z − iT ;∆) (5.78)

×
{
Γ( u+v+w+z

2
− s)

Γ(1 − u+v+w+z
2
+ s)
+ (−1)ko+i

Γ(k0 +
u+v+w+z

2
− s)

Γ(k0 + 1 − u+v+w+z
2
+ s)

}

ds.

250

Now by using again (5.77) and inverting the order of summation and

integration by appealing to (5.75), we have with b1 arbitrarily large

∑

2

= π
∑

k>k0

(−1)k(2k − 1)

b1+i∞∫

b1−i∞

Γ(1 − u − z + s)Γ(1 − w − z + s)

M(s, z − iT ;∆)
Γ(k − 1 − s + 1

2
(u + v + w + z))

Γ(k + 1 + s − 1
2
(u + v + w + z))

ds

= π(−1)k0+1

b1+i∞∫

b1−i∞

Γ(1 − u − z + s)Γ(1 − w − z + s)M(s, z − iT ;∆)

Γ(k0 +
1
2
(u + v + w + z) − s)

Γ(k0 + 1 + s − 1
2
(u + v + w + z))

ds,

since all the terms in the sum will cancel, except the one corresponding

to k0 + 1, because of the presence of the factor (−1)k. In the last integral

we shift the line of integration back to Re s = b, and add the results to
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(5.76). We find then that the second term on the right-hand side of (5.76)

is equal to −C
(4)
m,n(u, v,w, z). Thus using Petersson’s formula (5.61) we

have

C
(2)
m,n(u, v,w, z) +C

(4)
m,n(u, v,w, z) (5.79)

=
1

π

∞∑

k=1

(−1)k

(

pm,n(k) − (−1)k−1δm,n ·
2k − 1

2π

)

U

(

u, v,w, z; k − 1

2

)

=
1

2

∞∑

k=1

∑

j≤d2k

α j,2kt j,2k(m)t j,2k(n)U

(

u, v,w, z; k − 1

2

)

.

This ends our transformation of the integral in (5.69). We are going
to insert the transformed formula into the right-hand side of (5.45) and
transform it further. To achieve this note that from the above expressions
we have

C(1)
m,n(u, v,w, z) ≪ σ1(m)σ1(n)

∞∑

j=1

α je
−πx j ≪ σ1(m)σ1(n), (5.80)

C(3)
m,n(u, v,w, z) ≪ d(m)d(n)

∞∫

−∞

|ζ(1 + 2iξ)|−2e−π|ξ|dξ, (5.81)

C(2)
m,n(u, v,w, z) +C(4)

m,n(u, v,w, z) ≪ σ1(m)σ1(n)
∑

k

k−C ≪ σ1(m)σ1(n). (5.82)

251

These estimates are all uniform for bounded u, v,w, z satisfying

(5.37).

Now temporarily assume that (u, v,w, z) satisfies (5.37) and that Re v

is large. Then (5.80)-(5.82) ensure that all multiple sums that arise, after

inserting the transformed formula for (5.69) in (5.45), are absolutely

convergent. Performing the summation and taking into account (5.52)

and (5.59) we obtain the following spectral decomposition formula:

I
(2)

2,+
(u, v,w, z; T,∆) =

1

π

∞∫

−∞

ζ

(

u + v + w + z − 1

2
+ iξ

)

(5.83)

ζ

(

u + v + w + z − 1

2
− iξ

)

× ζ
(

u + v − w − z + 1

2
+ iξ

)
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ζ

(

u + v − w − z + 1

2
− iξ

)

ζ

(
v + w − u − z + i

2
− iξ

)

× Ψ(u, v,w, z; iξ)

|ζ(1 + 2iξ)|w
dξ

+

∞∑

j=1

α jH j

(

u + v + w + z − 1

2

)

H j

(

u + v − w − z + 1

2

)

H j

(

v + w − u − z + 1

2

)

Ψ(u, v,w, z; ix j) +

∞∑

k=6

∑

j≤d2k

α j,2k

H j,2k

(

u + v + w + z − 1

2

)

H j,2k

(

u + v − w − z + 1

2

)

H j,2k

(

v + w − u − z + 1

2

)

Ψ

(

u, v,w, z; k − 1

2

)

,

where we have set

Ψ(u, v,w, z; ξ) = Ψ(u, v,w, z; ξ,T,∆) := −i(2π)z−v−2 (5.84)

cos

(
πu − πw

2

)
i∞∫

−i∞

sin

(

π

(
u + v + w + z

2
− s

))

Γ

(

u + v + w + z − 1

2
− s + ξ

)

Γ

(

u + v + w + z − 1

2
− s − ξ

)

Γ(1 − u − z + s)Γ(1 − w − z + s)M(s, z − iT ;∆)ds.

In the last integral the path of integration is curved (indented) to

ensure that the poles of the first two gamma-factors of the integrand lie

to the right of the path and the poles of the other two gamma-factors

are on the left of the path, with the condition that u, v,w, z, are such that

the contour may be drawn. Obviously when (5.37) is satisfied and ξ is

purely imaginary, then the path may be taken as Re s = b. Since for 252

bounded s we have uniformly

H j(s) ≪ xc
j, H j,2k(s) ≪ kc (c > 0), (5.85)

which follows from the functional equations for H j and H j,2k, we infer

that the condition that Re v be large may be dropped. Hence (5.83) holds

for u, v,w, z satisfying (5.37).
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The integral in (5.84) bears resemblance to the so-called Mellin-

Barnes type of integral. A classical example is the Barnes lemma, which

states that

1

2πi

i∞∫

−i∞

Γ(α + s)Γ(β + s)Γ(γ − s)Γ(δ − s)ds (5.86)

=
Γ(α + γ)Γ(α + δ)Γ(β + γ)Γ(β + δ)

Γ(α + β + γ + δ)
,

and the line of integration is to be taken to the right of the poles of

Γ(α + s)Γ(β + s), and to the left of the poles of Γ(γ − s)Γ(δ − s).

Now we shall transform I
(s)

2,− in (5.44). The presence of the Kloost-

erman sums S (−m, n; r) makes the application of the Kuznetsov trace

formula (5.64) a natural tool. We are going to transform the sum

Dm,n(u, v,w, z) :=

∞∑

ℓ=1

1

ℓ
S (−m, n; ℓ)ϕ

(

4π
√

mnℓ−1
)

,

where m, n ≥ 1 and

ϕ(x) :=

(
x

2

)u+v+w+z−1
b+i∞∫

b−i∞

cos

(

π

(

z +
u + w

2
− s

))

(5.87)

Γ(1 − u − z + s)Γ(1 − w − z + s)M(s, z − iT ;∆)

(
x

2

)−2s

ds

with (u, v,w, z) satisfying (5.37). The function ϕ(x) defined by (5.87)

satisfies the regularity and decay condition needed in the application of

(5.64), which may be seen by suitably shifting the line of integration.

Then applying (5.64) we have

Dm,n(u, v,w, z) =

∞∑

j=1

α jǫ jt j(m)t j(n)ϕ̌(x j)

+
1

π

∞∫

−∞

σ2iξ(m)σ2iξ(n)(mn)−iξ |ζ(1 + 2iξ)|−2ϕ̌(ξ)dξ.
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253

Similarly as in the case of I
(x)

2,+
, it follows that for I

(2)

2,− we have the

following spectral decomposition formula

I
(2)

2,−(u, v,w, z; T,∆) = −1

π

∞∫

−∞

ζ

(

u + v + w + z − 1

2
− ξ

)

(5.88)

× ζ
(

u + v − w − z + 1

2
+ iξ

)

ζ

(

u + v − w − z + 1

2
− iξ

)

ζ

(

v + w − u − z + 1

2
+ iξ

)

dζ

(

v + w − u − z + 1

2
− iξ

)

Φ(u, v,w, z; iξ)

|ζ(1 + 2iξ)|2
dξ −

∞∑

j=1

ǫ jα jH j

(

u + v + w + z − 1

2

)

H j

(

u + v − w − z + 1

2

)

H j

(

v + w − u − z + 1

2

)

Φ(u, v,w, z; ix j),

where we have set

Φ(u, v,w, z; ξ) = Φ(u, v,w, z; ξ,T,∆) := −i(2π)z−v−2 cos(πξ) (5.89)

i∞∫

−i∞

cos

(

π

(

z +
u + w

2
− s

))

Γ

(

u + v + w + z − 1

2
− s + ξ

)

Γ

(

u + v + w + z − 1

2
− s − ξ

)

Γ(1 − u − z + s)

Γ(1 − w − z + s)M(s, z − iT ;∆)ds.

The same remark about the path of integration should be made here

as for (5.84), and (5.89) also holds for u, v,w, z satisfying (5.37).
Thus finally we may collect the preceding formulas and obtain an

expression for I2(u + iT, v − iT,w + iT, z − iT ;∆) (the omission of iT ,
that is, the consideration of I2(u, v,w, z;∆) results only in the omission
of iT in the M-factor; thus it is no loss of generality if one worked with
I2(u, v,w, z;∆)), which is valid for u, v,w, z satisfying (5.37). This is

I2(u + iT, v − iT,w + iT, z − iT ;∆) (5.90)
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= ζ(u + v)ζ(w + z − 1)ζ(u − w + 1)ζ(v − z + 1)

M(w + z − 1, z − iT ;∆)

ζ(u + v − w − z + 2)
+ ζ(v + w)ζ(u + z − 1)ζ(w − u + 1)

ζ(v − z + 1)
M(u + z − 1, z − iT ;∆)

ζ(w + v − u − z + 2)

1

iπ

i∞∫

−i∞

ζ

(

u + v + w + z − 1

2
+ ξ

)

ζ

(

u + v + w + z − 1

2
− ξ

)

ζ

(

u + v − w − z + 1

2
+ ξ

)

× ζ
(

u + v − w − z + 1

2
− ξ

)

ζ

(

v + w − u − z + 1

2
+ ξ

)

ζ

(

v + w − u − z + 1

2
− ξ

)

(Ψ − Φ)(u, v,w, z; ξ)

ζ(1 + 2ξ)ζ(1 − 2ξ)
dξ

+

∞∑

j=1

α jH j

(

u + v + w + z − 1

2

)

H j

(

u + v − w − z + 1

2

)

H j

(

v + w − u − z + 1

2

)

(Ψ − ǫ jΦ)(u, v,w, z; ix j)

+

∞∑

k=6

∑

j≤d2k

α j,2kH j,2k

(

u + v + w + z − 1

2

)

H j,2k

(

u + v − w − z + 1

2

)

H j,2k

(

v + w − u − z + 1

2

)

Ψ

(

u, v,w, z; k − 1

2

)

,

where we changed the variable so that the ξ-integral is teken along the254

imaginary axis. This ends our transformation of I2. In the next section it

will be shown that (5.90) actually provides the analytic continuation of

I2(u + iT, v − iT,w + iT, z − iT ;∆) to the entire four-dimensional space

C
4.

5.4 Further Analytic Continuation and the explicit

formula

In this section it will be shown that (5.90) provides analytic continua-

tion of I2(u + iT, v − iT,w + iT, z − iT ;∆) to C4. Hence specializing

(u, v,w, z) = ( 1
2
, 1

2
, 1

2
, 1

2
) one will obtain eventually (5.10) (Theorem 5.1)

from (5.4) and (5.6) - (5.8). Theorem 5.1 is the fundamental result on
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which all subsequent results of this chapter (Theorems 5.2 - 5.8) are

founded. However, before we make the passage from (5.90) to (5.10),

some difficult technical work has to be done. We have to show that

Ψ(u, v,w, z; ξ) and Φ(u, v,w, z; ξ) possess meromorphic continuation to

the entire space C5. This will be achieved by showing that Ψ and Φ can

be expressed in terms of the function

Ξ(u, v,w, z; ξ) :=

i∞∫

−i∞

Γ( 1
2
(u + v + w + z − 1) − s + ξ)

Γ( 1
2
(3 − u − v − w − z) + s + ξ)

(5.91)

Γ(1 − u − z + s)Γ(1 − w − z + s)M(s, z − iT ;∆)ds,

and then proving the analytic continuation of Ξ. In (5.91) the path of

integration, as before in analogous situations, has to be suitably curved. 255

Using Γ(s)Γ(1 − s) = π/ sin(πs) one obtains the identities

sin(πs)Γ

(

s − 1

2
+ η

)

Γ

(

s − 1

2
− η

)

=
π

2 sin(πη)





Γ(s − 1
2
− η)

Γ(−s + 3
2
− η)

−
Γ(s − 1

2
+ η)

Γ(−s + 3
2
+ η)





(5.92)

and

cos(πs)Γ

(

s − 1

2
+ η

)

Γ

(

s − 1

2
− η

)

=
−π

2 cos(πη)





Γ(s − 1
2
+ η)

Γ(−s + 3
2
+ η)

−
Γ(s − 1

2
− η)

Γ(−s + 3
2
− η)





(5.93)

for any s and η. From (5.92) and (5.93) it follows that

Ψ(u, v,w, z; ξ) = i(2π)z−v−1
cos( 1

2
(πu − πw))

4 sin(πξ)

{Ξ(u, v,w, z; ξ) − Ξ(u, v,w, z,−ξ)} (5.94)

and

Φ(u, v,w, z; ξ) =
i(2π)z−v−1

4 sin(πξ)

{

sin

(

π

(
v − z

2
+ ξ

))

(5.95)
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ξ(u, v,w, z; ξ) − sin

(

π

(
v − z

2
− ξ

))

Ξ(u, v,w, z;−ξ)
}

.

To investigate the analytic continuation of Ξ, consider the region

D(P), which consists of (u, v,w, z) satisfying (5.37), ξ satisfying |Re ξ| <
1
2

and |u|, |v|, |w|, |z|, |ξ| < P, where P > 0 is a (large) parameter. Assum-

ing this we may take Re s = b (see (5.37)) as the line of integration

in (5.91). We split Ξ into two parts by noting that, using (5.24) and

integrating by parts ν times, we have

M(s, z;∆) =

∞∫

0

xs−1(1 + x)−z exp

(

−∆
2

4
log2(1 + x)

)

dx (5.96)

=
Γ(s)

Γ(s + ν)





1∫

0

+

∞∫

1




xs+ν−1 f (ν)(x)dx

=
Γ(s)

Γ(s + ν)
(M

(ν)

1
(s, z;∆) + M

(ν)

2
(s, z;∆)),

say, where

f (ν)(x) =

(

d

dx

)ν {

(1 + x)−z exp

(

−∆
2

4
log2(1 + x)

)}

.

Accordingly we may write

Ξ(u, v,w, z; ξ) = Ξ
(ν)

1
(u, v,w, z; ξ) + Ξ

(ν)

2
(u, v,w, z; ξ), (5.97)

where
∑

1 corresponds to
1∫

0

, and
∑

2 to
∞∫

1

. Note that, uniformly for

Re s > 0,256

M
(ν)

1
(s, z;∆) ≪ 1,

with the≪-constant depending on v, z,∆. Thus by Stirling’s formula the

integrand of Ξ
(ν)

1
is, for Re s ≥ b,

≪ |s|−ν−1+Re(ν−z),
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as long as 1
2
(u + v + w + z − 1) + ξ − s stays away from nonpositive

integers. Thus we may shift the line of integration from Re s = b to +∞
if ν > 3P, say. If this is assumed, then by the residue theorem we obtain

Ξ
(ν)

1
(u, v,w, z; ξ) = −2πi

∞∑

q=0

(−1)q M
(ν)

1

(

u + v + w + z − 1

2
+ ξ + q, z;∆

)

Γ( 1
2

(v + w − u − z + 1) + ξ + q)Γ( 1
2

(u + v − w − z + 1) + ξ + q)Γ( 1
2

(u + v + w + z − 1) + ξ + q)

Γ(q + 1)Γ(q + 1 + 2ξ)Γ( 1
2

(u + v + w + z − 1) + q + ξ + ν)
.

(5.98)

This series provides meromorphic continuation of Ξ
(ν)

1
to compacta

of C5, since the summands are by Stirling’s formula

≪ q−ν−1+Re(ν−z)

uniformly for all bounded (u, v,w, z, ξ) regardless of whether they be-

long to the region D(P) or not, and ν may be taken sufficiently large.

By analogous considerations one may also obtain a series representa-

tion for Ξ
(ν)

2
(u, v,w, z; ξ) which is of a similar type as the one we have in

(5.98). We conclude that Ξ(u, v,w, z; ξ), and then by (5.94) and (5.95),

the functions Ψ(u, v,w, z; ξ) and Φ(u, v,w, z; ξ) are meromorphic over

C
5. To show that the double sum over k and j in (5.83) is a meromor-

phic function over C4, it is enough to show that

Ψ

(

u, v,w, z; k − 1

2

)

≪ k−C (5.99)

uniformly for |u|, |v|, |w|, |z| < P and C > 0 an arbitrary, but fixed con-

stant. By (5.94) we see that (5.99) follows from

Ξ

(

u, v,w, z; k − 1

2

)

≪ k−C , (5.100)

since it gives, for k an integer,

Ψ

(

u, v,w, z; k − 1

2

)

=
i

2
(−1)k+1(2π)z−v−1

cos

(
π

2
(z − w)

)

Ξ

(

u, v,w, z; k − 1

2

)

, (5.101)
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since by using Γ(s)Γ(1 − s) = π/ sin(πs) and (5.91) we find that 257

Ξ

(

u, v,w, z;−
(

k − 1

2

))

= −Ξ
(

u, v,w, z; k − 1

2

)

(k ∈ Z).

To obtain (5.100), shift the line of integration in (5.91) to Re s = Q,

where 2P − 1 < Q < k − 1 + 2P. Using Stirling’s formula and choosing

Q appropriately it is seen that (5.100) holds. Also if |u| < P, |v| < P,

|w| < P, |z| < P and |ξ| < P, then

Ξ(u, v,w, z; ξ) ≪ |ξ|−C (5.102)

for any fixed C > 0, and consequently also

Ψ(u, v,w, z; ξ) ≪ |ξ|−Ce−π|ξ| (5.103)

and

Φ(u, v,w, z; ξ) ≪ |ξ|−C . (5.104)

Therefore it is seen that the sums over the discrete spectrum in (5.90)

admit meromorphic continuation over C4, and it remains to deal with the

continuous spectrum in (5.90) and (5.88). Using (5.94) and (5.95) we

have that the term pertaining to the continuous spectrum in (5.90) is

equal to

Ic(u, v,w, z) := 2(2π)z−v−3

i∞∫

−i∞

ζ

(

u + v + w + z − 1

2
+ ξ

)

ζ

(

u + v + w + z − 1

2
− ξ

)

× ζ
(

u + v − w − z + 1

2
+ ξ

)

ζ

(

u + v − w − z + 1

2
− ξ

)

ζ

(

v + w − u − z + 1

2
+ ξ

)

ζ

(

v + w − u − z + 1

2
− ξ

)

× (2π)2ξΓ(1 − 2ξ)

{

cos

(
π

2
(u − w)

)

− sin

(

π

(
v − z

2
+ ξ

))}
Ξ(u, v,w, z; ξ)

ζ(1 + 2ξ)ζ(2ξ)
dξ,
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where we assume that u, v,w, z satisfy (5.37), and the path of integration

is the imaginary axis. The singularities of the integrand are the poles

coming from a) poles of the function Ξ, b) poles of the product of the

six zeta-factors, c) poles of (ζ(1 + 2ξ)ζ(2ξ))−1, d) poles of Γ(1 − 2ξ). If

we assume again that P is large, |u|, |v|, |w|, |z| < P and ζ(s) , 0 on the 258

line | Im s| = 3P, then we can replace the line of integration Re ξ = 0 for

Ic by the contour which is piecewise linear and is formed by the points

−i∞, −3Pi, 3P − 3Pi, 3P + 3Pi, 3Pi, i∞. Denote this contour by L .

By the residue theorem we obtain a contribution of 0(P log P) residues,

all of which are meromorphic functions on C4. Recalling (5.102), we

have that Ξ(u, v,w, z; ξ) decays rapidly if |u|, |v|, |w|, |z| < P, which is our

case. Hence the integral over L is a regular function, and since P may

be arbitrary this shows that Ic admits meromorphic continuation to C4.

Hence the decomposition formula for I(u, v,w, z;∆), given by (5.4) in

terms of I1, I2, I3, holds for (u, v,w, z) ∈ C4.

We are going now to take the special value

(u, v,w, z) =

(

1

2
+ iT,

1

2
− iT,

1

2
+ iT,

1

2
− iT

)

(5.105)

in (5.4), or equivalently in the expression (5.90) for I2 we take u = v =

w = z = 1
2
. More precisely, if PT is the point given by (5.105), then we

have to study I2(u, v,w, z;∆) in the vicinity of PT .

Consider first the contribution of the discrete spectrum in (5.90).

The functions H j are entire, and for ξ = ix j the functions Ψ and Φ are

regular near PT , since

Ξ(u, v,w, z; ix j) =

1
4
+i∞
∫

1
4
−i∞

Γ( 1
2
(u + v + w + z − 1) − s + ix j)

Γ( 1
2
(3 − u − v − w − z) + s + ix j)

Γ(1 − u − z + s)Γ(1 − w − z + s)M(s, z;∆)ds,

and the right-hand side is regular near PT . Hence the first term in (5.90)

that belongs to the discrete spectrum equals

∞∑

j=1

α jH
3
j

(

1

2

)

(Ψ − ǫ jΦ)(PT ; ix j),
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with the obvious abuse of notation. Similarly it follows that the other

sum in (5.90) involving the discrete spectrum is equal to

∞∑

k=6

∑

j≤d2k

α j,2kH3
j,2k

(

1

2

)

ψ

(

PT ; k − 1

2

)

.

To deal with the continuous-spectrum term Ic, suppose first that259

(u, v,w, s) satisfies (5.37). Then we replace the line of integration Re ξ =

0 in the integral for Ic by the contour L , as defined above. By the

residue theorem it follows that

Ic(u, v,w, z) = I
(1)
c (u, v,w, z) + I

(2)
c (u, v,w, z) +

∫

L

, (5.106)

where (ρ denotes complex zeros of ζ(x))

I
(1)
c (u, v,w, z) = −2πi

∑

| Im ρ|<3P

Res
ξ= 1

2
ρ

and

I
(2)
c (u, v,w, z) = −2πi

∑

Res,

the residues being taken here at the points ξ = 1
2
(u + v + w + z − 3),

1
2
(u + v − w − z − 1), 1

2
(v + w − u − z − 1), all of which have positive

real parts for suitable u, v,w, z satisfying (5.37). But, as stated before,
∫

L

provides analytic continuation of Ic, so we may consider (u, v,w, z) to

belong to a neighbourhood of PT . Then we obtain

∫

L

= I
(3)
c (u, v,w, z) − I

(1)
c (u, v,w, z) +

i∞∫

−i∞

, (5.107)

where

I
(3)
c (u, v,w, z) = 2πi

∑

Re s,

the residues being now taken at the points ξ = 1
2
(3 − u − v − w − z),

1
2
(w + z − u − v + 1), 1

2
(u + z − v −w + 1), which have positive real parts
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in a neighbourhood of PT . Combining (5.106) and (5.107) we obtain

Ic(u, v,w, z) = I
(2)
c (u, v,w, z) + I

(3)
c (u, v,w, z) +

i∞∫

−i∞

.

The last integral is over the imaginary axis. It is regular at PT and

equals there

1

π

∞∫

−∞

|ζ( 1
2
+ iξ)|2

|ζ(1 + 2iξ)|2
(Ψ − Φ)(PT ; iξ)dξ.

Now we compute I
(2)
c and I

(3)
c , noting that

Ψ(u, v,w, z; ξ) = Ψ(u, v,w, z;−ξ),Φ(u, v,w, z; ξ) = Φ(u, v,w, z;−ξ),

so that I
(2)
c and I

(3)
c are of equal absolute value, but of opposite sign. We 260

insert the preceding estimates in the expression (5.90) for I2, and recall

that by (5.4), (5.6) and (5.7) we have

I(u, v,w, z;∆) =
ζ(u + v)ζ(u + z)ζ(v + w)ζ(w + z)

ζ(u + v + w + z)
(5.108)

+ I2(u, v,w, z;∆) + I2(v, u, z,w;∆)

Hence

I(PT ;∆) = F(Ṫ ,∆) +
1

π

∞∫

−∞

|ζ( 1
2
+ iξ)|2

|ζ(1 + 2iξ)|2
θ(ξ; T,∆)dξ (5.109)

+

∞∑

j=1

α jH
3
j

(

1

2

)

θ(x j; T,∆) +

∞∑

k=6

∑

j≤d2k

α j,2kH3
j,2k

(

1

2

)

Λ(k,T ;∆),

where we have (note that we may assume ǫ j = +1, for if ǫ j = −1, then

H j(
1
2
) = 0 by (5.54))

θ(ξ; T,∆) := 2 Re{(Ψ − Φ)(PT ; iξ)},Λ(k; T,∆) := 2 Re

{

Ψ

(

PT ; k − 1

2

)}

, (5.110)
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and F(T,∆) is the value at PT of the function

f (u, v,w, z) :=
ζ(u + v)ζ(u + z)ζ(v + w)ζ(w + z)

ζ(u + v + w + z)
(5.111)

+
ζ(u + v)ζ(w + z − 1)ζ(u − w + 1)ζ(v − z + 1)

ζ(u + v − w − z + 2)
M(w + z − 1, z;∆)

+
ζ(v + w)ζ(u + z − 1)ζ(w − u + 1)ζ(v − z + 1)

ζ(v + w − u − z + 2)
M(u + z − 1, z;∆)

+
ζ(u + v)ζ(w + z − 1)ζ(u − w + 1)ζ(v − z + 1)

ζ(u + v − w − z + 2)
M(w + z − 1; w,∆)

+
ζ(u + z)ζ(v + w − 1)ζ(z − v + 1)ζ(u − w + 1)

ζ(u + z − v − w + 2)
M(v + w − 1; w,∆)

+ 4
ζ(u + z)ζ(v + w − 1)ζ(u − w + 1)ζ(v − z)

ζ(2 + u + z − v − w)
(Ψ − Φ)

(

u, v,w, z;
1

2
(v + w − u − z − 1)

)

+ 4
ζ(w + z)ζ(u + v − 1)ζ(w − u + 1)ζ(v − z)

ζ(2 + wz − u − v)
(Ψ − Φ)

(

u, v,w, z;
1

2
(u + v − w − z − 1)

)

+ 4
ζ(2 − u − z)ζ(2 − w − z)ζ(u + v − 1)ζ(v + w − 1)

ζ(4 − u − v − w − z)
(Ψ − Φ)

(

u, v,w, z;
1

2
(u + v + w + z − 3)

)

+ 4
ζ(v + w)ζ(u + z − 1)ζ(v − z + 1)ζ(u − w)

ζ(2 + v + w − u − z)
(Ψ − Φ)

(

v, u, z,w;
1

2
(u + z − v − w − 1)

)

+ 4
ζ(w + z)ζ(u + v − 1)ζ(z − v + 1)ζ(u − w)

ζ(2 + w + z − u − v)
(Ψ − Φ)

(

v, u, z,w;
1

2
(u + v − w − z − 1)

)

+ 4
ζ(2 − v − w)ζ(2 − w − z)ζ(u + v − 1)ζ(u + z − 1)

ζ(4 − u − v − w − z)
(Ψ − Φ)
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(

v, u, z,w;
1

2
(u + v + w + z − 3)

)

.

261

This expression contains 11 terms, of which the first is the zeta-

function term in (5.108), and the others (denoted by I to X) are formed

as follows. I and II are the first two terms (without −iT in M(·)) on the

right-hand side of (5.90), and III, IV come form I, II by changing u to v

and w to z, as is clear from (5.108). The terms V, VI, VII come from the

residues of I
(2)
c at the points 1

2
(v + w − u − z − 1), 1

2
(u + v − w − z − 1),

1
2
(u + v + w + z − 3), respectively. Finally VIII, IX, X come from V, VI,

VII by changing again u to v and w to z. What remains is the technical

task to evaluate f (u, v,w, z) at the point PT . It will be shown that, with

the obvious abuse of notation, there are absolute constants c0, . . . , c11

such that

F(T,∆) = H0(T,∆) + c0 + Re




(∆
√
π)−1

∞∫

−∞

{c1

Γ′

Γ
+ (5.112)

+ c2

Γ′′

Γ
+ c3

(

Γ′

Γ

)2

+ c4

Γ′′′

Γ
+ c5

Γ′Γ′′

Γ2
+ c6

(

Γ′

Γ

)3

+ c7

Γ(4)

Γ
+ c8

(

Γ′′

Γ

)2

c9

Γ′Γ′′′

Γ2
+ c10

(

Γ′

Γ

)4

+ c11

(Γ′)2Γ′′

Γ2
}
(

1

2
+ iT + it

)

e−(t/∆)2

dt





= H0(T,∆) + F0(T,∆),

say. We already simplified F0(T,∆) in (5.11), and it will turn out that

H0(T,∆) ≪ T−1 log2 T + e−(T/∆)2

(5.113)

for any T,∆ > 0, so that the contribution of H0(T,∆) is negligible. 262

In the neighbourhood of PT the points ξ = 1
2
(v + w − u − z − 1) etc.

in V − X in (5.11) are close to − 1
2
. Thus the integrals (5.84) and (5.89),

which define Ψ and φ, cannot be used, since the path of integration

cannot be drawn. For Ψ the singularity comes from the factor Γ( 1
2
(u +

v + w + z) − s + ξ), which has a simple pole at s = 1
2
(u + v + w + z) + ξ.

We make a small indentation around the path in (5.84), so that the last

point lies to the left of the indented contour, and then use the theorem of
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residues, moving eventually the contour to Re s = 1
4
. This can be done

for Φ also, and therefore when (u, v,w, z) is in the neighbourhood of PT

and ξ is close to − 1
2

we have

(Ψ − Φ)(u, v,w, z; ξ) = H(u, v,w, z; ξ) + (2π)z−v−1
{

cos

(
πu − πw

2

)

− cos

(
π

2
(z − v + 1) − πξ

)}

cos(πξ)Γ(−2ξ)Γ

(

1 + v + w − u − z

2
+ ξ

)

Γ

(

1 + u + v − w − z

2
+ ξ

)

M

(

u + v + w + z − 1

2
+ ξ, z;∆

)

(5.114)

where

H(u, v,w, z; ξ) := −i(2π)z−v−2 cos

(
πu − πw

2

)

×

1
4
+i∞
∫

1
4
−i∞

sin

(
π

2
(u + v + w + z) − πs

)

× Γ
(

u + v + w + z − 1

2
− s + ξ

)

× Γ
(

u + v + w + z − 1

2
s − ξ

)

Γ(1 − u − z + s)

× Γ(1 − w − z + s)M(s, z;∆)ds

+ i(2π)z−v−2 cos(πξ)

×

1
4
+i∞
∫

1
4
−i∞

cos

(

πz +
π

2
(u + w) − πs

)

× Γ
(

u + v + w + z − 1

2
s + ξ

)

× Γ
(

u + v + w + z − 1

2
s − ξ

)

Γ(1 − u − z + s)

× Γ(1 − w − z + s) < (s, z;∆)ds. (5.115)

In (5.114) we may set ξ = 1
2
(v + w − u − z − 1) etc., and then insert
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the resulting expression in V − X of (5.111). Then we set

(u, v,w, z) = PT + (δ1, δ2, δ3, δ4),

or

u =
1

2
+ iT + δ1, v =

1

2
− iT + δ2,w =

1

2
+ iT + δ3, z =

1

2
− iT + δ4,

where the δ’s are small in absolute value, and will eventually tend to 263

zero. In the process we take into account that

M(r, s;∆) = Γ(r)(∆
√
π)−1

∞∫

−∞

Γ(s − r + it)

Γ(s + it)
e−(t/∆)2

dt (Re s > Re r), (5.116)

so that the gamma-factor terms are introduced. The resulting expression

for

f

(

1

2
+ iT + δ1,

1

2
− iT + δ2,

1

2
+ iT + δ3,

1

2
− iT + δ4

)

is cumbersome. It contains 11 terms without H (of which all but the

first contain integrals with the gamma-function), plus six terms with

H. The simplification of the expression in question is tedious, albeit

straightforward. Eventually one obtains (5.112), with H0(T,∆) coming

from all the terms containing the H-functions. Putting (5.116) in (5.115)

it is seen that at the points PT + (δ1, δ2, δ3, δ4) and ξ = 1
2
(δ2 + δ3 − δ1 −

δ4 − 1) the function H may be expressed as a double integral, whose

estimation leads to (5.113). By restricting finally ∆ to the range 0 < ∆ ≤
T/ log T we obtain (5.10), so that Theorem 5.1 is proved.

5.5 Deductions from the explicit formula

Theorem 5.1 provides a precise expression for the integral in (5.10), but

the right-hand side contains the functions Θ and Λ whose asymptotic

behaviour is not simple. Thus in this section we shall give a detailed de-

duction of Theorem 5.2 from Theorem 5.1. The result is the asymptotic

formula (5.12), which is quite explicit, although the error term is not

sharp. The same type of analysis with appropriate modifications, which
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will be indicated, permits also the deduction of Theorem 5.3, which

contains the asymptotic formulas (5.13) and (5.14), valid for different

ranges of V .

To begin with, note that by (5.94) and (5.95), for real ξ we have

ψ(PT ; iξ) =
1

8πsh(πξ)
(Ξ(PT ; iξ) − Ξ(PT ;−iξ)) (5.117)

and

Φ(PT ; iξ) =
i

8π
(Ξ(PT ; iξ) + Ξ(PT ;−iΞ)), (5.118)

where by (5.91)264

Ξ(PT ; iξ) =

1
4
+i∞
∫

1
4
−i∞

Γ( 1
2
− s + iξ)

Γ( 1
2
+ s + iξ)

Γ2(s)M

(

s,
1

2
− iT ;∆

)

ds. (5.119)

Moreover by (5.101) we have, for k = 6, 7, . . .

Ψ

(

PT ; k − 1

2

)

=
(−1)k+1

4π

1
4
+i∞

∫

1
4
−i∞

Γ(k − s)

Γ(k + s)
Γ2(s)M

(

s,
1

2
− iT ;∆

)

ds. (5.120)

To estimate Ξ(PT ; iξ) in (5.119) andΨ(PT ; k− 1
2
) in (5.120) we need

a bound for M(s, 1
2
− iT ;∆). In (5.24) we replace the ray of integration

and write

M

(

s,
1

2
− iT ;∆

)

=

∞ exp(iT−1·gn(Ims))∫

0

xs−1(1 + x)−
1
2
+iT (5.121)

exp

(

−∆
2

4
log2(1 + x)

)

dx ≪ e−|Ims|/T M(Re s, 1
2

;∆) ≪ e−|Ims|/T∆−Re s,

where the≪-constant depends only on Re s, since by a change of vari-

able we obtain, for Re s > 0,

M

(

Re s,
1

2
;∆

)

= ∆−Re s

∞∫

0

uRe s−1
(

1 +
u

∆

)− 1
2
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exp

(

−∆
2

4
log2

(

1 +
u

∆

))

≪ ∆−Re s,

the last integral above being bounded.

By shifting the line of integration integration in (5.120) sufficiently

to the right and using (5.121) it is seen that for any fixed C1 > 0

Ψ

(

PT ; k − 1

2

)

≪





∆−k if k ≤ C,

(k∆)−C1 if k > C,
(5.122)

where C depends on C1. Therefore we have, uniformly for 0 < ∆ <
T

log T
,

∞∑

k=6

∑

j≤d2k

α j,2kH3
j,2k

(

1

2

)

Λ(k; T,∆) ≪ ∆−6. (5.123)

Next we indicate how one obtains

Ξ(PT ; iξ) ≪ |ξ|−C (5.124)

for any fixed C > 0 if T δ ≤ ∆ ≤ T for any fixed 0 < δ < 1, |ξ| ≥ 265

C1T log T with C1 > 0 a sufficiently large constant. To see this we move

the line of integration in (5.119) to Re s = m +
1

4
for a large integer m.

Thus by the residue theorem

Ξ(PT ; iξ) = 2πi

m−1∑

k=0

(−1)kΓ2(k + 1
2
+ iξ)

Γ(k + 1)Γ(k + 1 + 2iξ)
M

(

k +
1

2
+ iξ,

1

2
− iT ;∆

)

+

m+ 1
4
+i∞

∫

m+ 1
4
−i∞

Γ( 1
2
− s + iξ)

Γ( 1
2
+ s + iξ)

Γ2(s)M

(

s,
1

2
− iT ;∆

)

ds.

On using (5.121) and Stirling’s formula (5.124) then follows. There-

fore we have shown that, for T δ ≤ ∆ ≤ T/ log T ,

(∆
√
π)−1

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iT + it

)∣
∣
∣
∣
∣
∣

4

e−(t/∆)2

dt (5.125)
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= F0(T,∆) +
1

π

CT log T∫

−CT log T

|ζ( 1
2
+ iξ)|2

|ζ(1 + 2iξ)|2
θ(ξ; T,∆)dξ

+
∑

x j≤CT log T

α jH
3
j

(

1

2

)

θ(x j; T,∆) + o(∆−6) + o(T−1 log2 T ).

We want to show that in (5.125) both the sum and the integral can be

further truncated with a small error. To this end we transform Ξ(PT ; iξ)

by noting that, for |ξ| ≪ T log T and T δ ≤ ∆ ≤ T/ log T (δ > 0 arbitrar-

ily small, but fixed) we have

Ξ(PT ; iξ) =

1
4
+i∞
∫

1
4
−i∞

Γ( 1
2
− Γ + iξ)

Γ( 1
2
+ Γ + iξ)

Γ2(r)

∞∫

0

xr−1(1 + x)−
1
2
+iT e−

1
4
∆2 log2(1+x)dx dr (5.126)

=

1
4
+i∞
∫

1
4
−i∞

. . .

1
2∫

0

. . . dx dr + o(e−∆
2/100)

= Ξo(PT ; iξ) + o(e−∆
2/100),

say. We have

Ξo(PT ; iξ) :=

1
2∫

0

x−1(1 + x)−
1
2
+iT (5.127)

exp

(

−∆
2

4
log2(1 + x)

)






1
4
+i∞
∫

1
4
−i∞

Γ( 1
2
− r + iξ)

Γ( 1
2
+ r + iξ)

Γ2(r)xrdr






dx

= 2πi

1
2∫

0

R(x, ξ)x−
1
2
+iξ(1 + x)−

1
2
+iT exp

(

−∆
2

4
log2(1 + x)

)

dx,
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where 266

R(x, ξ) :=

1∫

0

y−
1
2
+iξ(1 − y)−

1
2
+iξ(1 + xy)−

1
2
−iξdy. (5.128)

The proof of the identity (5.127), with R(x, ξ) given by (5.128), is

equivalent to showing that

(2πi)−1

1
4
+i∞
∫

1
4
−i∞

Γ( 1
2
− r + iξ)

Γ( 1
2
+ r + iξ)

Γ2(r)xrdr (5.129)

= x
1
2
+iξ

1∫

0

y−
1
2
+iξ(1 − y)−

1
2
+iξ(1 + xy)−

1
2
−iξdy.

The right-hand side of (5.129) may be written as x
1
2
+iξI(−x), where

I(x) :=

1∫

0

zα−1(1 − z)γ−α−1(1 − zx)−βdz

with α = β = 1
2
+ iξ, γ = 1 + 2iξ. Setting

(a)n =
Γ(a + n)

Γ(a)
= a(a + 1) . . . (a + n − 1), (a)0 = 1,

we have, for |x| < 1,

I(x) =

1∫

0

zα−1(1 − z)γ−α−1
∞∑

k=0

(

−β
k

)

(−zx)kdz (5.130)

=

∞∑

k=0






(β)k

k!

1∫

0

zα+k−1(1 − z)γ−α−1dz






xk

=

∞∑

k=0

{

(β)k

k!
· Γ(α + k)Γ(γ − α)

Γ(γ + k)

}

xk =
Γ(α)Γ(γ − α)

Γ(γ)
F(α, β; γ; x),



296 5. Motohashi’s formula for the fourth moment

where

F(α, β, γ; x)· =
∞∑

k=0

(α)k(β)k

(γ)kk!
xk

is the hypergeometric function. Now on the left-hand side of (5.129) we267

shift the line of integration to Re r = N +
1

4
, where N is a large integer.

There are simple poles of the integrand at r = 1
2
+ iξ+n, n = 0, 1, . . . ,N.

By using the identity

Γ(s + n) = s(s + 1) . . . (s + n − 1)Γ(s)

and the fact that (−1)n/n! is the residue of Γ(s) at s = −n we see that, on

letting N → ∞, the left-hand side of (5.129) equals the right-hand side

of (5.130).

In (5.127) we replace the segment of integration [0, 1
2
] by ℓ1 ∪ ℓ2, as

follows:

0

H ∈ e θ1 = (T log T )−1, θ2 ≍ ∆(T log2 T )−1, C > 0 is a large

constant and ξ > 0 (the case ξ < 0 is similar). On ℓ1 we have xiξ ≪
exp(−Cξ∆/(T log2 T )), and on ℓ2 we have |x| ≥ C∆−1 log T . Hence we

obtain, for some C′ > 0,

Ξ◦(PT ; iξ) ≪ exp

(

−C′
|ξ|∆

T log2 T

)

+ exp(−C′ log2 T ), (5.131)

providing |ξ| ≤ C1T log T . Therefore

(∆
√
π)−1

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iT + it

)∣
∣
∣
∣
∣
∣

4

e−(t/∆)2

dt (5.132)

= F0(T,∆) +
1

π

CT∆−i log3 T∫

−CT∆−1 log3 T

|ζ( 1
2
+ iξ)|6

|ζ(1 + 2iξ)|2
θ(ξ; T,∆)dξ
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+
∑

x j≤CT∆−1 log3 T

α jH
3
j

(

1

2

)

θ(x j; T,∆) + o(T−1 log2 T ),

and henceforth we restrict ∆ to the range

T
1
2 log−A T ≤ ∆ ≤ T exp(−

√

log T ), (5.133)

with A > 0 an arbitrary, but fixed constant. One can consider also the 268

values of ∆ outside this range, but for all practical purposes the range

(5.133) appears to be sufficient. We proceed now to evaluate

Ξ◦(PT ; iξ) = 2πi

1∫

0

1
2∫

0

x−
1
2
+iξ(1 + x)−

1
2
+iT (1 + xy)−

1
2
−iξy−

1
2
+iξ

(1 − y)−
1
2
+iξe−

1
4
∆2 log2(1+x)dx dy (5.134)

by using the following procedure. For |ξ| ≤ log3A T we integrate first

over y (simplifying (1+xy)−
1
2
−iξ by Taylor’s formula), getting essentially

a beta-integral, that is,

B(p, q) =

1∫

0

xp−1(1 − x)q−1dx =
Γ(p)Γ(q)

Γ(p + q)
(Re p > 0, Re q > 0). (5.135)

For the remaining range log3A T ≤ |ξ| ≤ CT∆−1 log3 T we use the

saddle-point method, evaluating first the integral over x, and then inte-

grating over y.

Thus we begin the evaluation of Ξ◦(PT ; iξ), supposing |ξ| ≤ log3A T .

By (5.134) we have, with some c > 0,

Ξ◦(PT ; iξ) = O(e−clog2T ) + 2πi

∆−1 log T∫

0

x−
1
2
+iξ(1 + x)−

1
2
+iT

exp

(

−∆
2

4
log2(1 + x)

)

dx

1∫

0

y−
1
2
+iξ(1 − y)−

1
2
+iξ(1 + xy)−

1
2
−iξdy
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= 2πi

∆−1 log T∫

0

x−
1
2
+iξ(1 + x)−

1
2
+iT exp

(

−∆
2

4
log2(1 + x)

)

dx

1∫

0

y−
1
2
+iξ(1 − y)−

1
2
+iξdy + 2πi

∆−1 log T∫

0

x−
1
2
+iξ(1 + x)−

1
2
+iT

x

(

−1

x
− iξ

)

exp

(

−∆
2

4
log2(1 + x)

)

dx

1∫

0

y
1
2
+iξ(1 − y)−

1
2
+iξdy

+ O





∆−1 log T∫

0

x3/2 log6A T · dx





+ O(e−c log2 T ) = I1 + I2 + O(T−1),

say. We have

I1 = 2πi

∆−1 log T∫

0

x−
1
2
+iξ(1 + x)−

1
2
+iT

exp

(

−∆
2

4
log2(1 + x)

)

dx

1∫

0

y−
1
2
+iξ(1 − y)−

1
2
+iξdy

= 2πi
Γ2( 1

2
+ iξ)

Γ(1 + 2iξ)

∞∫

0

x−
1
2
+iξ(1 + x)−

1
2
+iT

exp

(

−∆
2

4
log2(1 + x)

)

dx + O(e−c log2 T ).

269

Next we use

∞∫

−∞

exp(αx − βx2)dx =

√

π

β
exp

(

α2

4β

)

(Re β > 0)
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to write the last integral above as

(∆
√
π)−1

∞∫

0

x−
1
2
+iξ(1 + x)−

1
2
+iT





∞∫

−∞

(1 + x)iue−(u/∆)2

du




dx

= (∆
√
π)−1

1∫

0

v−
1
2
+iξ(1 − v)−1−iξ−iT

∞∫

−∞

(1 − v)−iue−(u/∆)2

du dv

after change of variable x/(1 + x) = v. This may be further written as

(∆/
√
π)−1 lim

α→−1+0

1∫

0

v−
1
2
+iξ(1 − v)α−iξ−iT

∞∫

−∞

(1 − v)−iue−(u/∆)2

du dv

= (∆
√
π)−1 lim

α→−1+0

∆ log T∫

−∆ log T

e−(u/∆)2

du

1∫

0

v−
1
2
+iξ(1 − v)α−iξ−iT−iudv + O(e−c log2 T )

= (∆
√
π)−1 lim

α→−1+0

∆ log T∫

−∆ log T

e−(u/∆)2 ·

Γ( 1
2
+ iξ)Γ(α + 1 − iξ − iT − iu)

Γ(α + 3
2
− iT − iu)

du + O(e−c log2 T )

= (∆
√
π)−1

∆ log T∫

−∆ log T

e−(u/∆)2 ·
Γ( 1

2
+ iξ)Γ(−ξ − iT − iu)

Γ( 1
2
− iT − iu)

du + O(e−c log2 T ),

where uniform convergence was used and the fact that ξ + T + u , 0

for |u| ≤ ∆ log T , |ξ| ≤ log3A T . By Stirling’s formula, in the form stated

after (3.18), we find that

Γ( 1
2
+ iξ)Γ(−iξ − iT − iu)

Γ( 1
2
− iT − iu)

= Γ

(

1

2
+ iξ

)

(T + u + ξ)−
1
2
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exp

{

−π
2
ξ +

πi

4
− iξ log(T + u) + O

(

|ξ|
T

)}

·
(

1 + O

(

1

T

))

.

270

Since

log(T + u) = log T +
u

T
+ O

(

∆2 log2 T

T 2

)

,

(T + u + ξ)−
1
2 = T−

1
2 + O(T−3/2∆ log T )

and ∆ ≤ T exp(σ
√

log T ), it follows that

Γ( 1
2
+ iξ)Γ(−iξ − iT − iu)

Γ( 1
2
− iu − iT )

= Γ

(

1

2
+ iξ

)

e
1
4
πi− 1

2
πξT−

1
2
−iξ ·

{

1 + 0

(

exp

(

−1

2

√

log T

))}

.

This means that the last expression is negligible if ξ > 0 and ξ is

large, in which case Γ( 1
2
+ iξ) ≍ exp(− 1

2
πξ). Therefore

I1 = 2πi
Γ3( 1

2
+ iξ)

Γ(1 + 2iξ)
e

1
4
πi− 1

2
πξT−

1
2
−iξ

{

1 + 0

(

exp

(

−1

2

√

log T

))}

,

and by the same method it is established that

I2 ≪ T−
1
2 exp

(

−1

2

√

log T

)

.

Hence uniformly for |ξ| ≤ log3A T we have

Ξ◦(PT ; iξ) = 2πie
1
4
πi− 1

2
πξ
Γ3( 1

2
+ iξ)

Γ(1 + 2iξ)
T−

1
2
−iξ

{

1 + O

(

exp

(

−1

2

√

log T

))}

. (5.136)

It may be remarked that the expression in (5.136) can be integrated

in applications whenever this is needed. Now we suppose additionally

D < |ξ| ≤ log3A T, (5.137)
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where D > 0 is a large constant. Then we use again Stirling’s formula

to obtain

Ξ◦(PT ; iξ) ≪ T−
1
2 e−πξ (ξ > 0), (5.138)

and

Ξ◦(PT ; iξ) = −4π22−
1
2 (T |ξ|)− 1

2 exp(iξ log |ξ| − iξ log(4eT )) ·
(

1 + O

(

1

|ξ|

))

(5.139)

for ξ < 0. Finally from (5.138) and (5.139) we can obtain an asymptotic

formula for θ(ξ; T,∆) when (5.137) holds. On using (5.117) and (5.118)

it is seen that

θ(ξ; T,∆) = 2 Re{Ψ(PT ; iξ) − Φ(PT ; iξ)} (5.140)

=
1

4π
Re

{(

1

sh(πξ)
− i

)

Ξ(PT ; iξ) −
(

1

sh(πξ)
+ i

)

Ξ(PT ;−iξ)

}

=
1

4π
Im

{

Ξ◦(PT ; iξ) + Ξ◦(PT ;−iξ)
}

+ O(T−
1
2 |ξ|−1).
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Thus θ(ξ; T,∆) ≪ |ξ|− 1
2 T−

1
2 in the continuous spectrum, making the

total contribution of the continuous spectrum ≪ T−
1
2 logC T for |ξ| ≤

log3A T . On the other hand, in the discrete spectrum one has to take

ξ > 0, so that the main contribution to θ(x j; T,∆) (with error which is

0(T−
1
2 x−1

j
)) will be

1

4π
Im{Ξ◦(PT ;−ix j)}

= −π(2T x j)
− 1

2 sin

(

x j log
4eT

x j

)

= π(2T x j)
− 1

2 sin

(

x j log
x j

4eT

)

.

Then we can, in view of ∆ ≤ T exp(−
√

log T ), x j ≤ log3A T , insert

the exponential factor exp(−(∆x j/2T )2) in the relevant term in (5.132),

making a negligible error. This is done, because these (harmless) factors

are present in the series appearing in Theorem 5.2 and Theorem 5.3.

Hence it remains to consider the ranges |ξ| ≤ D and log3A T ≤ |ξ| ≤
CT∆−1 log3 T . In the range |ξ| ≤ D we trivially have Ξ◦(PT ; iξ) ≪ T−

1
2 ,

so that the contribution to both the continuous and discrete spectrum is

≪ T−
1
2 , more than required by Theorem 5.2.
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We turn now to the range

log3A T ≤ |ξ| ≤ CT∆−1 log3 T, (5.141)

provided that (5.133) holds. We rewrite (5.134) as

Ξ◦(PT ; iξ) = 2πi

1∫

0

y−
1
2
+iξ(1 − y)−

1
2
+iξS (y; ξ)dy, (5.142)

where

S (y; ξ) :=

1
2∫

0

x−
1
2
+iξ(1 + x)−

1
2
+iT (1 + xy)−

1
2
−iξe−

1
4
∆2 log2(1+x)dx, (5.143)

and proceed to evaluate by the saddle-point method first S (y; ξ), and

then Ξ◦ itself. First we show that, in case ξ > 0 and (5.141) holds, the272

contribution of S (y; ξ) is negligible uniformly in y. Namely we replace

the segment of integration [0, 1
2
] by L1 ∪ L2, as follows:

0

On L1 we have xiξ ≪ exp
(

− 1
4
πξ

)

, hence the integral over L1 is

≪ exp

(

−π
8
ξ

)

. On L2 we have |x| ≫ ∆−1 log T , consequently we obtain,

for ξ > 0,

Ξ◦(PT ; iξ) ≪ exp

(

−π
8
ξ

)

+ exp(−C1 log2 T ). (5.144)

In case ξ < 0 write

S (y; ξ) =

1
2∫

0

x−
1
2 (1 + x)−

1
2 exp

(

−∆
2

4
log2(1 + x)

)

exp(i f (x))dx,
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where

f (x) = f (x; ξ,T, y) := ξ log x + T log(1 + x) − ξ log(1 + xy),

so that

f ′(x) =
ξ

x
+

T

1 + x
− ξy

1 + xy
, f ′′(x) = − ξ

x2
− T

(1 + x)2
+

ξy2

(1 + xy)2
.

The saddle point is the solution of the equation f ′(x◦) = 0, giving

x◦ =
2|ξ|

T − |ξ| +
(

(T − |ξ|)2 + 4Tyξ
) 1

2

=
|ξ|

T − |ξ|

(

1 − y|ξ|
T
+ O

(

ξ2

T 2

))

∼ |ξ|
T
. (5.145)

We can now evaluate S (y; ξ) by a general result on exponential inte-

grals, like Theorem 2.3. This will be sufficient for the proof of Theorem

5.2 and the first part of Theorem 5.3. On the other hand, we may use a

special contour, suited to the particular structure of the integral S (y; ξ),

and evaluate S (y; ξ) from first principles. The latter approach, which is

naturally more delicate, leads to slightly better error terms and enables

one to deduce the second part of Theorem 5.3.

Thus we shall first use Theorem 2.3, but before it is applied we shall 273

truncate S (y; ξ). So consider

T−1
∫

0

x−
1
2 (1 + x)−

1
2 exp

(

−∆
2

4
log2(1 + x)

)

exp(i f (x))dx

=

∞∑

k=0

T−12−k
∫

T−12−k−1

. . . =

∞∑

k=0

I(k),

say. In each I(k) we have f ′(x) ≫ |ξ|/x, hence by Lemma 2.1

I(k) ≪ (T−12−k)−
1
2 (|ξ|T2k)−1 ≪ |ξ|−1T−

1
2 2−

1
2 k,
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and consequently

T−1
∫

0

x−
1
2 (1 + x)−

1
2 exp

(

−∆
2

4
log2(1 + x)

)

exp(i f (x))dx ≪ |ξ|−1T−
1
2

Also we have trivially

1
2∫

|ξ|1/2(10T )−1/2

x−
1
2 (1 + x)−

1
2 exp

(

−∆
2

4
log2(1 + x)

)

exp(i f (x))dx

≪ exp

(

− ∆
2|ξ|

100T

)

≪ exp

(

−|ξ| log−2A T

100

)

≪ exp

(

− logA T

100

)

in view of (5.141), and thus the integral is negligible if A > 1, which

may be assumed. In the remaining integral

I :=

|ξ|1/2(10T )−1/2
∫

T−1

x−
1
2 (1 + x)−

1
2 exp

(

−∆
2

4
log2(1 + x)

)

exp(i f (x))dx

we have f ′(x) ≪ min(|ξ|x−1,T ), f ′′(x) ≫ |ξ|x−2. To evaluate I we apply

Theorem 2.3 with a = T−1, b = |ξ| 12 (10T )−
1
2 , Φ(x) = x−

1
2 exp(−C∆2x2),

µ(x) = x/10, ϕ(x) = x−
1
2 (1 + x)−

1
2 exp

(

−∆2

4
log2(1 + x)

)

F(x) =

min(|ξ|,T x). We have | f ′′(z)|−1 ≪ x2|ξ|−1 ≪ µ2(x)F−1(x) trivially if

F(x) = |ξ|, and x2|ξ|−1 ≪ x2T−1x−1 ≪ µ2(x)F−1(x) if x ≤ |ξ|T−1. For

the error terms we obtain

Φa

(

| f ′a | + f ′′
1
2
a

)−1

≪ T
1
2 (|ξ|T )−1 = |ξ|−1T−

1
2 ,

Φb

(

| f ′b | + f
′′ 1

2

b

)−1

≪ e−c log2 T , Φ0µ0F
−3/2

0
≪ |ξ|−1 · T−

1
2 ,

and the contribution of the exponential error term in Theorem 2.3 is274

clearly negligible. Therefore Theorem 2.3 gives

I =
√

2πϕ0( f ′′0 )−
1
2 exp

(

iT log(1 + x0) + iξ log
x0

1 + x0y
+

iπ

4

)
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+ O

(

|ξ|−1T−
1
2

)

=
√

2πT−
1
2 exp



−
(

∆ξ

2T

)2




exp

(

iT log(1 + x0) + iξ log
x0

1 + x0y
+

iπ

4

)

+ O

(

|ξ|−1T−
1
2

)

.

Since ξ < 0 we also obtain, by using (5.145),

T log(1 + x0) + ξ log
x0

1 + x0y
= ξ log

|ξ|
eT
+

(

y − 1

2

)

ξ2

T
+ O

(

|ξ|2

T 2

)

,

which gives

I =
√

2πT−
1
2 exp



−
(

∆ξ

2T

)2


 exp

(

iξ log
|ξ|
eT
+ i

(

y − 1

2

)

ξ2

T
+

iπ

4

)

+ O
(

|ξ|3T−5/2
)

+ O

(

|ξ|−1T−
1
2

)

.

Then

Ξ◦(PT ; iξ) = O
(

|ξ|3T−5/2
)

+ O

(

|ξ|−1T−
1
2

)

+ (2π)3/2e
3
4
πiT−

1
2 (5.146)

exp

(

iξ log
|ξ|
eT
− iξ2

2T

)

e−(
∆ξ
2T

)2 ·
1∫

0

(y(1 − y))−
1
2

exp

{

iξ log(y(1 − y)) +
iξ2

T
y

}

dy.

The last integral may be truncated at |ξ|−2 and 1 − |ξ|2 with an error

of O(|ξ|−1). The remaining integral

J :=

1−|ξ|−2
∫

|ξ|−2

(y(1 − y))−
1
2 exp(i f̄ (y))dy,

f̄ (y) = f̄ (y; ξ,T ) := ξ log(y(1 − y)) +
ξ2

T
y

may be evaluated again by Theorem 2.3. We have

f̄ ′(x) =
ξ

x
− ξ

1 − x
+
ξ2

T
, f̄ ′′(x) = − ξ

x2
− ξ

(1 − x)2
,
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and the saddle point x◦ satisfies f̄ ′(x◦) = 0, whence

x◦ =




1 − ξ

2T
+

(

1 +
ξ2

4T 2

) 1
2





·−1

=
1

2
+

ξ

8T
− ξ3

128T 3
+ O

(

|ξ|5

T 5

)

.

The error terms from Theorem 2.3 will be all ≪ ξ−2. Thus with275

ϕ(x) = (x(1 − x))−
1
2 we obtain

J =
√

2πϕ◦( f̄ ′′◦ ) exp

(

i f◦ +
iπ

4

)

+ O(ξ−2)

= π
1
2 e

1
4
πi|ξ|−

1
2

{

1 + O
(

|ξ|T−1
)

+ O
(

|ξ|3T−2
)}

exp

(

−iξ log 4 +
iξ2

T

)

+ O(ξ−2).

Inserting the expression for J in (5.146) we obtain

Ξ◦(PT ; iξ) = −23/2π2(|ξ|T )−
1
2 exp

(

iξ log
|ξ|

4eT

)

(5.147)

exp





(

−∆ξ
2T

)2




(

1 + O
(

|ξ|T−1
)

+ O
(

|ξ|3T−2
))

+ O
(

|ξ|3T−5/2
)

+ O

(

|ξ|−1T−
1
2

)

(ξ < 0),

provided that (5.141) holds. The error terms O(|ξ|T−1) and O(|ξ|3T−2)

in (5.147) will make a negligible contribution. The main term in (5.147)

is the same main term as in (5.139), only with the additional factor

exp(−(∆ξ/2T )2). Hence the analysis concerning the main term in

(5.147) will be as in the previous case. To deal with the remaining two

error terms in (5.147) we shall use the bounds

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

6

dt ≪ T 5/4 log29/4 T (5.148)

and
∑

x j≤x

α j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣
≪ x2 logC x. (5.149)
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The last bound (with C = 1
2
(B + 1)) follows on using the Cauchy-

Schwarz inequality and the bounds

∑

x j≤x

α jH
2
j

(

1

2

)

≪ x2 log x, (5.150)

∑

x j≤x

α jH
4
j (

1

2
) ≪ x2 logB x. (5.151)

Note that (5.150) is a weak consequence of (5.55), while (5.151)

has been claimed by N. Kuzmetsov. A proof was found recently by

Y. Motohashi, which shows that actually (5.151) holds with B = 20.

Therefore on using (5.148) it follows that the contribution of the error 276

terms O(|ξ|3T−5/2) and O(|ξ|−1T−
1
2 ) to the continuous spectrum (i.e. in-

tegral) in (5.132) is negligible. The contribution of these error terms

to the discrete spectrum (i.e. sum) in (5.132) is, by (5.149) and partial

summation,

≪
∑

x j≤CT∆−1 log3 T

α j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣

(

x3
jT
−5/2 + x−1

j T−
1
2

)

≪
(

T∆−1 log3 T
)5

T−5/2 logC T +
(

T∆−1 log3 T
)

T−
1
2 logC T

≪ (log T )D(A)

with D(A) = 15+5A+C, providing that (5.137) holds. This established

then Theorem 5.2 in view of (5.11).

We pass now to the discussion of the proof of the first part of The-

orem 5.3. We integrate Theorem 5.1 over T for V ≤ T ≤ 2V . First we

note that from (5.24) we have

2V∫

V

M

(

s,
1

2
− iT ;∆

)

dT

= −i

∞∫

0

xs−1(1 + x)−
1
2
+iV (1 + x)iV − 1

log(1 + x)
exp

(

−∆
2

4
log2(1 + x)

)

dx.
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If Re s > 1 and T ǫ ≤ ∆ ≤ T exp(−
√

log T ) the right-hand side is

≪ ∆1−Re se−| Im s|/V

similarly as in the proof of (5.121). Hence we obtain

2V∫

V

Λ(k; T,∆)dT ≪





∆1−k k ≤ C,

(k∆)−C1 k > C,

for any fixed C1 > 0. This means that the contribution of the holo-

morphic part in (5.10) to the integral in (5.13) is negligible. From the

formula (see Section 5.1)

Γ(k)(s)

Γ(s)
=

k∑

j=0

b j,k(s) log j s + c−1,k s−1 + . . . + c−r,k s−r + Or

(

|s|−r−1
)

it follows that, for a suitable polynomial R4(y) of degree four in y,277

2V∫

V

F0(T,∆)dT = VR4(log V) + O(∆ log5 V),

hence both (5.13) and (5.14) will contain the error term O(∆ log5 V).

The proof of (5.13) resembles the foregoing proof, only in (5.134)

we integrate for V ≤ T ≤ 2V , and eventually we shall replace V by

V2− j and sum over j = 1, 2, . . .. We have now also to consider the

additional factor i−1 log−1(1+x) ∼ i−1x−1 at x = x0, which appears in the

integrals in (5.134) after integration over T . Since x0 ∼ |ξ|T−1, the factor

i−1T |ξ|−1 will be essentially reproduced in the whole analysis, both in

the main term and error terms. Thus we shall have, as the analogue of

(5.147),

2V∫

V

Ξ◦(PT ; iξ)dT = O
(

|ξ|2V−3/2
)

+ O
(

|ξ|−2V1/2
)

+

∣
∣
∣
∣
∣
∣
i23/2π2|ξ|−3/2T

1
2 exp

(

iξ log
|ξ|

4eT

)

e−(∆ξ/2T )2

∣
∣
∣
∣
∣
∣

2V

V
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(

1 + O
(

|ξ|V−1
)

+ O
(

|ξ|3V−2
))

,

and the factor i accounts for the change of sine into cosine in Theorem

5.3. The error terms above will all contribute a total of O(V
1
2 logD(A) V),

and the first part of Theorem 5.3 follows, since similar arguments apply

to (5.136).

As mentioned earlier, there is a possibility to evaluate S (y; ξ) in

(5.143) (for ξ < 0 and (5.141) being true) directly by treating it as a

complex integral, choosing a suitable contour in the x-plane to replace

the segment of integration [0, 1
2
]. Such an evaluation is necessary for the

proof of the second part of Theorem 5.3, namely (5.14). This was the

approach used originally by Motohashi, who replaced the segment [0, 1
2
]

by ℓ1 ∪ ℓ2 ∪ ℓ3 ∪ ℓ4. Here ℓ1, ℓ2, ℓ3, ℓ4 denote segments formed by the

points 0, 1
2

x0(1− i), x0(1+ ǫ + ǫi), ∆−1 log2 T + x0ǫi,
1
2

respectively, and

ǫ > 0 is a small constant. On ℓ1 the integrand of S (y; ξ) is, uniformly

in y,

≪ |x|−
1
2 exp

(

−π
4
|ξ| + T arc tan

x0

2 + x0

+ |ξ| arc tan
x0y

2 + x0y

)

≪ |x|−
1
2 exp

(

−1

5
|ξ|

)

since x0 ∼ |ξ|T−1. Hence the contribution of ℓ1 is negligible if, say, 278

A > 1/3 in (5.141). Clearly the contribution of ℓ4 can also be neglected.

As for ℓ3, let Q = x0(1+ u+ ǫ + ǫi) with u ≥ 0. The for 0 ≤ y ≤ 1, u ≥ 0

the integrand of S (y; ξ) at Q is uniformly

≪ |x|−
1
2 exp

(

|ξ| arc tan
ǫ

1 + u + ǫ
− T arc tan

x0ǫ

1 + x0(1 + u + ǫ)

−|ξ| arc tan
yx0ǫ

1 + yx0(1 + u + ǫ)

)

≪ |x|−
1
2 exp

(

−ǫ
2

2
|ξ|

)

(5.152)

if ǫ is sufficiently small. Thus the contribution on ℓ3 will be also negli-

gible if A in (5.141) is large enough.

On ℓ2 we may use (5.152) with u = 0 and ǫ a small, positive con-

stant. It follows that we have x = x0 + rx0, dx = x0dr, where r is the
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variable that runs over the segment
[

−ǫe 1
4
πi, ǫe

1
4
πi
]

. However, if we re-

strict r to the segment [−|ξ|−2/5e
1
4
πi, |ξ|−2/5e

1
4
πi] then the integrand on the

remaining two segments of ℓ2 is bounded by the last bound in (5.152)

with ǫ = |ξ|−2/5. Hence we have a total error which is

≪ |x|−
1
2 exp

(

−C′|ξ|1/5
)

(C′ > 0), (5.153)

and this is certainly negligible if A ≥ 2 in (5.141). Therefore it follows
that, for ξ < 0 and an absolute 0-constant,

S (y; ξ) = O
(

exp
(

−C′|ξ|1/5
))

+

(

x0

(1 + x0)(1 + x0y)

) 1
2

× exp

(

−∆
2

4
log2(1 + x0)

)

exp

(

iT log(1 + x0) + iξ log
x0

1 + x0y

)

×
|ξ|−2|5eπi/µ
∫

−|ξ|−2/5eπi/µ

(1 + r)−
1
2

(

1 +
x0yr

1 + x0y

)− 1
2
(

1 +
x0r

1 + x0

)− 1
2

× exp

{

−∆
2

4

(

2 log(1 + x0) log

(

1 +
x0r

1 + x0

)

+ log2

(

1 +
x0r

1 + x0

))

+ i

∞∑

j=2

a jr
j






dr. (5.154)

Here we have, by Taylor’s formula,

a j =
x

j

0
f ( j)(x0)

j!
= O j(|ξ|),

and the term with j = 1 vanishes because x0 is the saddle point of f (x),279

that is, f ′(x0) = 0. Since

f ′′(x) = − ξ
x2
− T

(1 + x)2
+

ξy2

(1 + xy)2
,

it follows that

a2 =
|ξ|
2



1 +
T x2

0

ξ(1 + x0)2
−

(

x0y

1 + x0y

)2


 =
|ξ|
2

(

1 +
ξ

T
+ O

(

ξ2

T 2

))

.
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With the change of variable r = e
1
4
πia
− 1

2

2
u the last integral above is

equal to

e
1
4
πia
− 1

2

2

Aξ∫

−Aξ

(

1 + e
1
4
πia
− 1

2

2
u

)− 1
2

(1 + . . .)−
1
2 (1 + . . .)−1/2

exp

(

−∆
2

4
(2 log . . .)

)

exp

(

−u2 + ia3e
3
4
πia
−3/2

2
u3 − ia4a−2

2 u4 + . . .

)

du,

where Aξ ∼ 1
2
|ξ|1/10 as T → ∞. Expanding the last exponential into its

Taylor series it is seen that this becomes

I(0) +

∞∑

j=3

b jI( j), b j ≪ |ξ|1−
1
2

j,

I( j) = e
1
4
πia
− 1

2

2

Aξ∫

−Aξ

(

1 + e
1
4
πia
− 1

2

2
u

)− 1
2

(1 + . . .)−
1
2 (1 + . . .)−

1
2

exp

(

−∆
2

4

(

2 log . . . + log2

(

1 +
x0r

1 + x0

)))

· u je−u2

du.

We truncate the series
∞∑

j=3

at j = J so large that the trivial estimation

of the terms with j > J makes a total contribution of order O(T−
1
2 ). The

integrals I( j) for j ≥ 3 will make the same type of contribution as I(0),

only each will be by a factor of |ξ|1− 1
2

j smaller than I(0). Thus we may

consider only I(0) in detail. We have

I(0) = e
1
4
πia
− 1

2

2

Aξ∫

−Aξ

(

1 + e
1
4
πia
− 1

2

2
u

)− 1
2



1 +
x0ye

1
4
πia−

1
2 2u

1 + x0y





− 1
2




1 +

x0e
1
4
πia
− 1

2

2
u

1 + x0





− 1
2

× exp





−

(

∆

2

)2

(2 log(1 + x0) log
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



1 +
e

1
4
πia
− 1

2

2
ux0

1 + x0

+




log




1 +

x0e
1
4
πia
− 1

2
u

2

1 + x0









2







e−u2

du.

280

In I(0) we have 0 ≤ y ≤ 1, a2 ≍ |ξ|, x0 ∼ |ξ|T−1. Thus we repeat

what we already did: we expand all three square roots above into power

series, keeping as many terms as is necessary so that the trivial estima-

tion of the remaining terms makes a total contribution which is O(T−
1
2 ).

Thus we are left with the integral

J = e
1
4
πia
− 1

2

2

Aξ∫

−Aξ

exp

{

−u2 − ∆
2

4

(

2 log(1 + x0) log (5.155)




1 +

e
1
4
πia
− 1

2

2
ux0

1 + x0




+ log2




1 +

e
1
4
πia
− 1

2

2
ux0

1 + x0














du

plus integrals of similar type, each of which is by an order of magnitude

of |ξ| 12 smaller than the previous one. When we expand the integrand in
(5.155) into power series we obtain the integral

J1 = e
1
4
πia
− 1

2

2

Aξ∫

−Aξ

exp

{

−
(

1 +
i

4
∆2x2

0a−1
2

)

u2 − ∆
2

2
x2

0e
1
4
πia
− 1

2

2
u

}

du (5.156)

plus again a number of integrals of similar type, which are of a lower

order of magnitude than J1. Since

∆2x2
0a−1

2 ≪ ∆
2ξ2T−2|ξ|−1 ≪ T−1∆ log3 T ≪ exp

(

−1

2

√

log T

)

,

we have

J1 = e
1
4
πia
− 1

2

2

∞∫

−∞

exp

{

−
(

1 +
i

4
∆2x2

0a−1
2

)

u2 − ∆
2

2
x2

0e
1
4
πia
− 1

2

2
u

}

du

+ O
(

e−co |ξ|1/5
)

.
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By using

∞∫

−∞

exp
(

αx − βx2
)

dx =

√

π

β
exp

(

α2

4β

)

(Re β > 0)

we find that

J1 = e
1
4
πia
− 1

2

2
π

1
2

(

1 +
i

4
∆2x2

0a−1
2

)− 1
2

exp





i∆4x4
0
a−1

2

8
(

1 + i
4
∆2x2

0
a−1

2

)





+ O
(

exp
(

−c0|ξ|1/5
))

= e
1
4
πiπ

1
2 a
− 1

2

2

(

1 − i

8
∆2x2

0a−1
2 + . . .

)



1 +

i∆4x4
0
a−1

2

8
(

1 + i
4
∆2x2

0
a−1

2

) + . . .





+ O
(

exp
(

−c0|ξ|1/5
))

.

If we further make the restriction ∆ ≤ T
3
4 , then all the terms involv- 281

ing powers of ∆2x2
0
a−1

2
will eventually make a negligible contribution.

On noting that with suitable constants e j = e j(y) we have

a
− 1

2

2
= 2

1
2 |ξ|−

1
2




1 +

∞∑

j=1

e jξ
jT− j




,

we may collect all the expressions for J1 in (5.156) and insert them in

(5.154). Expanding the quantity

(

x0

(1 + x0)(1 + x0y)

) 1
2

exp

(

−∆
2

4
log2(1 + x0)

)

into Taylor series and using

T log(1 + x0) + ξ log
x0

1 + x0y
= ξ log

|ξ|
eT
+

(

y − 1

2

)

ξ2

T
+ O

(

|ξ|3

T 2

)

we arrive at the expression for Ξ◦(PT ; iξ), where the main term is

like in (5.147), only it is multiplied by a finite sum of the form 1 +
∑

a,b,c |ξ|aT b∆c with each term satisfying

|ξ|aT b∆c ≪ exp

(

−1

2

√

log T

)

,
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and the contribution of the error terms is negligible (i.e. it is O(T−
1
2 )).

When we integrate then Ξ◦(PT ; iξ) over T , V ≤ T ≤ 2V , replace V by
V2− j, sum over j, then we obtain the second assertion of Theorem 5.3.
From the above discussion it follows that the total error term for the
range |ξ| ≥ log3A T will be O(V

1
2 ), while for the range D < |ξ| ≤ log3A T

it will be sufficient to use

2V∫

V

Ξ◦(PT ; iξ)dT = i23/2π2|ξ|−3/2T
1
2 exp

(

iξ log
|ξ|

4eT

)

∣
∣
∣
∣
∣
∣
∣
∣
∣

2V

V

·
(

1 + O(|ξ|−1)
)

for ξ < 0, which is the analogue of (5.139). For |ξ| ≤ D the trivial bound

2V∫

V

Ξ◦(PT ; iξ)dT ≪ V
1
2

suffices.

In concluding, it may be remarked that the quantities c j which ap-

pear in (5.14), satisfy c j = (1+o(1))x
−3/2
j

( j→ ∞) as asserted. However,282

in the relevant range

V
1
2 log−A V ≤ ∆ ≤ V

3
4 , x j ≤ V∆−1 log V,

one can replace the term ◦(1) in the above expression for c j by an ex-

plicit 0-term and obtain

c j =

{

1 + O

(

V−
1
4 log3 V

)

+ O

(

x
− 1

2

j

)}

x
−3/2
j

.

5.6 Upper Bounds

In this section we shall deduce the upper bound results for E2(T ) con-

tained in Theorems 5.4 - 5.6, and we shall also prove Theorem 5.8. To

begin with, we shall apply an averaging technique to the asymptotic for-

mulas of Theorem 5.3. Rewrite Theorem 5.3 as

T∫

0

I4(t,∆)dt = T P4(log T ) + S (T,∆) + R(T,∆), (5.157)
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where

S (T,∆) := π

(
T

2

) 1
2
∞∑

j=1

α jx
−3/2

j
H3

j

(

1

2

)

cos

(

x j log
4eT

x j

)

e−(∆x j/2T )2

(5.158)

and

R(T,∆) ≪ T
1
2 logC(A) T (5.159)

for T
1
2 log−A T ≤ ∆ ≤ T exp(−

√

log T ) and any fixed A > 0. Suppose

henceforth that T ǫ ≤ ∆ ≤ T exp(−
√

log T ) and put first T1 = T−∆ log T ,

T2 = 2T + ∆ log T . Then

T2∫

T1

I4(t,∆)dt =

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4




(∆
√
π)−1

T2∫

T1

e−(t−u)2/∆2

dt





du (5.160)

≥
2T∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4




(∆
√
π)−1

2T+∆ log T∫

T−∆ log T

e−(t−u)2

/∆2dt





du.

But for T ≤ u ≤ 2T we have, by the change of variable t − u = ∆v,

(∆
√
π)−1

2T+∆ log T∫

T−∆ log T

e−(t−u)2/∆2

dt = π−
1
2

(2T−u)∆−1+log T∫

(T−u)∆−1−log T

e−v2

dv

= π−
1
2

∞∫

−∞

e−v2

dv + O





∞∫

log T

e−v2

dv +

− log T∫

−∞

e−v2

dv





= 1 + O

(

e− log2 T
)

,

since T − u ≤ 0, 2T − u ≥ 0. Therefore 283

2T∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt ≤
T2∫

T1

I4(t,∆)dt + O(1) = 2T P4(log 2T )

− T P4(log T ) + O(∆ log5 T ) + S (2T + ∆ log T,∆)

− S (T − ∆ log T,∆) + R(2T + ∆ log T,∆) − R(T − ∆ log T,∆)

by using the mean value theorem.
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Consider now the equality in (5.160) with T1 = T + ∆ log T ,

T2 = 2T − ∆ log T . We obtain

T2∫

T1

I4(t,∆)dt =

2T∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4




(∆
√
π)−1

T2∫

T1

e−(t−u)2/∆2

dt





du + O(1),

since with u − t = ∆v we have

T∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4




(∆
√
π)−1

2T−∆ log T∫

T+∆ log T

e−(t−u)2/∆2

dt





du

= (∆
√
π)−1

2T−∆ log T∫

T+∆ log T





T∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4

e−(t−u)2/∆2

du




dt

= π−
1
2

2T−∆ log T∫

T+∆ log T





∞∫

(t−T )/∆

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it − i∆v

)∣
∣
∣
∣
∣
∣

4

e−v2

dv





dt

≪ T 2

∞∫

log T

(1 + v)e−v2

dv ≪ e−
1
2

log2 T .

The same upper bound holds for the integral from 2T to∞. But

2T∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4




(∆
√
π)−1

T2∫

T1

e−(t−u)2/∆2

dt





du

≤
2T∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4




(∆
√
π)−1

2T+∆ log T∫

T−∆ log T

e−(t−u)2/∆2

dt





du

=

2T∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4

du + 0(1)

as in the previous case. Thus we have proved284
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Lemma 5.1. For 0 < ǫ < 1 fixed and T ǫ ≤ ∆ ≤ Te−
√

log T we have

uniformly

2T∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt ≤ 2T P4(log 2T ) − T P4(log T ) + O(∆ log5 T )

+ S (2T + ∆ log T,∆) − S (T − ∆ log T,∆)

+ R(2T + ∆ log T,∆) − R(T − ∆ log T,∆)

and

2T∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt ≥ 2T P4(log 2T ) − T P4(log T ) + O(∆ log5 T )

+ S (2T − ∆ log T,∆) − S (T + ∆ log T,∆)

+ R(2T − ∆ log T,∆) − R(T + ∆ log T,∆).

To obtain an upper bound for E2(T ) from Lemma 5.1 note that, for
τ ≍ T , we have uniformly for A > 0 sufficiently large

S (τ,∆) = π

(
τ

2

) 1
2

∑

x j≤T∆−1 log
1
2 T

α j x
−3/2

j
H3

j

(

1

2

)

cos

(

x j log
4eτ

x j

)

e−(∆x j/2τ)2

(5.161)

+ O(1) = O





T
1
2

∑

x j≤AT∆−1 log
1
2 T

α j x
−3/2

j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣





+ O(1)

by trivial estimation. To estimate the last sum we use (5.149) with

C = 1
2
(B + 1) to obtain by partial summation

S (τ,∆) ≪ T∆−
1
2 (log T )

1
2

B+ 3
4 (τ ≍ T ).

Therefore from Lemma 5.1 and Theorem 5.3 we infer that, for T
1
2 ≤ 285

∆ ≤ T exp(−
√

log T ), uniformly in ∆

2T∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt = 2T P4(log 2T ) − T P4(log T )
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+ O(∆ log5 T ) + O

(

T
1
2 logC(A) T

)

+ O

(

T∆−
1
2 (log T )

1
2

B+ 3
4

)

.

We equalize the first and the third O-term by choosing

∆ = T 2/3(log T )B/3−17/6.

Then we obtain

E2(2T ) − E2(T ) ≪ T 2/3(log T )B/3+13/6.

Hence replacing T by T2− j and summing over j = 1, 2, . . . we have

E2(T ) ≪ T 2/3(log T )B/3+13/6, (5.162)

which proves Theorem 5.4 with C =
B

3
+

13

6
, where B is the constant

appearing in (5.151). Note that any non-trivial estimation of the sum

in (5.161) would lead to improvements of (5.162). Such a non trivial

estimation would presumably lead to a bound of the form E2(T ) ≪ T n+ǫ

with some η < 2/3. By Theorem 1.1 this would imply ζ( 1
2
+ iT ) ≪ T θ+ǫ

with θ =
η

4
<

1

6
, thus providing a nontrivial estimate for ζ( 1

2
+ iT ).

We pass now to the proof of Theorem 5.5. From Lemma 5.1 and

(5.10) we have, with a slight abuse of notation,

E2(2T ) − E2(T ) ≤ S (2T + ∆ log T,∆) − S (T − ∆ log T,∆) (5.163)

+ O(T
1
2 ) + O(∆ log5 T ),

where this time

S (T,∆) = π

(
π

2

) 1
2
∞∑

j=1

α jc jH
3
j

(

1

2

)

cos

(

x j log
4eT

x j

)

e−(∆x j/2T )2

with c j ∼ x
−3/2
j

, T
1
2 log−A T ≤ ∆ ≤ T

3
4 . An expression of similar type

holds also for the lower bound. We replace in (5.163) T by t2−ℓ and

sum for ℓ = 1, 2, . . . , L, where L is chosen in such a way that t2−L <

t5/7 ≤ t21−L. Then we take ∆ = T
1
2 log−5 T and T ≤ t ≤ 2T , so that the286
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condition T
1
2 log−5 T ≤ ∆ ≤ T

3
4 is satisfied if T is replaced by t2−ℓ for

each ℓ = 1, 2, . . . , L. By Theorem 5.4 we have

E2(t5/7) ≪ (T 5/7)2/3 logC T ≪ T 1/2,

hence we obtain

E2(t) ≤
L∑

ℓ=1

{

S
(

21−ℓt + ∆ log T,∆
)

− S
(

2−ℓt − ∆ log T,∆
)}

+ O(T
1
2 ), (5.164)

since the analysis of the proof of Lemma 5.1 shows that log(t2− j) may

be replaced by log T with the same effect. Therefore integration of

(5.164) gives

2T∫

T

E2(t)dt ≤ O(T 3/2) (5.165)

+

L∑

ℓ=1






2T∫

T

S
(

21−ℓt + ∆ log T,∆
)

dt −
2T∫

T

S
(

2−ℓt − ∆ log T,∆
)

dt






,

and a lower bound of similar type will hold for the left-hand side of

(5.165). We break the series for S (T,∆) at T∆−1 logT with a negligible

error to obtain

2T∫

T

S
(

2−ℓt − ∆ log T,∆
)

dt = π2−
1
2

2T∫

T

(

2−ℓt − ∆ log T
) 1

2

×
∑

x j≤T∆−t log T

α jc jH
3
j

(

1

2

)

cos

(

x j log
4e(2−ℓt − ∆ log T )

x j

)

× exp

(

−
(
∆x j

2−ℓt

))

dt ≪ (T2−ℓ)
1
2 T

×
∑

x j≤T∆−1 log T

α jc jx
−1
j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣
≪ T 3/22−

1
2 ℓ.
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Here we used Lemma 2.1 and the fact that by (5.162) and partial

summation

∑

x j≤T∆−1 log T

α jc jx
−1
j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣
≪

∞∑

j=1

α jx
−5/2
j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣
< +∞.

Summing over ℓ we have

2T∫

T

E2(t)dt ≤ CT 3/2 (C > 0),

and the analogue of (5.165) for the lower bound will show that the above287

integral is also −CT 3/2. This proves (5.16). In view of Lemma 5.4 it

may well be true that

T∫

0

E2(t)dt ∼ C(T )T 3/2 (T → ∞), (5.166)

where C(T ) is a function represented by infinite series of the type ap-

pearing in (5.206), and where

C(T ) = O(1), C(T ) = Ω±(1)

holds. It does not appear easy, however, to prove (5.166).

To prove (5.17) write

I2(T ) =

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

(dt) = T P4(log T ) + E2(T ).

Then we have

2T∫

T

E2(t)

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt =

2T∫

T

E2(t)I′2(t)dt

=

2T∫

T

E2(t)
(

P4(log t) + P′4(log t) + E′2(t)
)

dt
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=

2T∫

T

E2(t)
(

P4(log t) + P′4(log t)
)

dt +
1

2
E2

2(2T ) − 1

2
E2

2(T ).

For the last integral we use (5.16) and integration by parts. Since

E2(T ) ≪ T 2/3 logC T , (5.17) follows. Recall that E(T )(= E1(T )) had

mean value π (Theorem 3.1). On the other hand, if the conjecture

(5.166) is true, then E2(T ) certainly can have no mean value.

We proceed now to prove the mean square estimate given by Theo-

rem 5.6. Before giving the proof we remark that (5.18) gives

T∫

0

E2
2(t)dt ≪ T 9/4 logC T.

This bound shows that, in mean square, E2(t) is ≪ t5/8, and this is

better than what one gets from the pointwise estimate (5.15). I expect

that
T∫

0

E2
2(t)dt = CT 2 + H(T ) (5.167)

holds for some C > 0 and H(T ) = ◦(T 2) as T → ∞. This conjecture 288

seems to be fairly deep, since proving even

2T∫

T

E2
2(t)dt ≫ T 2

seems difficult (this lower bound trivially implies Theorem 5.7). In fact

it is even plausible to conjecture that

H(T ) = O
(

T 3/2+ǫ
)

, H(T ) = Ω
(

T 3/2−δ
)

(5.168)

for any δ, ǫ > 0, and the above omega-result can be proved if the strong

omega-result (5.212) is true. Incidentally, (5.18) implies E2(T ) ≪ T 2/3

logC T , which is Theorem 5.4. To see this recall that by Lemma 4.2 with
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k = 2 we have

E2(T ) ≤ H−1

T+H∫

T

E2(t)dt +C1H log4 T (0 < H ≤ T ) (5.169)

and

E2(T ) ≥ H−1

T∫

T−H

E2(t)dt −C1H log4 T (0 < H ≤ T ). (5.170)

From (5.18), (5.169), (5.170) and the Cauchy-Schwarz inequality it

follows that

|E2(T )| ≤ H−1

T+H∫

T−H

|E2(t)|dt +C1H log4 T

≪ H−
1
2





T+H∫

T−H

E2
2(t)dt





1
2

+ H log4 T

≪ T
3
4 H−1/8 log

1
2

C T + H log4 T ≪ T 2/3(log T )(4C+4)/9

with H = T 2/3(log T )(4C−32)/9. By the same argument E2(T ) ≪ T
1
2
+ǫ is

true if (5.167) and the 0-result in (5.168) are true.
To prove (5.18) we use (5.163) provided that E(t) > 0, and an anal-

ogous lower bound when E(t) < 0. Thus squaring and integrating we
obtain289

T+H∫

T

E2
2(t)dt ≪ T H + H∆2 log10 T + log T

L∑

ℓ=1

×






T+H∫

T

S 2
(

21−ℓt + ∆ log T,∆
)

dt +

T+H∫

T

S 2
(

2−ℓt − ∆ log T,∆
)

dt

+

T+H∫

T

S 2
(

21−ℓt − ∆ log T,∆
)

dt +

T+H∫

T

S 2
(

2−ℓt + ∆ log T,∆
)

dt






. (5.171)
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All four integrals in (5.171) are estimated similarly, the first being

majorized by 0(log T ) subintegrals of the type

JN = JN(T,H, ℓ)

:=

T+H∫

T

τ

∣
∣
∣
∣
∣
∣
∣
∣

∑

N<x j≤2N

α jc jH
3
j

(

1

2

)

cos

(

x j log
4eτ

x j

)

e−(∆x j/2τ)2

∣
∣
∣
∣
∣
∣
∣
∣

2

dt,

where τ = 21−ℓt + ∆ log T ≍ 2−ℓT , N ≪ T∆−1 log T . Squaring out the

integrand one obtains

JN ≪ T2−ℓ
∑

N<x j,xm≤2N

α jαm(x jxm)−3/2

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)

H3
m

(

1

2

)∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣
∣
∣
∣

T+H∫

T

cos

(

x j log
4e(21−ℓt + ∆ log T )

x j

)

cos

(

xm log
21−ℓt + ∆ log T

xm

)

dt

∣
∣
∣
∣
∣
∣
∣
∣
∣

= T2−ℓ




∑

1

+
∑

2



 ,

say, where in
∑

1 we fix x j and sum over xm such that |x j − xm| ≤ V , and

in
∑

2 we sum over |x j− xm| > V . Here V (≫ 1) is a parameter satisfying

V ≪ N, and which will be suitably chosen a little later. To estimate
∑

1

we use the bound

∑

x−V≤x j≤x+V

α j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣
≪ x3/2V1/2 logC x (5.172)

for logC1 x ≪ V ≪ x, which follows by the Cauchy-Schwarz inequality

from (5.55) and (5.151) with C = 1
2
(B + 1), where B is the constant in

(5.151). Alternatively, one can use the bound

∑

x−V≤x j≤x+V

α jH
2
j

(

1

2

)

≪ xV log x

(

B log
1
2 x ≤ V ≤ x, B > 0

)

,

proved very recently by Y. Motohashi [129]. This gives, again by

(5.151), the same bound as in (5.172).
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Hence by trivial estimation and (5.172) we have

∑

1

≪ H
∑

N<x j≤2N

α jx
−3/2
j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣
V

1
2 logC T (5.173)

≪ HV
1
2 logC T

∑

x j≤2N

α j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣
N−3/2 ≪ HV

1
2 N

1
2 log2C T.

290

To estimate
∑

2 we use Lemma 2.1 and

cosα cos β =
1

2
{cos(α − β) + cos(α + β)} .

It follows that

∑

2

≪ T
∑

N<x j,xm≤2N;|x j−xm |>V

α jαm(x jxm)−3/2
H3

j

(
1
2

)

H3
m

(
1
2

)

|x j − xm|
(5.174)

≪ TV−1





∑

N<x j≤2N

α jx
−3/2
j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣





2

≪ TV−1N logB+1 T,

with B as in (5.151). From (5.173) and (5.174) we have

JN ≪ T2−ℓ logB+1 T

(

HV
1
2 N

1
2 + TV−1N

)

≪ 2−ℓT
4
3 N

2
3 H

2
3 logB+1 T (5.175)

for

V = T 2/3N1/3H−2/3 ≪ N.

The condition V ≪ N is satisfied for N ≥ T H−1. If N < T H−1, then

it suffices to use (5.149) and obtain, by trivial estimation,

JN ≪ 2−ℓT HN log2C T ≪ 2−ℓT 2 log2C T.

If N ≥ T H−1, then in view of N ≪ T∆−1 log T we must have ∆ ≪
H log T . Therefore combining the preceding estimates we have

T+H∫

T

E2
2(t)dt ≪

(

T 2 + ∆2H + T 4/3H2/3 max
N≤T∆−1 log T N2/3

)

logD T
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≪
(

T 2 + ∆2H + T 2H2/3∆−2/3
)

logD+1 T ≪ T 3/2H3/4 logD+1 T

with a suitable D > 0 and

∆ = T 3/4H−1/8.

With the above ∆ the condition ∆ ≪ H log T holds for H ≪ T
2
3

log−
8
9 T . This is actually the relevant range for (5.18), since for H ≪ 291

T 2/3

log−8/9 T the trivial estimate

T+H∫

T

E2
2(t)dt ≤ H (MaxT≤t≤2T |E2(t)|)2 ≪ HT 4/3 log2C T,

which comes from Theorem 5.4, is better than (5.18) if one disregards

the log-factors. The condition (2−ℓt)1/2 ≪ ∆ ≪ (2−ℓ)3/4 will be satisfied

if L in (5.171) is chosen to satisfy 2−Lt ≤ T
3
4
−ǫ ≤ 21−Lt . This completes

the proof of Theorem 5.6. We remark that, if instead of (5.151), one also

had
∑

x−V≤x j≤x+V

α jH
4
j

(

1

2

)

≪ xV logC x

(

xǫ ≪ V ≤ x
1
2

)

,

then instead of (5.172) the Cauchy-Schwarz inequality would give

∑

x−V≤x j≤x+V

α j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣
≪ xV logC x

(

xǫ ≪ V ≤ x
1
2

)

.

Proceeding as above we would obtain

T+H∫

T

E2
2(t)dt ≪

(

T 2 + ∆2H + T 2H
1
2∆−

1
2

)

logC T

≪
(

T 2 + T 8/5H3/5
)

logC T

for ∆ = T 4/5H−1/5, and again ∆ ≪ H for H ≫ T 2/3. Hence we would

get
T+H∫

T

E2
2(t)dt ≪ T 8/5H3/5 logC T

(

T 2/3 ≪ H ≤ T
)

,
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which improves Theorem 5.6. In particular, we would obtain

T∫

0

E2(t)dt ≪ T 11/5 logC T.

It remains yet in this section to prove Theorem 5.8, namely

∑

r≤R

tr+∆∫

r

|ζ
(

1

2
+ it

)

|4dt ≪ R∆ logC1 T + R
1
2 T∆−

1
2 logC2 T, (5.176)

provided that292

T < t1 < . . . < tR ≤ 2T, tr+1 − tr > ∆(r = 1, . . . ,R − 1),

T
1
2 ≤ ∆ ≤ T 2/3,

since for T 2/3 ≤ ∆ ≤ T the bound (5.176) is trivial in virtue of Theorem

5.4. We have

∑

r≤R

tr+∆∫

tr

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt ≤
∑

r≤R

∆∫

−∆

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ itr + it

)∣
∣
∣
∣
∣
∣

4

dt

≤
√
πe∆

∑

r≤R




(∆
√
π)−1

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ itr + it

)∣
∣
∣
∣
∣
∣

4

e−(t/∆)2

dt





≤ eπ

√

π

2
∆

∑

r≤R

t
− 1

2
r

∞∑

j=1

α jx
− 1

2

j
H3

j

(

1

2

)

sin

(

x j log
x j

4etr

)

e−(∆x j/2tr)2

+ O(R∆ logC T )

≤ eπ

√

π

2
∆

∑

x j≤20T∆−1 log
1
2 T

α jx
− 1

2

j
H3

j

(

1

2

)
∑

r≤R

t
− 1

2
r sin

(

x j log
x j

4etr

)

e−(∆x j/2tr)2

+ O(R∆ logC T ),

where Theorem 5.2 was used. For technical reasons it is convenient to

remove e−(...) by partial summation from the last sum with a total error
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which is certainly≪ R∆ logC T . Then we have to majorize

∑

:=
∑

K=20T∆−1 log
1
2 T2−m;m=1,2,...

S K ,

S K :=
∑

K<x j≤2K

α jx
− 1

2

j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣
∣

∑

r≤R

t
− 1

2
−ix j

r

∣
∣
∣
∣
∣
∣
∣

.

By using the Cauchy-Schwarz inequality we obtain

S K ≤





∑

K<x j≤2K

α jx
−1
j H4

j

(

1

2

)




1
2





∑

K<x j≤2K

α jH
2
j

(

1

2

)
∣
∣
∣
∣
∣
∣
∣

∑

r≤R

t
− 1

2
−ix j

r

∣
∣
∣
∣
∣
∣
∣

2




1
2

= (S ′KS ′′K)
1
2 ,

say. By using (5.151) we immediately obtain 293

S ′K ≪ K logB K.

To bound S ′′
K

one needs a “large sieve” type of inequality for sums

with α jH
2( 1

2
). Such a result has been recently established by Y. Moto-

hashi (see (3.9) of [129]), and we state it here without proof as

Lemma 5.2. Let T < t1 < . . . < tR ≤ 2T, tr+1 − tr > AT∆−1 log
1
2 T

for r = 1, . . . ,R − 1 and suitable A > 0, log T ≍ log K, log
1
2 K ≪ ∆ ≤

K/ log K. Then for arbitrary complex numbers c1, . . . , cR we have

∑

K<x j≤K+∆

α jH
2
j

(

1

2

)
∣
∣
∣
∣
∣
∣
∣

R∑

r=1

crt
ix j

r

∣
∣
∣
∣
∣
∣
∣

2

≪
R∑

r=1

|cr |2K∆ log K.

In this result, which is of considerable interest in itself, we replace

K by K + ∆, K + 2∆, . . . etc. and take ∆ = K/ log K. Then we obtain

∑

K<x j≤2K

α jH
2
j

(

1

2

)
∣
∣
∣
∣
∣
∣
∣

R∑

r=1

crt
ix j

r

∣
∣
∣
∣
∣
∣
∣

2

≪
R∑

r=1

|cr |2K2 log K (5.177)
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provided that

tr+1 − tr ≫ T K−1 log3/2 T, (5.178)

in which case we obtain from (5.177) (with cr = t
− 1

2
r )

S ′′K ≪ RT−1K2 log K.

However, our assumption is that tr+1 − tr > ∆ and K satisfies K ≪
T∆−1 log

1
2 T, so that (5.178) does not have to hold. In that case we may

choose from our system of points {tr}Rr=1
subsystems of points for which

(5.178) is satisfied for consecutive points of each subsystem. There are

then ≪ T K−1∆−1 log3/2 T subsystems in question, and we obtain, on

using the above bound for S ′′
K

for each of these subsystems,

S ′′K ≪ RT−1K2 log K · T K−1∆−1 log3/2 T ≪ RK∆−1 log5/2 T.

294

Hence we obtain in any case

S K ≪ R
1
2 K∆−

1
2 (log T )

1
4

(2B+5),

and consequently

∑

≪ R
1
2 T∆−3/2(log T )

1
4

(2B+7).

This finally gives

∑

r≤R

tr+∆∫

tr

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt ≪ R∆ logC T + R
1
2 T∆−

1
2 (log T )

1
4

(2B+7),

which is (5.176) with C1 = C (≥ 4, the constant in Theorem 5.2), C2 =
1
4
(2B + 7).

We recall that the result

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

12

dt ≪ T 2 logD T (5.179)
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was proved by D.R. Heath-Brown with D = 17. We shall show now that

(5.179) follows also from Theorem 5.8. Write

2T∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

12

dt =

∫

|ζ |≤T 1/8 log(C4+4)/4 T

+

∫

|ζ |>T 1/8 log(C4+1)/4 T

= I1 + I2,

say, where C1 is the constant appearing in Theorem 5.8. Trivially we

have

I1 ≤ T log2C1+2 T ·
2T∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt ≪ T 2 log2C1+6 T.

We put

I2 =
∑

V=T 1/62− j, j≥1

I2V, I2(V) :=

∫

V<|ζ |≤2V
T≤t≤2T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

12

dt.

Then

I2(V) ≪
∑

r≤RV

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ itr

)∣
∣
∣
∣
∣
∣

12

≪ RVV12,

where {t}RV

r=1
is a system of points such that T ≤ tr ≤ 2T and tr+1− tr ≥ 1. 295

By Theorem 1.2 we have

RVV4 ≪ log T
∑

r

tr+1/3∫

tr−1/3

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt ≪ log T

R1∑

r=1

τr+∆∫

τr

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt

for a system of points {τr}R1

r=1
such that T ≤ τr ≤ 2T and τr+1 − τr ≥ 1,

R1 ≤ RV . An application of Theorem 5.8 gives, with T
1
2 ≤ ∆ ≤ T 2/3,

RVV4 ≪ log T

(

RV∆ logC1 T + R
1
2

V
T∆−

1
2 logC2 T

)

≪ R
1
2

V
T∆−

1
2 logC2+1 T

if with a suitable c > 0

∆ = cV4(log T )−C1−1 > T
1
2 .
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This happens for

V ≫ T 1/8(log T )
1
4

(C1+1),

which is the range of V in I2. It follows that

RV ≪
(

TV−6(log T )
1
2

(1+C1)+C2+12
)

= T 2V−12(log T )3+C1+2C2 ,

I2(V) ≪ T 2(log T )3+C1+2C1 , I2 ≪ T 2(log T )4+C1+2C2 .

From the estimates for I1 and I2 (5.179) follows with

D = Max (2C1 + 6, 4 +C1 + 2C2) .

5.7 The Omega-Result

One of the most striking features of the explicit formula (5.10) is the

fact that is can be used to prove the Ω-result of Theorem 5.7, namely

E2(T ) = Ω(T
1
2 ).

The proof of this result requires first some technical preparation.

We begin with a lemma, which is the counterpart of Lemma 5.1. From

(5.160) of Section 5.6 it follows, with T1 = T , T2 = 2T and T ǫ ≤ ∆ ≤
T/ log T

2T∫

T

I4(t,∆)dt ≥
2T−∆ log T∫

T+∆ log T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4



(∆
√
π)−1

2T∫

T

e−(t−u)2/∆2

dt




du

2T−∆ log T∫

T+∆ log T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4

du + O(1)

= tP4(log t)
∣
∣
∣
∣

2T

T
+ O(∆ log5 T ) + E2(2T − ∆ log T ) − E2(T + ∆ log T ),

similarly as in the proof of the first inequality in Lemma 5.1. On the296
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other hand, we have

2T∫

T

I4(t,∆)dt =

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4



(∆
√
π)−1

2T∫

T

e−(t−u)2/∆2

dt




dy

=

2T+∆ log T∫

T−∆ log T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4



(∆
√
π)−1

2T∫

T

e−(t−u)2/∆2

dt




du + O(1)

≤
2T+∆ log T∫

T−∆ log T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4




(∆
√
π)−1

2T+2∆ log T∫

T−2∆ log T

e−(t−u)2/∆2

dt





du + O(1)

=

2T+∆ log T∫

T−∆ log T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iu

)∣
∣
∣
∣
∣
∣

4

du + O(1)

= tP4(log t)
∣
∣
∣
∣

2T

T
+ O

(

∆ log5 T
)

+ E2(2T + ∆ log T ) − E2(T − ∆ log T ).

Therefore we have proved

Lemma 5.3. For 0 < ǫ < 1 fixed and T ǫ ≤ ∆ ≤ T/ log T, we have

uniformly

2T∫

T

I4(t,∆)dt ≥ 2T P4(log 2T ) − T P4(log T )

+ O
(

∆ log5 T
)

+ E2(2T − ∆ log T ) − E2(T + ∆ log T )

and

2T∫

T

I4(t,∆)dt ≤ 2T P4(log 2T ) − T P4(log T ) + O
(

∆ log5 T
)

+ E2(2T + ∆ log T ) − E2(T − ∆ log T ).

The idea of the proof of Theorem 5.7 is as follows. With 297
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I4(T,∆) = (∆
√
π)−1

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ iT + it

)∣
∣
∣
∣
∣
∣

4

e−(t/∆)2

dt

rewrite (5.157) as

2T∫

T

I4(t,∆)dt = T Q4(log T ) + U(T,∆), (5.180)

where Q4(y) is a suitable polynomial of degree four in y. Consider then

H(V,∆) :=

2V∫

V

U(T,∆)dT. (5.181)

If it can be shown that

H(V,∆) = Ω(V3/2) (5.182)

with a suitable ∆ = ∆(V), then this means that H(V,∆) = ◦(V3/2) cannot

hold as V → ∞, and so by (5.181) we see that, as T → ∞, U(T,∆) =

◦(T 1
2 ) cannot hold. But if Theorem 5.7 were false, namely if E2(T ) =

◦(T 1
2 ) were true, then by Lemma 5.3 and (5.180) it would follows that

U(T,∆) = ◦(T
1
2 ),

which we know is impossible. We shall actually prove that, for suitable

∆, we have H(V,∆) = Ω±(V3/2). This does not seem to imply that

E2(T ) = Ω±(T
1
2 ), (5.183)

although I am convinced that (5.183) must be true. The reason is that in

Lemma 5.3 we have differences with the function E2, which hinders the

efforts to obtain the above result from H(V,∆) = Ω±(V3/2).

Therefore by (5.180), (5.181) and Theorem 5.1 our problem is first

reduced to the study of the integrals

2T∫

T

θ(ξ; t,∆)dt,

2T∫

T

Λ(k; t,∆)dt.
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But in Section 5.5 we have shown that

2T∫

T

Λ(k; t,∆)dt ≪





∆1−k k ≤ C,

(k∆)−C1 k ≥ C,
(5.184)

for any C1 > 0. Thus by (5.184) the contribution of the holomorphic 298

cusp-forms is negligible. Hence it remains to study the integral

2T∫

T

θ(ξ; t,∆)dt. (5.185)

This is carried out by the analysis developed in Section 5.5. If

U(T,∆) is defined by (5.180) and (5.181), then uniformly for T ǫ ≤ ∆ ≤
T 1−ǫ we have

U(T,∆) = U1(T,∆) + O
(

∆ log5 T
)

(5.186)

with

U1(T,∆) :=
1

π

∫

|ξ|≤T∆−1 log3 T

|ζ( 1
2
+ iξ)6|

|ζ(1 + 2iξ)|2

2T∫

T

∑

(ξ; t,∆)dt dξ (5.187)

+
∑

x j≤T∆−1 log3 T

α jH
3
j

(

1

2

) 2T∫

T

∑

(x j; t,∆)dt = U11(T,∆) + U12(T,∆),

say, where

∑

(ξ; T,∆) :=
−1

4πsh(πξ)
Re

{

Ξ◦(PT ;−iξ) − Ξ◦(PT ; iξ)
}

(5.188)

+
1

4π
Im

{

Ξ◦(PT ; iξ) + Ξ◦(PT ;−iξ)
}

=
1

4π
Re

{(

1

sh(πξ)
− i

)

Ξ◦(PT ; iξ) −
(

1

sh(πξ)
+ i

)

Ξ◦(PT ;−iξ)

}

,
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and as in Section 5.5

Ξ◦(PT ; iξ) = 2πi

1∫

0

y−
1
2
+iξ(1 − y)−

1
2
+iξS (y; ξ)dy (5.189)

with

S (y; ξ) =

1
2∫

0

x−
1
2
+iξ(1 + x)−

1
2
+iT (1 + xy)−

1
2
−iξ

exp

(

−∆
2

4
log2(1 + x)

)

dx. (5.190)

Integrating U(T,∆) in (5.181) we obtain

H(V,∆) = H11(V,∆) + H12(V,∆) + O
(

V∆ log5 V
)

, (5.191)

where H11 and H12 come from the integration of U11 and U12, respec-

tively, and Vǫ ≤ ∆ ≤ V1−ǫ . Thus in view of (5.188) - (5.190) the problem

is reduced to the study of

2V∫

V

2T∫

T

Ξ◦(Pt; iξ)dt dT = 2πi

1∫

0

y−
1
2
+iξ(1 + y)−

1
2
+iξ∗

S (y; V, ξ)dy +O(e−c∆2

)

(5.192)

with suitable c > 0, where299

S ∗(y; V, ξ) := −
∞∫

0

x−
1
2
+iξ(1 + x)−

1
2
+iV (5.193)

(

(1 + x)3iV − 3(1 + x)iV + 2
)

2 log2(1 + x)
(1 + xy)−

1
2
−iξe−

1
4
∆2 log2(1+x)dx.

Here we used the representation (5.189)–(5.190) and the fact that in

(5.192) one can replace S by S ∗ with the total error which is

≪ exp(−c∆2). Henceforth we assume that

Vǫ ≤ ∆ ≤ V
1
2 log2 V.
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In the range

∆/ log V ≤ |ξ| ≤ V∆−1 log3 V (5.194)

we have, uniformly for Vǫ ≤ ∆ ≤ V
1
2 log2 V ,

2V∫

V

2T∫

V

Ξ◦(Pt; iξ)dt dT ≪ V3/2|ξ|−5/2. (5.195)

This is obtained similarly as the evaluation of S (y; ξ) and Ξ◦(PT ; iξ)

in Section 5.5. The bound (5.195) comes essentially from integration of

the main terms in the expression for Ξ◦(Pt; iξ), namely

−23/2π2 exp

(

iξ log
ξ

4et

)

(tξ)−
1
2 e−(∆ξ/2t)2

(ξ > 0)

over T ≤ t ≤ 2T , V ≤ T ≤ 2V . The integrals of the error terms will

be ≪ V3/2|ξ|−5/2. Another possibility to obtain (5.195) is to note that

S ∗(y; V, ξ) differs from S (y; V, ξ) by a factor log−2(1 + x), which at the

saddle point x = x0 changes the final expression by a factor of order

x−2
0
≍ ξ−2V2. Thus when we multiply by V−

1
2 (the order of the integral

for S ) and integrate over y (which makes a contribution of order |ξ|− 1
2 in

the expression for ξ◦), we obtain again (5.195).

It will turn out that for the range (5.194) the estimate (5.195) is suf-

ficient. For the remaining range 300

|ξ| ≤ ∆/ log V (5.196)

we shall establish an asymptotic formula for the integral in (5.195). First

note that the integral in (5.193) may be truncated at x = ∆−1 log
3
4 V

with a negligible error because of the presence of the presence of the

exponential factor. Then (5.196) implies that in the remaining integral

(1 + xy)−
1
2
−iξ = 1 + O(x(1 + |ξ|)).

Consequently

S ∗(y; V, ξ) = S ∗1(y; v, ξ) + O

(

(1 + |ξ|)V∆−
1
2 log3/8 V

)

, (5.197)
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where

S ∗1(y; V, ξ) := −
∞∫

0

x−
1
2
+iξ(1 + x)−

1
2
+iV (5.198)

(

(1 + x)3iV − 3(1 + x)iV + 2
)

2 log2(1 + x)
exp

(

−∆
2

4
log2(1 + x)

)

dx,

since the integral from 0 to ∆−1 log
3
4 V containing the error term O(x(1+

|ξ|)) may be estimated trivially as

≪ (1 + |ξ|)
∆−1 log

3
4 V∫

0

x−
1
2 x

∣
∣
∣
∣
∣
∣
∣
∣
∣

2V∫

V

2T∫

T

(1 + x)itdt dT

∣
∣
∣
∣
∣
∣
∣
∣
∣

dx

≪ (1 + |ξ|)
∆−1 log

3
4 V∫

0

x+
1
2

log(1 + x)

∣
∣
∣
∣
∣
∣
∣
∣
∣

2V∫

V

(

(1 + x)2iT − (1 + x)iT
)

dT

∣
∣
∣
∣
∣
∣
∣
∣
∣

dx

≪ V(1 + |ξ|)∆
−1 log

3
4 V

0
x−

1
2 dx ≪ (1 + |ξ|)V∆−

1
2 log3/8 V,

and so (5.197) follows. In the range (5.196) the total contribution of the
error term in (5.197) will be

≪ V∆−
1
2 log3/8 V






∫

|ξ|≤∆/ log V

|ζ( 1
2
+ iξ)6|

|ζ(1 + 2iξ)|2
(1 + |ξ|)dξ +

∑

x j≤ ∆
log V

α jx j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣






≪ V∆5/2 logC V

on using (5.148) and (5.149). The integral in (5.198) is evaluated simi-301

larly as we deduced (5.136) from (5.134). Thus we have

S ∗1(y; V, ξ) = −(∆
√
π)−1

∞∫

−∞

e−(u/∆)2

∞∫

0

x−
1
2
+iξ(1 + x)−

1
2
+iV+iu

(

(1 + x)3iV − 3(1 + x)iV + 2
)

2 log2(1 + x)
dx du
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= −(∆
√
π)−1

∆ log V∫

−∆ log V

I(u)e−(u/∆)2

du + O

(

e−
1
2

log2 V
)

,

say. Because of uniform convergence we have

I(u) = lim
α→ 1

2
+0

∞∫

0

x−
1
2
+iξ(1 + x)−α+iV+iu

(

(1 + x)3iV − 3(1 + x)iV + 2
)

2 log2(1 + x)
dx

= − lim
α→ 1

2
+0

∞∫

0

x−
1
2
+iξ(1 + x)−α+iu

2V∫

V

2T∫

T

(1 + x)itdt dT dx

= − lim
α→ 1

2
+0

2V∫

0

2T∫

T

∞∫

0

x−
1
2
+iξ(1 + x)−α+iu+itdx dt dT

= − lim
α→ 1

2
+0

2V∫

V

2T∫

T

Γ
(

1
2
+ iξ

)

Γ
(

α − 1
2
− iu − it − iξ

)

Γ(α − iu − it)
dt dT

= −
2V∫

V

2T∫

T

Γ
(

1
2
+ iξ

)

Γ(−iu − it − iξ)

Γ
(

1
2
− iu − it

) dt dT.

We use Stirling’s formula, as in the derivation of (5.136), to find that

uniformly for |u| ≤ ∆ log V , ξ ≤ ∆/ log V , V ≍ T , ∆ ≤ V
1
2 log2 V

I(u) = −e
1
4
πiΓ

(

1

2
+ iξ

)

e−
1
2
πξ

2V∫

V

2T∫

T

t−
1
2
−iξdt dT

+ O

(

e−
1
2
π(ξ+|ξ|)V

1
2∆2 log2 V

)

. (5.199)

Therefore (5.199) gives

S ∗1(y; V,∆) = e
1
4
πi− 1

2
πξΓ

(

1

2
+ iξ

) 2V∫

V

2T∫

T

t−
1
2
−iξdt dT
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+ O

(

e−
1
2
π(ξ+|ξ|)V

1
2∆2 log2 V

)

. (5.200)

Hence from (5.192), (5.197) and (5.200) we have302

2V∫

V

2T∫

T

Ξ◦(Pt; iξ)dt dT = 2πie
1
4
πi− 1

2
πξ
Γ3( 1

2
+ iξ)

Γ(1 + 2iξ)

2V∫

V

2T∫

T

t−
1
2
−iξdt dT

+ O

(

e−
1
2
π(ξ+|ξ|)V

1
2∆2 log2 V

)

(5.201)

uniformly for Vǫ ≤ ∆ ≤ V
1
2 log2 V , |ξ| ≤ ∆/ log V , and we note that

the main term on the right-hand side of (5.201) is ≪ V3/2(|ξ| + 1)−5/2,
similarly as in (5.195). The total contribution of the integrals in (5.195),
in the range (5.194), is

≪ V3/2

∫

∆
log V
≤|ξ|≤ V

∆
log3 V

|ζ( 1
2
+ iξ)|6

|ζ(1 + 2iξ)|2
|ξ|−5/2dξ + V3/2

∑

x j≥ ∆
log V

α j|H3
j

(

1

2

)

|x−5/2

j

≪ V3/2∆−
1
2 logC V

on using (5.148) and (5.149). Hence we obtain from (5.191)

H(V,∆) = H∗11(V,∆) + H∗12(V,∆) + O
(

V∆5/2 logC V
)

(5.202)

+ O

(

V
1
2∆2 log V

)

+ O

(

V3/2∆−
1
2 logC V

)

,

where

H∗11(V,∆) :=
1

π

∫

|ξ|≤∆/ log V

|ζ( 1
2
+ iξ)|6

|ζ(1 + 2iξ)|2

2V∫

V

2T∫

T

◦∑
(ξ; t,∆)dt dT dξ, (5.203)

H∗12(V,∆) :=
∑

x j≤∆/ log V

α jH
3
j

(

1

2

) 2V∫

V

2T∫

T

◦∑
(x j; t,∆)dt dT, (5.204)

and
◦∑

(ξ; t,∆) is obtained if in the definition (5.188) of
∑

(ξ; t,∆) one

replaces ξ◦ by

2πie
1
4
πi− 1

2
πξ
Γ3

(
1
2
+ iξ

)

Γ(1 + 2iξ)
t−

1
2
−iξ
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in view of (5.201). Since t ≍ V in (5.203) and t−iξ = e−iξ log t, it is seen303

that, performing an integration by parts over ξ in H∗
11

(V,∆), we obtain

H∗11(V,∆) ≪ V3/2/ log V (5.205)

Note that all the error terms in (5.202) are ≪ V3/2/ log V for Vδ ≤
∆ ≤ V1/5−δ, when 0 < δ <

1

10
is any fixed constant. Also we may

replace the sum in (5.204) by the infinite series, producing na error term

≪ V3/2/ log V . It follows from (5.202) – (5.205) that we have proved

Lemma 5.4. Let 0 < δ <
1

10
be arbitrary, but fixed. Then for Vδ ≤ ∆ ≤

V1/5−δ we have uniformly

H(V,∆) = 2V
3
2 Im






∞∑

j=1

α jH
3
j

(

1

2

)

(F(x j)V
ix j + F(−x j)V

−ix j )





+ O





V
3
2

log V



 , (5.206)

where H(V,∆) is defined by (5.181) and

F(z) :=

(

1

sh(πz)
+ i

)

e
1
2
π(z+i)
Γ3

(
1
2
− iz

) (

2
1
2
+iz − 1

) (

2
3
2
+iz−1

)

Γ(1 − 2iz)(1 + 2iz)(3 + iz)
.

Having at our disposal Lemma 5.4, we may proceed to prove

E2(T ) = Ω(T
1
2 ), or equivalently by (5.182) and (5.206) that

Im






∞∑

j=1

α jH
3
j

(

1

2

)

(F(x j)V
ix j + F(−x j)V

−x j)






= Ω(1) (5.207)

by fixing ∆ = V1/6, say. This will follow (even with Ω±(1) in (5.207))

from

Lemma 5.5. Let {a j}∞j=1
and {b j}∞j=1

be two complex sequences such that
∞∑

j=1

(|a j|+ |b j|) < ∞ and |a1| > |b1|, and let {ω j}∞j=1
be a strictly increasing

sequence of positive numbers. Then, as x→ ∞

Im






∞∑

j=1

(

a jx
iω j + b jx

−iω j

)






= Ω±(1).
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Before giving the proof of Lemma 5.5, which is not difficult, let us 304

show how Lemma 5.5 implies (5.207), and consequently Theorem 5.7.

Denote by {µh}∞h=1
, arranged in increasing order, the set of all distinct

x′
j
s and put, for a given µh,

Gh :=
∑

x j=µh

α jH
3
j

(

1

2

)

.

With this notation (5.207) becomes

Im






∞∑

h=1

Gh

(

F(µh)V iµh + F(−µh)V−iµh

)





= Ω(1).

Set in Lemma 5.5 a j = G jF(µ j), b j = G jF(−µ j), ω j = µ j, x = V .

Since the series in (5.206) is majorized by a multiple of

∞∑

j=1

α j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣
x
−5/2
j
= O(1),

we obviously have
∞∑

j=1

(

|a j| + |b j|
)

< +∞.

We have yet to show that

|G1| |F(µ1)| > |G1| |F(−µ1)|,

which is true if G1 , 0 and

|F(µ1)| > |F(−µ1)|. (5.208)

From the definition of F(z) it follows that, for x > 0,

|F(x)| = e−x|F(−x)|,

so that (5.208) is true. Now to have G1 , 0, we can relabel the µ′
h
s, if

necessary, and by actual numerical calculation find a h such that Gh , 0.
As this is tedious, we appeal to the asymptotic formula

∞∑

j=1

α jH
3
j

(

1

2

)

h(x j) = (1 + O(1))
8

3
π−3/2K3∆ log3 K (K → ∞), (5.209)
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which is uniform for K
1
2
+ǫ ≤ ∆ ≤ K1−ǫ , where 0 < ǫ < 1

4
is fixed and305

h(x) =

(

x2 +
1

4

) {

exp

(

−
(

x − K

∆

))2

+ exp

(

−
(

x + K

∆

)2
)}

.

This has been proved by Y. Motohashi [129], and it clearly implies

that there are actually infinitely many h such that Gh , 0. So all there

remains is the

PROOF OF LEMMA 5.5. Let

f0(x) := Im






∞∑

j=1

(

a jx
iω j + b jx

−iω j

)






,

and for n ≥ 1

fn(x) :=

τx∫

x

fn−1(u)
du

u
,

where τ = exp(π/ω1) (> 1). Then by induction it follows that

fn(x) = Im






∞∑

j=1

(

a j

(

τiω j − 1

iω j

)n

xiω j + b j

(

τ−iω j−1

−iω j

)

x−iω j

)





.

Since τiω1 = −1 we obtain

fn(x) = 2n Im

{

a1

(

i

ω1

)n

xiω1 + b1

(

−i

ω1

)n

x−iω

}

+ Rn(x), (5.210)

where uniformly

Rn(x) = O(2nω−n
2 ),

because
∞∑

j=1

(|a j| + |b j|) < ∞. If fn(x) = Ω+(1) is not true, then for any

ǫ > 0 and x ≥ x0(ǫ) we have fn(x) < ǫ. Since ω2 > ω1, we have for any

δ > 0

|Rn(x)| < δ|a1|ω−n
1 2n



342 5. Motohashi’s formula for the fourth moment

for n ≥ n0(ǫ), uniformly in x. Now for n = 4N + 1(≥ n0) we have

i4N+1 = in = −1, so if we take

x = exp

(

2Mπ − arg ai

ω1

)

and M is any large positive integer, we have306

Im

{

a1

(

i

ω1

)n

xiω1

}

= Im
{

i|a1|ω−n
1

}

= |a1|ω−n
1 . (5.211)

Therefore (5.210) yields, if fn(x) < ǫ,

ǫ > 2n|a1|ω−n
1 − 2n|b1|ω−n

1 − δ|a1|ω−n2n

1
= 2nω−n

1 ((1 − δ)|a1| − |b1|).

But for sufficiently small δ we have (1 − δ)|a1| > |b1|, so fixing n(≥
n0(δ)) the last inequality produces a contradiction, since ǫ may be arbi-

trarily small. Analogously we obtain a contradiction if fn(x) = Ω−(1)

does not hold by noting that i4N+2 = −i, so we can obtain that the left-

hand side of (5.211) equals −|a1|ω−n
1

. Thus, by the defining property of

fn(x), we have also that

fn−1(x) = Ω±(1), fn−2(x) = Ω±(1), . . . ,

until finally we conclude that f0(x) = Ω±(1), and the lemma is proved.

We remark that the proof of Lemma 5.5 actually yields the following:

There exist constants A > 0 and B > 1 such that every interval [V, BV]

for V ≥ V0 contains two points V1 and V2 such that for Vδ ≤ ∆ ≤ V1/5−δ

H(V1,∆) > AV
3/2

1
, H(V2,∆) < −AV

3/2

2
.

The foregoing proof was self-contained, but there is another, quicker

way to deduce (5.207). Let

L1(V) :=

∞∑

j=1

α jH
3
j

(

1

2

)

F(x j)V
ix j , L2(V) :=

∞∑

j=1

α jH
3
j

(

1

2

)

F(−x j)V
ix j ,

and set

ℓ1(x) = L1(ex), ℓ2(x) = L2(ex).



5.7. The Omega-Result 343

Then ℓ1(x) and ℓ2(x) are almost periodic functions in the sense of H.

Bohr [15] by the Fundamental Theorem for almost periodic functions,

because e.g.

ℓ1(x) =

∞∑

h=1

GhF(µh)eiµh x = lim
N→∞

N∑

j=1

α jH
3
j

(

1

2

)

F(x j)e
ix j x

uniformly for all x, since 307

∞∑

j=1

∣
∣
∣
∣
∣
∣
α jH

3
j

(

1

2

)

F(x j)

∣
∣
∣
∣
∣
∣
≪

∞∑

j=1

α j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣
x
−5/2
j
≪ 1.

Then the function

ℓ(x) := Im
{

ℓ1(x) + ℓ2(x)
}

=
1

2i

{

(ℓ1(x) − ℓ2(x)) −
(

ℓ1(x) − ℓ2(x)
)}

=

∞∑

h=−∞
Ghaheiµh x,

where we have set

µ−h = −µh, G−h = Gh, ah =
1

2i
(F(µh) − F(−µh)) ,

is also almost periodic, since conjugation, multiplication by constants

and addition preserve almost-periodicity. By Parseval’s identity for al-

most periodic functions

∞∑

h=−∞
G2

h|ah|2 = lim
T→∞

1

T

T∫

0

|ℓ(x)|2dx.

Since |F(x)| = e−x|F(−x)| for x > 0 and Gh , 0 for at least one h,

it follows that the series on the left-hand side above is positive. Thus

by continuity we cannot have ℓ(x) ≡ 0. Let x0 be a point such that

ℓ(x0) , 0. By the definition of an almost periodic function, to every

ǫ > 0 there corresponds a length L = L(ǫ) such that each interval of

length L(ǫ) contains a translation number τ for which

|ℓ(x) − ℓ(x + τ)| < ǫ
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for all real x, and so in particular this holds for x = x0. If ǫ = 1
2
|ℓ(x0)|(>

0), then either ℓ(x0+τ) > 1
2
|ℓ(x0)| or ℓ(x0+τ) < − 1

2
|ℓ(x0)| holds for some

arbitrarily large values of τ. Hence (5.207) follows, because ℓ(log V) is

the left-hand side of (5.207).

Note that this argument gives ℓ(x) = Ω±(1) if we can find (say by

numerical computation) two values x1, x2 such that ℓ(x1) > 0, ℓ(x2) < 0,308

and this is regardless of any non-vanishing hypothesis for Gh.

We shall now explore another possibility of obtaining omega-results

for E2(T ), by a method which could possible give

lim sup
T→∞

|E2(T )|T−
1
2 = +∞, (5.212)

which is stronger than E2(T ) = Ω(T
1
2 ) of Theorem 5.7.

Suppose that

F(y) =
∑

j=1

f ( j) cos
(

a jy + b j

)

,

∞∑

j=1

| f ( j)|−1
a j
< +∞

is a trigonometric series with a j > 0, and a j nondecreasing. Let

KJ(y) = Ka 1
2

J
(y) =

aJ

2π





sin( 1
2
aJy)

1
2
aJy





2

be the Fejér kernel of index 1
2
aJ . Then

1∫

−1

eia jykJ(y)dy =






1 − a j/aJ + O(1/a j) if j ≤ J,

O(1/a j) if j > J.

Hence

F̃J(y) :=

1∫

−1

F(y + u)kJ(u)du (5.213)

=
∑

j≤J

(

1 −
a j

aJ

)

f ( j) cos(a jy + b j) + O(1),
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which is essentially the transformation used in the proof of the first part

of Theorem 3.4. However, one has

kJ(y) ≥ 0, 0 <

1∫

−1

kJ(u)du < 1

for all J ≥ 1, so that if F̃J(y) is large, then F(y1) is large for some y1

such that |y − y1| ≤ 1.

Now we use (5.14) of Theorem 5.3, namely

T∫

0

I4(t,∆)dt = O(T
1
2 ) + O

(

∆ log5 T
)

(5.214)

= T P4(log T ) + π

(
T

2

) 1
2
∞∑

j=1

α jc jH
3
j

(

1

2

)

cos

(

x j log
4eT

x j

)

e−(∆x j/2T )2

uniformly for T
1
2 log−A T ≤ ∆ ≤ T

3
4 and any fixed A > 0. In (5.214) 309

take ∆ = T
1
2 log−6 T . To show that (5.212) holds it suffices to show that

lim sup
T→∞

∣
∣
∣
∣
∣
∣
∣
∣

∞∑

j=1

α jc jH
3
j

(

1

2

)

cos

(

x j log
4eT

x j

)

e−(∆x j/2T )2

∣
∣
∣
∣
∣
∣
∣
∣

= +∞. (5.215)

Namely, if the lim sup in (5.212) were finite, then so would be the

limsup in (5.215) by Lemma 5.3. To prove (5.215) one can prove

lim sup
T→∞

∣
∣
∣
∣
∣
∣
∣
∣

∞∑

j=1

α jc jH
3
j

(

1

2

)

cos

(

x j log T + x j log
4e

x j

)
∣
∣
∣
∣
∣
∣
∣
∣

= +∞. (5.216)

since if the limsup in (5.215) is finite, then the partial sum of any length

of the series in (5.215) is bounded. But by using

e−(∆x j/2T )2

= 1 + O
(

∆2x2
jT
−2

)

it is seen that any partial sum of the series in (5.216) is bounded, which

is impossible. We rewrite (5.216) as

lim sup
T→∞

∣
∣
∣
∣
∣
∣
∣

∞∑

h=1

gh cos

(

µh log T + µh log
4e

µh

)
∣
∣
∣
∣
∣
∣
∣

= +∞, (5.217)
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where as before {µh}∞h=1
is the set of distinct x j’s in increasing order, and

for a given µh

gh :=
∑

x j=µh

α jc jH
3
j

(

1

2

)

with c j ∼ x
−3/2
j

as j → ∞. We shall consider F̃J(y) in (5.213) with

log T = y, a j = µ j, b j = µ j log( 4e
µ j

), f ( j) = g j. It will be assumed that

g j > 0, for it there are negative values the proof can be modified by mak-

ing the relevant cosines near to 1 for such j (there are infinitely many

values of j such that g j , 0 by (5.209)). At this point the following

effective version of L. Kronecker’s theorem on Diophantine approxi-310

mation is used: Let b1, b2, . . . , bJ be given real numbers, a1, a2, . . . , aJ

given real numbers linearly independent over the integers, and q a given

positive number. Then there is an arbitrarily large positive number t and

integers x1, x2, . . . , xJ such that

|ta j − b j − x j| ≤ 1/q ( j = 1, 2, . . . , J)

In this result take (with a slight abuse of notation for a j and b j)

a j = µ j/(2π), b j = µ j(2π)−1 log(4e/µ j), q = µ j. Then we have with

y = t

cos

(

µ jy + µ j log
4e

µ j

)

= 1 + O

(

1

µJ

)

( j ≤ V).

Therefore

F̃J(y) =
∑

j≤J

(

1 −
µ j

µJ

)

g j cos

(

µ jy + µ j log
4e

µ j

)

+ O(1)

=
∑

j≤J′

(

1 −
x j

xJ′

)

α jc jH
3
j

(

1

2

)

+ O(1)

where J′ ≥ J and the O-constant is absolute. Since x j ∼
√

12 j we have

1 − x j/xJ′ ≥ 1/2 for j ≤ J
1
2 and J large. Therefore

F̃J(y) ≫
∑

j≤J
1
2

α jx
−3/2
j

∣
∣
∣
∣
∣
∣
H3

j

(

1

2

)∣
∣
∣
∣
∣
∣
+ O(1),
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and the last sum over j is unbounded as J → ∞. Thus (5.212) follows

if we can prove that the µ j’s are linearly independent over the integers,

which does not seem obvious. Very likely even better Ω-results than

(5.212) are true, but their proofs will depend on arithmetic properties of

the x j’s, which so far appear to be rather obscure. The problem of linear

independence is not trivial even when one tries to get Ω−-results for the

(relatively simple) function

∆(x) = π−12−
1
2 x

1
4

∞∑

n=1

d(n)n−
3
4 cos

(

4π
√

nx − π
4

)

+ O(1)

by the classical method of A.E. Ingham, which rests on certain inte-

gral (Laplace) transforms. The method requires the arithmetic fact that

(roughly) the square roots of squarefree numbers are linearly indepen-

dent over the rationals. The last assertion, although not very difficult,

certainly requires proof. Perhaps Ingham’s method could be also used

in connection with Ω-results for E2(T ), but very likely a “linear inde- 311

pendence condition” would be required again.



348 5. Motohashi’s formula for the fourth moment

NOTES FOR CHAPTER 5

The fundamental result of this chapter is Theorem 5.1. The ground-

work for it laid in Y. Motohashi [127], the result (together with variants

of Theorems 5.2 and 5.3) was announced in [3, Part VI] and proved in

detail in [128]. The proof given in the text is based on a draft version of

Motohashi [128], and for this reason some of the notation differs from

the one used in Motohashi [128]. A conditional proof of Theorem 5.7 is

sketched in Ivić-Motohashi [79], namely if not all Gh vanish, where for

a given µh

Gh :=
∑

x j=µh

α jH
3
j

(

1

2

)

,

and {µh} denotes the set of distinct x j’s. Detailed proofs of Theorems 5.4

- 5.8 are to be found in Ivić-Motohashi [80], while the results on spectral

mean values needed in the proofs of these theorems are furnished by

Motohashi [129], and are quoted at the appropriate places in the text.

In Motohashi [128] the series appearing in the formulation of Theo-

rem 5.1 are written as

∞∑

j=1

α jH
3
j

(

1

2

)

θ(x j; T,∆) +

∞∑

k=6

∑

j≤d2k

α j,2kH3
j,2k

(

1

2

)

θ

(

i

(

1

2
− k

)

; T,∆

)

,

where the function θ is explicitly written down as

θ(r; T,∆) =

∞∫

0

x−
1
2 (1 + x)−

1
2 cos

(

T log

(

1 +
1

x

))

Λ(x, r) exp

(

−∆
2

4
log2

(

1 +
1

x

))

dx,

Λ(x, r) = Re






x−
1
2
−ir

(

1 +
i

sinh(πr)

)
Γ2

(
1
2
+ ir

)

Γ(1 + 2ir)

F

(

1

2
+ ir,

1

2
+ ir; 1 + 2ir;−1

x

)}
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with the hypergeometric function (see the definition after (5.130)). This

representation is possible because Φ(PT ; k − 1
2
) = 0, and it stresses312

the analogy between the holomorphic and nonholomorphic cusp forms.

However, the contribution of the holomorphic part, as shown by (5.125),

is small and it is the nonholomorphic part that is difficult to deal with.

The estimate

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

12

dt ≪ T 2 log17 T (5.218)

was first proved by D.R. Heath-Brown [59] (see also Chapter 7 of Ivić

[75]). It can be also deduced from H. Iwaniec’s result [82] on the fourth

moment of ζ( 1
2
+ it) in short intervals, i.e. Theorem 5.8 with T ǫ instead

of log-powers. Then one gets T 2+ǫ in (5.218) instead of T 2 log17 T .

Iwaniec’s proof was based on the intricate use of Kloosterman sums

(see also his papers [82], [84], [85] and the joint works with J.-M.

Deshouillers [29], [31], [32]). Deshouillers-Iwaniec [31], [32] continue

the work of Iwaniec [83]. They obtain several interesting results on up-

per bounds for integrals of the form

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4
∣
∣
∣
∣
∣
∣
∣

∑

m≤M

amm−
1
2
−it

∣
∣
∣
∣
∣
∣
∣

2

dt,

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2
∣
∣
∣
∣
∣
∣
∣

∑

m≤M

amm−
1
2
−it

∣
∣
∣
∣
∣
∣
∣

4

dt,

where the am’s are arbitrary complex numbers satisfying |am| ≤ 1. The

proofs use deep bounds for various sums of Kloosterman sums, but al-

though the results are strong, they cannot yield the sixth moment that

I3(T ) ≪ǫ T 1+ǫ . The results of H. Iwaniec [82] are reproved by M. Jutila

[96], [97], [98] by another method, which is essentially elementary in

nature and does not involve the use of Kloosterman sums. It is based on

transformations of exponential sums with the divisor function. For this

see his paper [89], and the monograph [95] which provides an exten-

sive account of this topic. The method is suitable for generalizations to

exponential sums involving Fourier coefficients of modular forms and

Maass wave forms. For applications of Jutila’s method to the latter, see

the papers of T. Meurman [119], [121].
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For S. Ramanujan’s work on cr(n) see G.H. Hardy [55] and S. Ra-

manujan [145]. The identity (5.26) can be extended to S L(3,Z). For

this see D. Bump [18], and for generalizations to higher dimensions see313

the papers of D. Goldfeld [41], [42].

The functional equation (5.32) was proved by T. Estermann [33]. A

proof may be also found in M. Jutila [95].

The definition of Zm,n(s) in (5.42) is from N.V. Kuznetsov [104]. A.

Selberg, whose paper [150] incited much subsequent research, does not

have the factor (2π
√

mn)2s−1 in the definition of Zm,n(s). Selberg has

shown that it is possible to continue the function Zm,n(s) meromorphi-

cally onto the entire s-plane, and gave the location of its poles in the

half-plane Re s ≥ 1

2
.

The term “non-Euclidean” regarding the upper complex half-plane

H comes from the fact thatH represents the Poincaré model of Lobačev-

skyi’s hyperbolic non-Euclidean geometry. In this model the straight

lines are either semicircles with centers on the real axis or semilines

perpendicular to it. Detailed accounts on the spectral theory of the non-

Euclidean Laplace operator may be found in N.V. Kuznetsov [104] or

A. Terras [154].

To prove (5.46) make the change of variables u = xt, v =
x

t
. Then

∞∫

0

Kr(x)xs−1dx =
1

2

∞∫

0

∞∫

0

xs−1tr−1e−
1
2

x(t+t−1)dt dx

=
1

4

∞∫

0

∞∫

0

(uv)
1
2

(s−1)u
1
2

(r−1)v
1
2

(1−r)e−
1
2

(u+v)v−1du dv

= 2s−2Γ

(
s + r

2

)

Γ

(
s − r

2

)

.

The asymptotic formula (5.48) is proved by N.V. Kuznetsov in [104].

It improves a formula obtained by R.W. Bruggeman [17].

The Rankin-Selberg convolution method was introduced indepen-

dently in the fundamental papers of R.A. Rankin [147] and A. Selberg

[149]. See also the papers of P. Ogg [131] and D. Bump [19] for the

Rankin-Selberg method in a general setting.
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In view of (5.50) and ρ j(1)t j(n) = ρ j(n) it follows, by an application

of the Cauchy-Schwarz inequality, that the series in (5.51) is actually 314

absolutely convergent for Re s > 1. Analogously the series in (5.57)

converges absolutely for Re s > 1.

The functional equation (5.53) for Hecke series is a special case of

Theorem 2.2 of N.V. Kuznetsov [106].

The asymptotic formula (5.55), proved by Y. Motohashi [129], is

a corrected version of a result of N.V. Kuznetsov. Namely, in [106]

Kuznetsov states without proof that, for fixed real t and 1
2
< σ < 1, one

has

∑

x j≤T

α j|H j(σ+ it)|2 =
(
T

π

)2


ζ(2σ) +
ζ(2 − 2σ)

2 − 2σ

(

T 2

2π

)1−2σ


+O(T log T ),

while for σ =
1

2
the right-hand side in the above formula has to be

replaced by

2T 2

π2

(

log T + 2γ − 1 + 2 log(2π)
)

+ O(T log T ).

This is incorrect, as the main term differs from the one given by

Motohashi in (5.55). It incidentally also differs from what one gets if in

the above formula for |H j(σ + it)|2 one sets t = 0 and lets σ → 1

2
+ 0.

Both of the above formulas of Kuznetsov are not correct.

The trace formulas of N.V. Kuznetsov [104], [105] for transforming

series of the form

∞∑

ℓ=1

ℓ−1S (−m, n; ℓ)h

(

4π

√
mn

ℓ

)

,

∞∑

ℓ=1

ℓ−1S (m, n; ℓ)h

(

4π

√
mn

ℓ

)

are fundamental results with far-reaching applications. Their proofs are

not given in the text, since that would lead us too much astray. The

reader is referred to the papers of Deshouillers-Iwanice [29], M.N. Hux-

ley [66] and Y. Motohashi [128]. The last paper contains a sketch of the

proof of (5.63), with a somewhat more stringent condition on the de-

crease of h( j)(y).
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The bound in (5.148) is the strongest known bound, stemming from

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

6

dt =

T∫

0

|ζ |3|ζ |3dt ≤





T∫

0

|ζ |4dt





3
4




T∫

0

|ζ |12dt





1
4

and the bounds for the fourth and twelfth moment. For the proof in the315

text the trivial bound

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

6

dt ≤ Max0≤t≤T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2 T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4

dt ≪ǫ T
4
3
+ǫ

is in fact sufficient.

The bound (5.51), with an unspecified B, is indicated in N.V.

Kuznetsov [107], but not proof is given. A rigorous proof is due to

Y. Motohashi [129], while a proof of the slightly weaker result

∑

x j≤x

α jH
4
j

(

1

2

)

≪ǫ x2+ǫ

is briefly sketched by Vinogradov-Tahtadžjan [161], where upper and

lower bounds for α j are also given.

It should be remarked that Theorems 5.4 and 5.7, namely E2(T ) ≪
T 2/3 logC T and E2(T ) = Ω(T

1
2 ), have their counterparts for zeta - func-

tions of cusp forms. Namely, if a(n) is the n-th Fourier coefficient of a

cusp form of weight x = 2m(≥ 12) (see e.g. T.M. Apostol [2]), and let

ϕ(s) =

∞∑

n=1

a(n)n−s

(

Re s >
1

2
(x + 1)

)

be the associated zeta-function. E. Hecke [58] proved the functional

equation

(2π)−sΓ(s)ϕ(s) = (−1)
1
2

x(2π)−(x−s)Γ(x − s)ϕ(x − s),

so that the rôle of the critical line σ =
1

2
for ζ(s) is played in this case

by the line σ =
x

2
. The functional equation for ϕ(s) provides a certain
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analogy between ϕ( 1
2
(x − 1) + s) and ζ2(s), which was systematically

exploited by M. Jutila [95]. The function ϕ(s) was studied by A. Good

[44], [47], [48], [49]. Let

T∫

0

∣
∣
∣
∣
∣
ϕ

(
x

2
+ it

)∣∣
∣
∣
∣

2

dt = 2c−1

(

log
T

2πe
+ c0

)

T + E(ϕ; T ), (5.219)

where c−1 denotes the residue, and c−1c0 the constant term in the Lau- 316

rent expansion of
∞∑

n=1

|a(n)|2n−s at s = x. Then Good [47] proved that

E(ϕ; T ) = Ω(T
1
2 ) if the non-vanishing of a certain series, too compli-

cated to be stated here in detail, is assumed. In [48] he proved that

E(ϕ; T ) ≪ (T log T )2/3, which corresponds to our result that E2(T ) ≪
T 2/3 logC T . It should be remarked that ζ2(s) has a double pole at s = 1,

while ϕ(s) is an entire function of s. This fact makes the study of E(ϕ; T )

in some aspects less difficult than the study of E2(T ). For example,

this is reflected in the simpler form of the main term for the integral in

(5.219).

It was already stated that it seems unlikely that an analogue of Atkin-

son’s formula exists for E2(T ). The Ω-result E2(T ) = Ω(T
1
2 ) supports

this viewpoint, in case should such an analogue contain the divisor func-

tion d4(n) (generated by ζ4(s)). Namely for ∆4(x), the error term in the

asymptotic formula for
∑

n≤x
d4(n), it is known (see Chapter 13 of Ivić

[75]) that

∆4(x) = Ω(x3/8),

x∫

1

∆2
4(y)dy ≪ǫ x7/4+ǫ ,

and one conjectures that ∆4(x) = O(x3/8+ǫ). Thus the functions ∆4(T )

and E2(T ) are of a different order of magnitude.

For A.E. Ingham’s method for omega-results see his paper [74] and

K. Gangadharan [40]. This method is essentially used in the proof of

(3.44) of Theorem 3.4.





Chapter 6

Fractional Mean Values

6.1 Upper and Lower Bounds for Fractional mean

Values

IN THIS CHAPTER we are going to study the asymptotic behaviour of 317

the integral

Ik(T, σ) :=

T∫

0

|ζ(σ + it)|2kdt (6.1)

when 1
2
≤ σ < 1 and k ≥ 0 is not necessarily an integer. If k is not an in-

teger, then it is natural to expect that the problem becomes more difficult.

In the most important case when σ = 1
2

we shall set Ik(T, 1
2
) = Ik(T ), in

accordance with the notation used in Chapter 4. When k is an integer,

we can even obtain good lower bounds for Ik(T + H) − Ik(T ) for a wide

range of H, by using a method developed by R. Balasubramanian and

K. Ramachandra. This will be done in Section 6.4. In this section we

shall use the method of D.R. Heath-Brown, which is based on a convex-

ity technique. Actually this type of approach works indeed for any real

k ≥ 0, but when k is not rational it requires the Riemann hypothesis to

yield sharp results. Since I prefer not to work with unproved hypothe-

ses such as the Riemann hypothesis is, henceforth it will be assumed

that k ≥ 0 is rational. Now we shall formulate the main result of this

section, which will be used in Section 6.2 to yield an asymptotic for-

mula for certain fractional mean values, and in Section 6.3 for the study

355
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of the distribution of values of |ζ( 1
2
+ it)|. This is

Theorem 6.1. If k ≥ 0 is a fixed rational number, then

Ik(T ) =

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt ≫ T (log T )k2 . (6.2)

If m ≥ 1 is an integer, then uniformly in m318

T (log T )1/m2 ≪ I1/m(T ) ≪ T (log T )1/m2

. (6.3)

Before we proceed to the proof of Theorem 6.1 we shall make some

preliminary remarks and prove several lemmas.

Already in Chapter 1 we encountered the divisor function dk(n),

which represents the number of ways n may be written as a product

of k factors, where k(≥ 2) is a fixed integer. In case k ≥ 0 is not an

integer, we define dk(n) by

ζk(s) =
∏

p

(1 − p−s)−k =

∞∑

n=1

dk(n)n−s(Re s > 1). (6.4)

Here a branch of ζk(s) is defined by the relation

ζk(s) = exp(k log ζ(s)) = exp




−k

∑

p

∞∑

j=1

j−1 p− js




(Re s > 1). (6.5)

Note that the above definition makes sense even if k as an arbitrary

complex number. It shows that dk(n) is a multiplicative function of n for

a given k. If pα is an arbitrary prime power, then from (6.4) we have

dk(pα) = (−1)α
(

−k

α

)

=
k(k + 1) . . . (k + α − 1)

α!
=
Γ(k + α)

Γ(k)α!
, (6.6)

so that by multiplicativity

dk(n) =
∏

pα ||n

Γ(k + α)

Γ(k)α!
. (6.7)

From (6.6) it follows then that always dk(n) ≥ 0 for k ≥ 0, the

function dk(n) is an increasing function of k for fixed n, and moreover

for fixed k ≥ 0 and any ǫ > 0 we have dk(n) ≪ǫ nǫ . Now we state
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Lemma 6.1. For fixed k ≥ 0 there exists ck > 0 such that

(

σ − 1

2

)−k2

≪
N∑

n=1

d2
k (n)n−2σ ≪

(

σ − 1

2

)−k2

(6.8)

uniformly for 1/2 + ck/ log N ≤ σ ≤ 1 and 319

logk2

N ≪
N∑

n=1

d2
k (n)n−1 ≪ logk2

N. (6.9)

Moreover, if k = 1/m and m ≥ 1 is an integer, then (6.9) holds

uniformly in m, and also (6.8) if 1/2 + c/ log N ≤ σ ≤ 1 for a suitable

constant c > 0.

PROOF OF LEMMA 6.1. By taking σ = 1/2 + ck/ log N and noting

that we then have n−1 ≪ n−2σ ≪ n−1 for 1 ≤ n ≤ N, we see that (6.9)
follows from (6.8). By induction on α it follows that

d2
k (pα) =

(

k(k + 1) . . . (k + α − 1)

α!

)2

≤ k2(k2 + 1) . . . (k2 + α − 1)

α!
= dk2 (pα),

whence by multiplicativity d2
k
(n) ≤ dk2(n) for n ≥ 1. This gives

N∑

n=1

d2
k (n)n−2σ ≤

N∑

n=1

dk2(n)(n)−2σ ≤
∞∑

n=1

dk2(n)n−2σ

= ζk2

(2σ) ≪
(

σ − 1

2

)−k2

,

and this bound is uniform for k ≤ k0. To prove the lower bound in (6.8)

write f (n) := d2
k
(n)µ2(n), σ = 1/2 + δ. Then

N∑

n=1

d2
k (n)n−2σ ≥

N∑

n=1

f (n)n−1−2δ ≥
∞∑

n=1

f (n)n−1−2δ

(

1 −
(

n

N

)δ
)

= S (1 + 2δ) − N−δS (1 + δ), (6.10)
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where for real s > 1

S (s) :=

∞∑

n=1

f (n)n−s =
∏

p

(

1 + k2 p−s
)

= ζk2

(s)gk(s)

with

gk(s) := exp




−

∑

p

{

log
(

1 + k2 p−s
)

+ k2 log
(

1 − p2
)}




.

Thus gk(s) is continuous, and so it is bounded for 1 ≤ s ≤ 2. If

0 < Ak ≤ gk(s) ≤ Bk and Ck ≤ (s − 1)ζ(s) ≤ Dk for 1 ≤ s ≤ 2, then we320

have

S (1 + 2δ) − N−δS (1 + δ) ≥ AkC
k2

k (2δ)−k2 − N−δBkDk2

k δ
−k2

.

Since σ ≥ 1/2 + ck/ log N we have Nδ ≥ exp(ck), and if ck is so

large that

exp(ck) ≥ 2
Bk

Ak

(

Dk

Ck

)k2

,

then we shall have

S (1 + 2δ) − N−δS (1 + δ) ≫ δ−k2

,

and consequently the lower bound in (6.8) will follow from (6.10). For

k ≤ k0 the argument shows that the lower bound is also uniform, to

taking k = 1/m, m ≥ 1 an integer, the last part of Lemma 6.1 easily

follows.

The next two lemmas are classical convexity results from complex

function theory, in the from given by R.M. Gabriel [39], and their proof

will not be given here.

Lemma 6.2. Let f (z) be regular for α < Re z < β and continuous

for α ≤ Re z ≤ β. suppose f (z) → 0 as | Im z| → ∞ uniformly for

α ≤ Re z ≤ β. Then for α ≤ γ ≤ β and any q > 0 we have

∞∫

−∞

| f (γ + it)|qdt ≤





∞∫

−∞

| f (α + it)|qdt





β−γ
β−α





∞∫

−∞

| f (β + it)|qdt





γ−α
β−α

. (6.11)
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Lemma 6.3. Let R be the closed rectangle with vertices z0, z̄0, −z0, −z̄0.

Let F(z) be continuous on R and regular on the interior of R. Then

∫

L

|F(z)|q|dz| ≤





∫

P1

|F(z)|q|dz|





1
2




∫

P2

|F(z)|q|dz|





1
2

(6.12)

for any q ≥ 0, where L is the line segment from 1
2
(z̄0 − z0) to 1

2
(z0 − z̄0),

P1 consists of the three line segments connecting 1
2
(z̄0 − z0), z̄0, z0 and

1
2
(z0 − z̄0), and P2 is the mirror image of P1 in L.

We shall first apply Lemma 6.2 to f (z) = ζ(z) exp((z − iτ)2), α = 321

1 − σ, β = σ, γ = 1
2
, where 1

2
≤ σ ≤ 3

4
, q = 2k > 0 and τ ≥ 2. By the

functional equation ζ(s) = x(s)ζ(1 − s), x(s) ≍ |t| 12−σ we have

ζ(α + it) ≪ |ζ(β + it)|(1 + |t|)σ−
1
2 ,

whence

∞∫

−∞

| f (α + it)|2kdt ≪
∞∫

−∞

|ζ(σ + it)|2k(1 + |t|)k(2σ−1)e−2k(t−τ)2

dt

≪





1
2
τ

∫

−∞

+

∞∫

3τ/2





(1 + |t|)2ke−2k(t−τ)2

dt + τk(2σ−1)

3τ/2∫

τ/2

|ζ(σ + it)|2ke−2k(t−τ)2

dt

≪ e−2kτ2/5 + τk(2σ−1)

∞∫

−∞

|ζ(σ + it)|2ke−2k(t−τ)2

dt.

The above bound is also seen to hold uniformly for k = 1/m, m ≤
(log log T )

1
2 , which is a condition that we henceforth assume. Since

(β − γ)/(β − α) = (γ − α)/(β − α) = 1/2, (6.11) gives then

∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

e−2k(t−τ)2

dt

≪ e−2kτ2/5 + τk(σ− 1
2

)

∞∫

−∞

|ζ(σ + it)|2ke−2k(t−τ)2

dt.
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If we define

w(t) :=

2T∫

T

e−2k(t−τ)2

dτ

and integrate the last bound for T ≤ τ ≤ 2T , then we obtain

Lemma 6.4. Let 1
2
≤ σ ≤ 3

4
, k > 0 and T ≥ 2. Then

J

(

1

2

)

≪ T k(σ− 1
2

)J(σ) + e−kT 2/3, (6.13)

where

J(σ) :=

∞∫

−∞

|ζ(σ + it)|2kw(t)dt.

Also (6.13) holds uniformly for k = 1/m, where m ≥ 1 is an integer

such that m ≤ (log log T )
1
2 .

Next we take f (z) = (z − 1)ζ(z) exp((z − iτ)2) (so that f (z) is entire,322

because z−1 cancels the pole of ζ(z) at z = 1), γ = σ, α = 1/2, β = 3/2,

q = 2k > 0, 1/2 ≤ σ ≤ 3/4, and τ ≥ 2. Then

∞∫

−∞

∣
∣
∣
∣
∣
∣
f

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt ≪
3τ/2∫

τ/2

∣
∣
∣
∣
∣
∣
f

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt + e−2kτ2/5

≪ τ2k

3τ/2∫

τ/2

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

e−2k(t−τ)2

dt + e−2kτ2/5,

and similarly

∞∫

−∞

∣
∣
∣
∣
∣
∣
f

(

3

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt ≪ τ2k

3τ/2∫

τ/2

∣
∣
∣
∣
∣
∣
ζ

(

3

2
+ it

)∣
∣
∣
∣
∣
∣

2k

e−2k(t−τ)2

dt + e−2kτ2/5

≪ τ2k

3τ/2∫

τ/2

e−2k(t−τ)2

dt + e−2kτ2/5 ≪ τ2k.
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From (6.11) we conclude that

∞∫

−∞

| f (σ + it)|2kdt ≪ τ2k





∞∫

−∞

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

e−2k(t−τ)2

dt





3
2
−σ

+ e−kτ2/3. (6.14)

But we have

∞∫

−∞

|ζ(σ + it)|2ke−2k(t−τ)2

dt ≪
3τ/2∫

τ/2

|ζ(σ + it)|2ke−2k(t−τ)2

dt + e−2kτ2/5

≪ τ−2k

3τ/2∫

τ/2

| f (σ + it)|2kdt + e−2kτ2/5 (6.15)

≤ τ−2k

∞∫

−∞

| f (σ + it)|2kdt + e−2kτ2/5.

In case k = 1/m we have to observe that, for T ≤ τ ≤ 2T ,

3τ/2∫

τ/2

e−2(t−τ)2/mdt ≪ m
1
2

instead of ≪ 1. We combine (6.15) with (6.14) and integrate for T ≤
τ ≤ 2T . By using Hölder’s inequality we obtain then

Lemma 6.5. Let 1
2
≤ σ ≤ 3

4
, k > 0 and T ≥ 2. Then 323

J(σ) ≪ Tσ−1/2J

(

1

2

)3/2−σ
+ e−kT 2/4,

and if k = 1/m, m ≥ 1 is an integer, then uniformly for m ≤ (log log T )
1
2

we have

J(σ) ≪
(

m
1
2 T

)σ− 1
2

J

(

1

2

) 1
2

(3−2σ)

+ e−T 2/(4m).
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Since (6.2) is trivial for k = 0, we may henceforth assume that k =

u/v, where u and v are positive coprime integers, so that for (6.3) we

have k = u/v with u = 1, v = m. In the former case let N = T
1
2 and in

the latter N = T
3
4 . We also write

S (s) :=
∑

n≤N

dk(n)n−s, g(s) := ζu(s) − S v(s).

We apply now Lemma 6.2 to the function f (z) = g(z) exp(u(z− iτ)2)
with γ = σ, α = 1/2, β = 7/8 and q = 2/v. Hence

∞∫

−∞

| f (σ + it)|
2
v dt ≤





∞∫

−∞

∣
∣
∣
∣
∣
∣
f

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt





7−8σ
3





∞∫

−∞

∣
∣
∣
∣
∣
∣
f

(

7

8
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt





8σ−4
3

. (6.16)

Note that, for 1
2
≤ Re s ≤ 2, trivial estimation gives

S (s) ≪ Nǫ+1−Re s + 1 ≪ T,

thus

g(s) ≪ (T + |t|)u+v

(

1

2
≤ Re s ≤ 2, |s − 1| ≤ 1

10

)

. (6.17)

It follows that

∞∫

−∞

∣
∣
∣
∣
∣
∣
f

(

7

8
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt =

3τ/2∫

τ/2

∣
∣
∣
∣
∣
∣
f

(

7

8
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt

+ O









1
2
τ

∫

−∞

+

∞∫

3τ
2





(T + |t|)2+2ke−2k(t−τ)2

dt





=

3τ/2∫

τ/2

∣
∣
∣
∣
∣
∣
f

(

7

8
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt + O
(

T 2+2ke−kτ2/3
)

. (6.18)

At this point we shall use Lemma 6.3, which allows us to avoid the

singularity of ζ(s) at s = 1. We take z0 =
3

8
+

1

2
iτ, F(z) = f

(

z − 7
8
− iτ

)

324
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and q =
2

v
. For the integrals in (6.12) we then have

∫

L

|F(z)|q|dz| =
3τ/2∫

τ/2

∣
∣
∣
∣
∣
∣
f

(

7

8
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt

and

∫

P1

|F(z)|q|dz| (6.19)

=

3τ/2∫

τ/2

∣
∣
∣
∣
∣
∣
f

(

5

4
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt +

5/4∫

7/8






∣
∣
∣
∣
∣
∣
f

(

η +
1

2
iτ

)∣
∣
∣
∣
∣
∣

2
v

+

∣
∣
∣
∣
∣
∣
f

(

η +
3iτ

2

)∣
∣
∣
∣
∣
∣

2
v






dη.

By (6.17) we have

f

(

η +
1

2
iτ

)

≪ (T + τ)u+ve−
1
4

uτ2

and similarly for f

(

η +
3iτ

2

)

. Thus the second integral on the right of

(6.19) is≪ T 2+2k exp(−kτ2/3) and similarly

∫

P2

|F(z)|q|dz| =
3τ/2∫

τ/2

∣
∣
∣
∣
∣
∣
f

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt + O
(

T 2+2ke−kτ2/3
)

.

Lemma 6.3 therefore yields

3τ/2∫

τ/2

∣
∣
∣
∣
∣
∣
f

(

7

8
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt

≪





∞∫

−∞

∣
∣
∣
∣
∣
∣
f

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt





1
2




∞∫

−∞

∣
∣
∣
∣
∣
∣
f

(

5

4
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt





1
2

+ T 2+2ke−kτ2/7,
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since by (6.17)

3τ/2∫

τ/2






∣
∣
∣
∣
∣
∣
f

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt +

∣
∣
∣
∣
∣
∣
f

(

5

4
+ it

)∣
∣
∣
∣
∣
∣

2
v






dt ≪ (T + τ)2+2k.

From (6.16) and (6.18) we now deduce

∞∫

−∞

| f (σ + it)|
2
v dt ≪





∞∫

−∞

∣
∣
∣
∣
∣
∣
f

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt





5−4σ
3





3τ
2∫

1
2
τ

∣
∣
∣
∣
∣
∣
f

(

5

4
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt





4σ−2
3

+





∞∫

−∞

∣
∣
∣
∣
∣
∣
f

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt





7−8σ
3

(

T 2+2ke−kτ2/7
) 8σ−4

3
.

We integrate this for T ≤ τ ≤ 2T and write325

K(σ) :=

∞∫

−∞

|g(σ + it)|
2
v w(t)dt,

whence

K(σ) ≪ K

(

1

2

) 5−4σ
3






2T∫

T

3τ/2∫

τ/2

∣
∣
∣
∣
∣
∣
g

(

5

4
+ it

)∣
∣
∣
∣
∣
∣

2
v

e−2k(t−τ)2

dτdt






4σ−2
3

(6.20)

+ K

(

1

2

) 7−8σ
3 (

e−kT 2/8
) 8σ−4

3

≪ K

(

1

2

) 5−4σ
3






3T∫

1
2

T

∣
∣
∣
∣
∣
∣
g

(

5

4
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt






4σ−2
3

+ K

(

1

2

) 7−8σ
3

e−
kT2(2σ−1)

6 .

From the definition of g(s) we have

g(s) =
∑

n>N

ann−s (Re s > 1)
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with 0 ≤ an ≤ du(n), so that an ≤ 1 if u = 1, in particular for k = 1/m.

By the mean value theorem for Dirichlet polynomials (see (1.15)) we

find that

3T∫

1
2

T

∣
∣
∣
∣
∣
∣
g

(

5

4
+ it

)∣
∣
∣
∣
∣
∣

2

dt ≪ T
∑

n>N

a2
nn−5/2 +

∑

n>N

a2
nn−3/2

≪ T N−3/2(log N)u2−1 + N−
1
2 (log N)u2−1 ≪ T N−3/2(log N)u2−1

since N ≤ T and
∑

n≤x

d2
u(n) ≪ x(log x)u2−1.

Therefore by Hölder’s inequality for integrals we obtain

3T∫

1
2

T

∣
∣
∣
∣
∣
∣
g

(

5

4
+ it

)∣
∣
∣
∣
∣
∣

2
v

dt ≪ T 1− 1
v

(

T N−
3
2 logu2−1 T

) 1
v

= T N−
3
2v (log T )

u2−1
v .

From (6.20) we then obtain

Lemma 6.6. Let 1
2
≤ σ ≤ 3

4
, T ≥ 2. If k = u/v, where u and v are 326

positive coprime integers, then

K(σ) ≪ K

(

1

2

) 5−4σ
3 (

T N−
3
2v (log T )k− 1

v

) 4σ−2
3

+ K

(

1

3

) 7−8σ
3

e−
kT2(2σ−1)

6 ,

where

K(σ) =

∞∫

−∞

|g(σ + it)|
2
v w(t)dt.

If k = 1/m, m ≥ 1 is an integer, then uniformly for m ≤ (log log T )
1
2

we have

K(σ) ≪ K

(

1

2

) 5−4σ
3 (

m
1
2 T N−

3
2m

) 4σ−2
3

+ K

(

1

2

) 7−8σ
3

e−
T2(2σ−1)

6m .
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PROOF OF 6.1. As a companion to the integrals J(σ) and K(σ) we

define

L(σ) :=

∞∫

−∞

|S (σ + it)|2w(t)dt

(

1

2
≤ σ ≤ 3

4

)

.

To estimate L(σ) note that

w(t) =

2T∫

T

e−2k(t−τ)2

dτ ≪ exp
(

−(T 2 + t2)k/18
)

for t ≤ 0 or t ≥ 3T . Since S (σ + it) ≪ T we have

L(σ) =

3T∫

0

|S (σ + it)|2w(t)dt + O(1).

Moreover w(t) ≪ 1 for all t, and w(t) ≫ 1 for 4T/3 ≤ t ≤ 5T/3.

Thus the mean value theorem for Dirichlet polynomials yields

3T∫

0

|S (σ + it)|2dt =
∑

n≤N

d2
k (n)n−2σ(3T + O(n)) ≪ T

∑

n≤N

d2
k (n)n−2σ

and

5T/3∫

4T/3

|S (σ + it)|2dt =
∑

n≤N

d2
k (n)n−2σ

(
T

3
+ O(n)

)

≫ T
∑

n≤N

d2
k (n)n−2σ.

Hence we may deduce from (6.8) of Lemma 6.1 that327

T

(

σ − 1

2

)−k2

≪ L(σ) ≪ T

(

σ − 1

2

)−k2

(6.21)

for 1/2 + ck/ log T ≤ σ ≤ 3/4, and from (6.9) that

T (log T )k2 ≪ L

(

1

2

)

≪ T (log T )k2

. (6.22)
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In case k = 1/m we obtain, as in the previous discussion, an extra

factor m
1
2 , and (6.21) and (6.22) become, uniformly for m ≤ (log log T )

1
2 ,

m
1
2 T

(

σ − 1

2

)−1/m2

≪ L(σ) ≪ m
1
2 T

(

σ − 1

2

)−1/m2

(6.23)

for 1/2 + c/ log N ≤ σ ≤ 3/4, and

m
1
2 T (log T )1/m2 ≪ L

(

1

2

)

≪ m
1
2 T (log T )1/m2

. (6.24)

We trivially have

|S v(s)|2/v = |ζu(s) − g(s)|2/v

≤ (2 max(|ζµ(s)|, |g(s)|))2/v ≪ |ζ(s)|2k + |g(s)|2/v,

whence

L(σ) ≪ J(σ) + K(σ). (6.25)

Similarly

J(σ) ≪ L(σ) + K(σ) (6.26)

and

K

(

1

2

)

≪ L

(

1

2

)

+ J

(

1

2

)

. (6.27)

In case K( 1
2
) ≤ T we have from (6.25) (with σ = 1

2
) and (6.22)

T (log T )k2 ≪ J

(

1

2

)

(6.28)

Similarly (6.26) and (6.22) show that K

(

1

2

)

≤ T implies

J

(

1

2

)

≪ T (log T )k2

. (6.29)

328

Thus we shall assume K( 1
2
) ≥ T and show that (6.28) holds, and for

k = 1/m (6.29) also holds (with the additional factor m
1
2 ). From these
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estimates Theorem 6.1 will be deduced. From Lemma 6.6 we have,

assuming K(
1

2
) ≥ T ,

K(δ) ≪ K

(

1

2

) 



K

(

1

2

) 2−4σ
3 (

T N−
3
2v (log T )k− 1

v

) 4σ−2
3
+ K

(

1

2

) 4−8σ
3

e−
kT2(4σ−3)

12






≤ K

(

1

2

) {
(

N−
3
2v (log T )k− 1

v

) 4σ−2
3
+

(

T−2e−
1
4

kT 2
) 4σ−2

3

}

(6.30)

≪ K

(

1

2

)

N
1−2σ

v (log T )(k− 1
v

)( 4σ−2
3

).

Now we turn to the proof of (6.2), noting that the proof of (6.3) is

based on very similar ideas. From (6.25), (6.27) and (6.30) we have,

since now N = T
1
2 and k = u/v,

L(σ) ≪ J(σ) +

(

L

(

1

2

)

+ J

(

1

2

))
(

T logB T
) 1−2σ

4v
,

where B = (8 − 8u)/3. Thus either

L(σ) ≪ L

(

1

2

)
(

T logB T
) 1−2σ

4v (6.31)

or

L(σ) ≪ J

(

1

2

)
(

T logB T
) 1−2σ

4v
+ J(σ), (6.32)

and by using Lemma 6.5 the latter bound gives

L(σ) ≪ Tσ− 1
2 J

(

1

2

) 3
2
−σ
+ (T logB T )

1−2σ
4v J

(

1

2

)

+ e−
1
4

kT 2

. (6.32)

Write σ =
1

2
+

η

log T
, where η > 0 is a parameter. Then (6.21),

(6.31) and (6.22) yield, for some constant c(k) > 0,

T

(

σ − 1

2

)−k2

≤ c(k)T (log T )k2

e−η/(2v).
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Hence329

e−
η
2v ≤ ηk2

c(k),

which is false if η = η(k) is sufficiently large. Thus for this value of η

(6.32) holds, and using (6.21) it gives

T logk2

T ≪ L(σ) ≪ J

(

1

2

) 1
2

(3−2σ)

+ J

(

1

2

)

+ 1,

and (6.28) follows. But recall that w(t) ≪ 1 for all t and

w(t) ≪ exp(−k(t2 + T 2)/18)

for t ≤ 0 and t ≥ 3T . Thus

J

(

1

2

)

≪ Ik(3T ) +





0∫

−∞

+

∞∫

3T




e−k(t2+t2)/20dt ≪ Ik(3T ) + e−kT 2/20,

so that (6.2) follows from (6.28). Similarly for the case k = 1/m, m ≥ 1

an integer in (6.3) we obtain the result from

m
1
2 T (log T )1/m2 ≪ J

(

1

2

)

≪ m
1
2 T (log T )1/m2

(6.33)

because in this case w(t) ≪ m
1
2 always, and w(t) ≫ m

1
2 for 4T/3 ≤ t ≤

5T/3. Thus (6.33) gives in the case of the upper bound

m
1
2

(

I1/m

(

5T

3

)

− I1/m

(

4T

3

))

≪ J

(

1

2

)

≪ m
1
2 T (log T )1/m2

.

Replacing T by (4/5)nT and summing over n we obtain the upper

bound in (6.3), and the lower bound is proved as in the previous case.

One obtains (6.33) from the corresponding estimates of the previous

case and chooses σ =
1

2
+

Dm

log T
, where D > 0 is a suitable large

constant.
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In the analysis concerning the case k = 1/m we have made the as-

sumption that m ≤ (log log T )
1
2 . Therefore it remains to prove (6.3)

when m ≥ m0 = [(log log T )
1
2 ]. In that case

I1/m(T ) =

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m

dt ≥ T + ◦(T ) ≫ T (log T )1/m2

for m ≥ m0 and T → ∞. This follows from Lemma 6.7 of the next330

section, whose proof is independent of Theorem 6.1. To deal with the

upper bound, denote by A1 the set of numbers t ∈ [0,T ] such that |ζ( 1
2
+

it)| ≤ 1, and let A2 be the complement of A1 in the interval [0,T ]. Then

I1/m(T ) =





∫

A1

+

∫

A2





∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m

dt ≤ T +

∫

A2

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m◦

dt

≤ T +

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m◦

dt ≪ T + T (log T )m−2
0 ≪ T (log T )m−2

,

since the upper bound in (6.3) holds for m = m0.

6.2 An Asymptotic formula for mean values

In this section we shall consider the limit

lim
T→∞

1

T

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ

dt = 1, (6.34)

or equivalently

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ

dt = T + ◦(T ) (T → ∞) (6.35)

when λ ≥ 0. If λ is fixed, then (6.34) (or (6.35)) cannot hold in view of

the lower bound in Theorem 6.1. On the other hand, (6.34) is trivial if
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λ = 0. Therefore one feels that for certain λ = λ(T ), tending sufficiently

quickly to zero as T → ∞, (6.34) will hold. It seems interesting to

determine precisely the range of λ = λ(T ) for which (6.35) holds. This

is achieved in

Theorem 6.2. If ψ(T ) denotes an arbitrary positive function such that

Ψ(T )→ ∞ as T → ∞, then for

0 ≤ λ ≤ (Ψ(T ) log log T )−
1
2

we have
T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ

dt = T + ◦(T ) (T → ∞). (6.36)

Moreover (6.36) cannot hold for λ ≥ C(log log T )−
1
2 and a suitable 331

C > 0.

To prove Theorem 6.2 we shall prove the corresponding upper and

lower bound estimates. The latter is contained in the following lemma,

which was already used in the discussion of the lower bound in Theorem

6.1 in Section 6.1.

Lemma 6.7. For any λ ≥ 0

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ

dt ≥ T + ◦(T ) (T → ∞). (6.37)

PROOF OF LEMMA 6.7. Let, as usual, N(σ,T ) denote the number of

complex zeros ρ = β + iγ of ζ(s) such that β ≥ σ, 0 < γ ≤ T . From J.E.

Littlewood’s classical lemma (see Section 9.1 of E.C. Titchmarsh [155])

on the zeros of an analytic function in a rectangle, it follows that

2π

∫

1

σ0N(σ,T )dσ =

T∫

0

log |ζ(σ0 + it)|dt −
T∫

0

log |ζ(2 + it)|dt
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+

2∫

σ0

arg ζ(σ + iT )dσ + K(σ0),

where K(σ0) is independent of T , and 1
2
≤ σ0 ≤ 1. However, uniformly

for σ ≥ 1
2

we have arg ζ(σ + it) ≪ log t if t is not the ordinate of a zero

of ζ(s). For σ > 1 we have

log ζ(s) =
∑

p

∞∑

m=1

m−1 p−ms,

hence with |Λ1(n)| ≤ 1 we have

T∫

0

log |ζ(2 + it)|dt = Re






∞∑

n=2

Λ1(n)n−2 n−iT − 1

log n





= O(1).

Therefore we obtain

2π

1∫

σ0

N(σ,T )dσ =

T∫

0

log |ζ(σ0 + it)|dt + O(log T ). (6.38)

Since N(σ,T ) ≥ 0 for all σ and T , (6.38) gives with σ0 =
1
2

332

0 ≤ 2π

1∫

1
2

N(σ,T )dδ =

T∫

0

log

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣
dt + O(log T ),

hence for a suitable C > 0

T∫

0

log

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣
dt ≥ −C log T. (6.39)

Now recall that, if a < b, f (t) ≥ 0 for a ≤ t ≤ b, f ∈ C[a, b], then

1

b − a

b∫

a

log f (t)dt ≤ log





1

b − a

b∫

a

f (t)dt




, (6.40)
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which is an easy consequence of the inequality between the arithmetic

and geometric means of nonnegative numbers. Hence, for λ > 0 and

f (t) = |ζ( 1
2
+ it)|, (6.40) gives

T∫

0

log

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣
dt =

1

λ

T∫

0

log

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ

dt

≤ T

λ
log





1

T

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ

dt




,

and so using (6.39) we obtain

1

T

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ

dt ≥ e−
λC log T

T ≥ e−
2C log T

T = 1 + O

(

log T

T

)

for 0 < λ ≤ 2. For λ = 0 (6.37) is trivial, for λ ≥ 2 it follows by Hölder’s

inequality for integrals and the weak bound

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2

dt ≫ T log T.

PROOF OF THEOREM 6.2. We shall show that for

0 ≤ λ ≤ (ψ(T ) log log T )−
1
2

we have
T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ

dt ≤ T + ◦(T ) (T → ∞). (6.41)

Take m = [(log log T )
1
2 ]. Then by Hölder’s inequality and the upper

bound in (6.3) we have, for some C1 > 0, 333

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ

dt ≤





T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m

dt





1
2

mλ

T 1− 1
2

mλ
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≤
(

C1T (log T )1/m2
) 1

2
mλ

T 1− 1
2

mλ = TC
1
2

mλ

1
(log T )λ/(2m) = T + ◦(T ).

Namely

0 ≤ λ/(2m) ≤
(

1

2
+ ◦(1)

)

ψ−
1
2 (T )(log log T )−1,

hence, as T → ∞,

(log T )λ/(2m) = 1 + ◦(1), C
1
2

mλ

1
= 1 + ◦(1).

This establishes (6.41) and in view of (6.37) proves the first part of

Theorem 6.2.

To obtain that (6.36) cannot hold for λ > C(log log T )−
1
2 and a suit-

ably chosen C, we use the lower bound in (6.3) with

m =

[

C−1
3 (log log T )−

1
2

]

(C3 > 0).

This gives with some C2 > 0

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m

dt ≥ C2T (log T )1/m2

= C2T exp
(

C2
3 + ◦(1)

)

(6.42)

≥ C2T exp

(

1

2
C2

3

)

≥ 2T

for C2 ≥ (2 log(2/C2))
1
2 if C2 < 2, and the bound given by (6.42) is

trivial otherwise. Hence as T → ∞

λ0 =
2

m
= 2/

[

C−1
3 (log log T )

1
2

]

= (2C3 + ◦(1))(log log T )−
1
2

3C3(log log T )−
1
2 = λ1,

say. But if for some λ0 > 0

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ0

dt ≥ wT,
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then for λ > λ0 Hölder’s inequality gives

2T ≤
T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ0

dt ≤





T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ

dt





λ0/λ

T 1−λ0/λ.

and so 334
T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

λ

dt ≥ 2λ/λ0T ≥ 2T.

Therefore (6.36) cannot hold for λ > C(log log T )−
1
2 , C = 3C3,

where C3 is as above. This completes the proof of Theorem 6.2.

6.3 The values Distribution on the Critical line

From (6.3) we may deduce some results on the distribution of values

of |ζ( 1
2
+ it)|. The order of |ζ( 1

2
+ it)| remains, of course, one of the

most important unsolved problems of analytic number theory. But the

following two theorems, due to M. Jutila, show that the corresponding

“statistical” problem may be essentially solved.

Theorem 6.3. Let T ≥ 2, 1 ≤ V ≤ log T, and denote by MT (V) the set

of numbers t ∈ [0,T ] such that |ζ( 1
2
+ it)| ≥ V. Then the measure of the

set MT (V) satisfies

µ(MT (V)) ≪ T exp

{

− log2 V

log log T

(

1 + O

(

log V

log log T

))}

(6.43)

and also

µ(MT (V)) ≪ T exp

(

−c
log2 V

log log T

)

(6.44)

for some constant c > 0.

Corollary . Let Ψ(T ) be any positive function such that Ψ(T ) → ∞ as

T → ∞. Then
∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣
≤ exp

(

Ψ(T )(log log T )
1
2

)
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for the numbers t ∈ [0,T ] which do not belong to an exceptional set of

measure ◦(T ).

Theorem 6.4. There exist positive constants a1, a2 and a3 such that for335

T ≥ 10 we have

exp

(

a1(log log T )
1
2

)

≤
∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣
≤ exp

(

a2(log log T )
1
2

)

in a subset of measure at least a3T of the interval [0,T ].

PROOF OF THEOREM 6.3. It is enough to restrict V to the range

(log log T )
1
2 ≤ log V ≤ log log T.

Namely for log V < (log log T )
1
2 the exp(. . .) terms in (6.43) and

(6.44) are bounded, so the bounds in question both reduce to µ(MT (V))

≪ T , which is trivial, and log V ≤ log log T is equivalent to our assump-

tion that V ≤ log T . Now by (6.3), for any integer m ≥ 1,

µ(MT (V))V2/m ≤
T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m

dt ≪ T (log T )1/m2

,

whence

µ(MT (V)) ≪ T (log T )1/m2

V−2/m. (6.45)

As a function of m, the right-hand side of (4.45) is minimized for

m = log log T/ log V . Since m must be an integer, we take

m = [log log T/ log V],

so that (6.45) yields then (6.43) and (6.44).

PROOF OF THEOREM 6.4. Let 0 < A < 1 be a constant to be chosen

sufficiently small later, and let m = [(A log log T )
1
2 ] − a, where a is 0 or

1 so that m is an even integer. We suppose T ≥ exp

(

exp
4

A

)

, so that m

is positive, and denote by b1, b2, . . . positive, absolute constants.
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Denote by E the set of points t ∈ [0,T ] such that

exp

(

(A log log T )
1
2

)

≤
∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣
≤ exp

(

A−1(log log T )
1
2

)

, (6.46)

and let F = [0,T ]\E. If we can show that

∫

F

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m

dt ≤ b1T, (6.47)

then Theorem 6.4 follows from (6.47) and the lower bound in (6.3). 336

Indeed the latter gives, by our choice of m,

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m

dt ≥ b2e1/AT,

whence by (6.47) with sufficiently small A we have

∫

E

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m

dt =

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m

dt

−
∫

F

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m

dt ≥ 1

2
b2e

1
A T.

Consequently, by the defining property (6.46) of the set E,

µ(E)

{

exp

(

A−1(log log T )
1
2

)}2/m

≥ 1

2
b2e1/AT,

which gives

µ(E) ≥ 1

2
b2

{

exp
(

A−1 − b3A−3/2
)}

T.

Thus Theorem 6.4 holds with a1 = A
1
2 , a2 = A−1, a3 =

1

2
b2 exp

(A−1 − b3A−3/2).



378 6. Fractional Mean Values

It remains to prove (6.47). Let F′ denote the subset of F in which

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣
< exp

(

(A log log T )
1
2

)

,

and let F′′ = F\F′. Then trivially

∫

F′

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m

dt ≤ b4T. (6.48)

Further, using (6.3) and noting that m is even, we have

∫

F′′

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2/m

dt ≤
{

exp
(

A−1(log log T )
1
2

)}−2/m

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

4/m

dt

≤ b5 exp
(

−b6A−3/2 + b7A−1
)

T ≤ b8T. (6.49)

Here b8 may be taken to be independent of A, for example b8 = b5

if A ≤ (b6/b7)2. Combining (6.48) and (6.49) we obtain (6.47), com-

pleting the proof of Theorem 6.4.

One can also ask the following more general question, related to the

distribution of ζ( 1
2
+ it), or equivalently log ζ( 1

2
+ it) (if ζ( 1

2
+ it) , 0).

Namely, if we are given a measurable set E(⊆ C) with a positive Jordan337

content, hos often does log ζ( 1
2
+ it) belong to E? This problem was

essentially solved in an unpublished work of A. Selberg, who showed

that

lim
T→∞

1

T
µ



0 ≤ t ≤ T ;
log ζ( 1

2
+ it)

√

log log t
∈ E



 =
1

π

x

E

e−x2−y2

dx dy, (6.50)

where as before µ(·) is the Lebesgue measure. Roughly speaking, this

result says that log ζ( 1
2
+ it)/

√

log log t is approximately normally dis-

tributed. From (6.50) one can deduce the asymptotic formula

T∫

0

log

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)

− a

∣
∣
∣
∣
∣
∣
dt = (2π)−

1
2 T (log log T )

1
2 + Oa(T ), (6.51)
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where a , 0 is fixed.

Independently of Selberg’s unpublished work, A. Laurinčikas ob-

tained results on the value distribution of |ζ( 1
2
+ it)| and |L( 1

2
+ it, x)| in a

series of papers. As a special case of (6.50) he proved

lim
T→∞

1

T
µ





0 ≤ t ≤ T :
log |ζ

(
1
2
+ it

)

|
√

1
2

log log T

≤ y





= (2π)−
1
2

y∫

−∞

e−
1
2

u2

du, (6.52)

which is of course stronger and more precise than Theorem 6.4. It is
interesting that Laurinčikas obtains (6.52) by applying techniques from
probabilistic number theory to the asymptotic formula

Ix(T ) =

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2x

dt = T (log T )x2
(

1 + O
(

(log log T )−
1
4

))

, (6.53)

which holds uniformly for kT ≤ k ≤ k0, where kT = exp(−(log log T )
1
2 ),

k0 is an arbitrary positive number and

x =
([

k−1
√

2 log log T
]

± 5
)−1

. (6.54)

The crucial result, which is (6.53), is proved by using the method

employed by D.R. Heath-Brown in proving Theorem 6.1. This involves

the use of convexity techniques, but since the argument requires asymp-

totic formulas instead of upper and lower bounds, it is technically much 338

more involved than the proof of Theorem 6.1, although the underlying

ideas are essentially the same. For example, instead of the bounds (6.8)

and (6.9) furnished by Lemma 6.1, for the proof of (6.53) one requires

the following asymptotic formulas:

∑

n≤N

d2
x(n)n−2σ = H(x)(2σ − 1)−x2

+ O
(

N1−2σ(log N)x2
)

(6.55)

+ O
(

(2σ − 1)−x2

Γ
(

x2 + 1, (2σ − 1) log N
))

+ O

(

(2σ − 1) log
1
2 N

)

+ O

(

(2σ − 1)−x2

(log log T )−
1
2

)
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and

∑

n≤N

d2
x(n)n−1 =

H(x)

Γ(x2 + 1)
(log T )x2

(

1 + O
(

(log log T )−1
))

. (6.56)

Both (6.55) and (6.56) are uniform in k ∈ [kT , k0], in (6.55) one has

σ > 1/2, and moreover

H(x) :=
∏

p





(1 − p−1)x2

∞∑

r=0

d2
x(pr)p−r





,

Γ(s, y) :=

∞∫

y

xs−1e−xdx.

We shall not reproduce here the details of the arguments leading

to (6.55) - (6.56) and eventually to (6.53) and (6.52). We only remark

here that, in order to get the asymptotic formulas that are needed, the

weighted analogue of J(σ) (and correspondingly other integrals) in The-

orem 6.1 is defined somewhat differently now. Namely, for σ ≥ 1/2 one

sets

Jx(σ) =

∞∫

−∞

|ζ(σ + it)|2xw(t)dt, w(t) =

T∫

log2 T

exp
(

−2η(t − 2τ)2
)

dτ,

where η = xk−1. The modified form of the weight function w(t) is found

to be more expedient in the proof of (6.53) than the form of w(t) used in

the proof of Theorem 6.1.

6.4 Mean Values Over Short Intervals

In this section we shall investigate lower bounds for339

Ik(T + H) − Ik(T ) =

T+H∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt (6.57)
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when T ≥ T0, k ≥ 1 is a fixed integer, and this interval [T,T + H] is

“short” in the sense that H = ◦(T ) as T → ∞. The method of proof

of Theorem 6.1, which works for all rational k > 0, will not produce

good results when H is relatively small in comparison with T. Methods

for dealing successfully with the integral in (6.57) have been developed

by K. Ramachandra, who alone or jointly with R. Balasubramanian,

obtained a number of significant results valid in a wide range for H.

Their latest and sharpest result on (6.57), which follows from a general

theorem, is the following

Theorem 6.5. Let k ≥ 1 be a fixed integer, T ≥ T0 and (log log T )2 ≤
H ≤ T. Then uniformly in H

T+H∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt ≥
(

c′k + O(H−1/8) + O

(

1

log H

))

H logk2

H, (6.58)

where

c′k =
1

Γ(k2 + 1)

∏

p






(

1 − p−1
)k2

∞∑

m=0

(

Γ(k + m)2

Γ(k)m!

)

p−m





. (6.59)

Proof. Note that (6.58) is a remarkable sharpening of Theorem 1.5, and

that it is also true unconditionally. Since

∑

n≤x

d2
k (n) ∼ b′kx logk2−1 x,

∑

n≤x

d2
k (n)n−1 ∼ c′k logk2

x, (6.60)

it is seen that instead of (6.58) it is sufficient to prove

T+H∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt ≥
∑

n≤H

(

H + O(H7/8) + O(n)
)

d2
k (n)n−1. (6.61)

�

To this end let 340

F(t) : = ζk

(

1

2
+ it

)

−
∑

n≤H

dk(n)n−
1
2
−it −

∑

H<n≤H+H
1
4

dk(n)n−
1
2
−it (6.62)
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= ζk

(

1

2
+ it

)

− F1(t) − F2(t),

say, and assume that (6.61) is false. Then it follows that

T+H∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt ≤ 2H
∑

n≤H

d2
k (n)n−1. (6.63)

By using the mean value theorem for Dirichlet polynomials (see

(1.15)) we obtain

T+H∫

T

|F1(t)|2dt ≤ 2H
∑

n≤H

d2
k (n)n−1, (6.64)

and also

T+H∫

T

|F2(t)|2dt ≪ H
∑

H<n≤H+H
1
4

d2
k (n)n−1 (6.65)

≪
∑

H<n≤H+H
1
4

d2
k (n) ≪ H

1
2 ≪ H

∑

n≤H

d2
k (n)n−1

since trivially dk(n) ≤ n1/8 for n ≥ n0. Thus by (6.62)

T+H∫

T

|F(t)|2dt ≪
T+H∫

T





∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2

+ |F1(t)|2 + |F2(t)|2


 dt (6.66)

≪ H
∑

n≤H

d2
k (n)n−1,

and consequently from (6.63) - (6.65) we obtain by the Cauchy-Schwarz

inequality

T+H∫

T

|F(t)F2(t)|dt ≪ H
7
8

∑

n≤H

d2
k (n)n−1, (6.67)
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T+H∫

T

|F1(t)F2(t)|dt ≪ H
7
8

∑

n≤H

d2
k (n)n−1.

We now introduce the multiple averaging, which will have the effect 341

of making certain relevant integrals in the sequel small. Let U = H7/8

and r ≥ 1 a large, but fixed integer. Set

∫

(r)

Ψ(t)dt := U−r

U∫

0

dur

U∫

0

dur−1 . . .

U∫

0

du1

T+H−u1−u2−...−ur∫

T+U+u1+u2+...+ur

Ψ(t)dt.

Thus if Ψ(t) ≥ 0 for T ≤ t ≤ T + H and Ψ(t) is integrable, we have

T+H∫

T

Ψ(t)dt ≥
∫

(r)

Ψ(t)dt ≥
T+H−(r+1)U∫

T+(r+1)U

Ψ(t)du. (6.68)

From (6.62) we have

ζk

(

1

2
+ it

)

= F1(t) + F2(t) + F(t),

hence

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

= |F1(t)|2 + |F2(t)|2 + |F(t)|2

+ 2 Re
{

F1(t)F2(t) + F1(t)F(t) + F2(t)F(t)
}

.

This gives

T+H∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt ≥
∫

(r)

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt

∫

(r)

|F1(t)|2dt ≥ (6.69)

+ 2 Re






∫

(r)

F1(t)F(t)dt






+ O





∫

(r)

{|F1(t)F2(t)| + |F2(t)F(t)|} dt





.
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The integrals in the error terms are majorized by the integrals in

(6.67). Thus using once again (1.15) we obtain

T+H∫

T

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

dt ≥
T+H−(r+1)U∫

T+(r+1)U

|F1(t)|2dt (6.70)

+ 2 Re






∫

(r)

F1(t)F(t)dt






+ O




H7/8

∑

n≤H

d2
k (n)n−1





=
∑

n≤H

(

H + O(H7/8) + O(n)
)

d2
k (n)n−1 + 2 Re






∫

(r)

F1(t)F(t)dt






.

342

We assumed that (6.61) is false. Therefore if we can prove that

∫

(r)

F1(t)F(t)dt ≪ H7/8
∑

n≤H

d2
k (n)n−1, (6.71)

we shall obtain a contradiction, which proves (6.61) and consequently

(6.58). Let

A(s) :=
∑

n≤H

dk(n)n−s, B(s) := ζk(s) −
∑

n≤H+H
1
4

dk(n)n−s.

Then by Cauchy’s theorem

∫

D

A(1 − s)B(s)ds = 0,

where D is the rectangle with vertices 1
2
+ i(T + U + u1 + . . . + ur),

2+i(T+U+u1+. . .+ur), 2+i(T+H−u1−. . .−ur),
1
2
+i(T+H−u1−. . .−ur).

Hence

U−r

U∫

0

dur

U∫

0

dur−1 . . .

U∫

0

du1

∫

D

A(1 − s)B(s)ds
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= U−r

U∫

0

dur

U∫

0

dur−1 . . .

U∫

0

du1





∫

I1

+

∫

I2

+

∫

I3

+

∫

I4





A(1 − s)B(s)ds = 0,

where I1 and I3 are the left and right vertical sides of D, and I2 and I4

are the lower and upper horizontal sides, respectively. If we denote, for

1 ≤ n ≤ 4,

J4 = U−r

U∫

0

dur

U∫

0

dur−1 . . .

U∫

0

du1

∫

In

A(1 − s)B(s)ds

and observe that

J1 = i

∫

(r)

F1(t)F(t)dt,

then (6.71) will follow if we can show that

J2 ≪ H7/8
∑

n≤H

d2
k (n)n−1, (6.72)

J3 ≪ H7/8
∑

n≤H

d2
k (n)n−1, (6.73)

and 343

J4 ≪ H7/8
∑

n≤H

d2
k (n)n−1. (6.74)

To prove (6.73) note that, for Re s > 1,

B(s) = ζk(s) −
∑

m≤H+H
1
4

dk(m)m−s =
∑

m>H+H
1
4

dk(m)m−s.

Therefore

J3 = U−r

U∫

0

dur . . .

U∫

0

du1

2+i(T+H−u1−...−ur)∫

2+i(T+U+u1+...+ur)

A(1 − s)B(s)ds

= iU−r
∑

n≤H

∑

m>H+H
1
4

dk(m)m−2ndk(n)

U∫

0

dur . . .

U∫

0

du1

T+H−u1−...−ur∫

T+U+u1+...+ur

(
n

m

)it

dt
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≪r U−r
∑

n≤H

∑

m>H+H
1
4

dk(m)m−2ndk(n)

(

log
m

n

)−r−1

.

But for m, n in the last sum we have

log
m

n
≥ log

H + H
1
4

H
≥ 1

2
H−

3
4 ,

and since U = H7/8 we obtain

J3 ≪r H7/8H−(r+1)/8
∑

n≤H

ndk(n)
∑

m>H

dk(m)m−2

≪r H7/8H−(r+1)/8H log2k−2 H ≪r H7/8 logk2−1 H

for any r ≥ 7.

It remains to prove (6.72) and (6.74). Since both proofs are similar,

only the details for the latter will be given. Set for brevity344

G(s) := A(1 − s)B(s), Tr := T + U + u1 + . . . + ur.

Then we have

J4 = U−r

U∫

0

dur . . .

U∫

0

du1

2∫

1
2

G(σ + iTr)dσ, (6.75)

and by the theorem of residues we may write

G(σ + iTr) =
1

2πie

∫

E

G(w + σ + iTr) exp

(

− cos
w

A

)
dw

w
, (6.76)

where A > 0 is a constant, and E is the rectangle with vertices 1
2
− σ +

iT − iTr, 2 + iT − iTr, 2 + i(T + H − Tr),
1
2
− σ + i(T + H − Tr), whose

vertical sides are I5, I7 and horizontal sides are I6, I8, respectively. The

kernel function exp

(

− cos
w

A

)

, which is essentially the one used in the

proof of Theorem 1.3, is of very rapid decay, since
∣
∣
∣
∣
∣
exp

(

− cos
w

A

)∣∣
∣
∣
∣
= exp

(

− cos
u

A
· ch

v

A

)

(w = u + iv, A > 0).
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We insert (6.76) in (6.75), obtaining

J4 = J5 + J6 + J7 + J8,

say, where Jn(n = 5, 6, 7, 8) comes from the integral over In. For w =

u + iv on I6 and I8 we have |v| ≥ U = H7/8, consequently for A = 10

∣
∣
∣
∣
∣
exp

(

− cos
w

A

)∣∣
∣
∣
∣
= exp

(

− cos
u

10
· ch

v

10

)

≤ exp

(

−1

2
cos

(

1

5

)

e|v|/10

)

≤ exp

(

−1

2
cos

(

1

5

)

eH7/8/10

)

≪C T−C (6.77)

for any fixed C > 0, since H ≥ (log log T )2. In fact, one could increase

the range for H in Theorem 6.5 to H ≥ (log log T )1+δ for any fixed δ > 0

at the cost of replacing the error term O(H−1/8) by a weaker one. From

(6.77) it easily follows that the contribution of J6 + J8 is negligible.

Consider now 345

J5 =
U−r

2πie

U∫

0

dur . . .

U∫

0

du2

2∫

1
2






U∫

0

du1

∫

I5

G(w + σ + iTr) exp

(

− cos
w

A

)
dw

w






. (6.78)

On I5 we have w = 1
2
− σ + i(v − Tr), T ≤ v ≤ T + H. Thus the

integral in curly brackets in (6.78) becomes (with A = 10)

i

T+H∫

T

G

(

1

2
+ iv

)

dv

U∫

0

exp

{

− cos

(

1

2
− σ + i (v − T − u1 − . . . − ur) /10

)}

du1

1
2
− σ + i(v − T − u1 − . . . − ur)

≪
T+H∫

T

∣
∣
∣
∣
∣
∣
G

(

1

2
+ iv

)∣
∣
∣
∣
∣
∣
dv

U∫

0

exp





−1

2
cos





1
2
− σ
10



 · e−|v−T−u1−...−ur |





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dui
(

(δ − 1/2)2 + (u1 + T + . . . + ur − v)2
)1/2

.

The presence of the exponential factor makes the portion of the in-
tegral over u1, for which |u1 + T + . . . + ur − v| ≥ 1, to be O(1). The
remaining portion for which |u1 + T + . . . + ur − v| < 1 is majorized by

v−T−U−...−ur+1∫

v−T−U−...−ur−1

du1

(

(σ − 1
2
)2 + (u1 + T + . . . + ur − v)2

) 1
2

=

1∫

−1

dx
(

(σ − 1
2
)2 + x2

) 1
2

= log
1 +

(

(σ − 1
2
)2 + 1

) 1
2

−1 +
(

(σ − 1
2
)2 + 1

) 1
2

≪ log
1

σ − 1
2

.

Hence we obtain

J5 ≪ U−1

T+H∫

T

∣
∣
∣
∣
∣
∣
G

(

1

2
+ iv

)∣
∣
∣
∣
∣
∣
dv

2∫

1
2



log
1

σ − 1
2





−1

dσ

≪ U−1

T+H∫

T

∣
∣
∣
∣
∣
∣
G

(

1

2
+ iv

)∣
∣
∣
∣
∣
∣
dv = U−1

T+H∫

T

|F1(t)F(t)|dt ≪ H
1
8

∑

n≤H

d2
k (n)n−1,

on using (6.64) and (6.66) coupled with the Cauchy-Schwarz inequality.

Finally we consider

J7 =
U−r

2πie

U∫

0

dur . . .

U∫

0

du1

2∫

1
2

dσ

∫

I7

G(w+σ+ iTr) exp

(

− cos
w

10

)
dw

w
.

On I7 we have w = 2 + iv, T − Tr ≤ v ≤ T + H − Tr. Since346

|T − Tr | = |U + u1 + . . . + ur | ≥ H7/8, |T + H − Tr | ≥ H7/8, the presence

of exp
(

− cos w
10

)

makes it possible to replace, in the integral over w, the

range for v by (−∞,∞) with a negligible error. In the remaining integral

we may interchange, in view of the absolute convergence, the order of

integration. We are left with

1

2πe

∞∫

−∞

exp

(

− cos

(

2 + iv

10

))

dv

2 + iv
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




U−r

2∫

1
2

dσ

U∫

0

dur . . .

U∫

0

du1G (2 + σ + i(v + Tr))






.

But we have

G(2 + σ + i(v + Tr)) = A(−1 − σ − iv − iTr)B(2 + σ + iv + iTr)

=
∑

m>H+H
1
4

∑

n≤H

dk(m)m−2−σdk(n)nσ+1
(

n

m

)i(v+T+U+u1+...+ur)

.

If we proceed as in the case of the estimation of J3 and carry out the

integrations over u1, u2, . . . ur, we readily seen that the contribution of J7

is O(1) if r is sufficiently large. This completes the proof of the theorem.

It may be noted that essentially the multiple averaging accounts for the

shape of the lower bound in (6.58), while the kernel function introduced

in (6.76) regulates the permissible range for H.
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NOTES FOR CHAPTER 6

The method of D.R. Heath-Brown [62], where (6.2) was proved, is347

based on a convexity technique. This is embodied in Lemma 6.2 and

Lemma 6.3, both of which are due to R.M. Gabriel [39]. The bounds

given by (6.3), which have the merit of being uniform in m, were proved

by M. Jutila [88], who modified the method of Heath-Brown [62]. Lem-

mas 6.1, 6.4, 6.5 and 6.6 are from Heath-Brown [62].

E.C. Titchmarsh was the first to prove that if k is a fixed natural

number, then

∞∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣

2k

e−δtdt ≫k

1

δ

(

log
1

δ

)k2

for 0 < δ ≤ 1
2

(see Theorem 7.19 of his book [155]). From this it is easy

to deduce that

lim sup
T→∞

{

Ik(T )T−1(log T )k2
}

> 0.

Improving upon this K. Ramachandra (see his series of papers [138])

was the first to obtain lower bounds of the type (6.2). His method uses

averaging techniques which do not depend on the aforementioned re-

sults of Gabriel, and besides it is capable of obtaining results valid over

short intervals. In [138, Part II], he shows that

T+H∫

T

∣
∣
∣
∣
∣
∣

dℓ

dsℓ
(ζk(s))

∣
∣
∣
∣
∣
∣
s= 1

2
+it

∣
∣
∣
∣
∣
∣
∣

dt > Ck,ℓH(log H)λ, (6.79)

where 100 ≤ (log T )1/m ≤ H ≤ T . Here k,m, ℓ are any fixed natural

numbers, T ≥ T◦(k, ℓ,m), λ = ℓ +
1

4
k2, Ck,ℓ > 0 is a constant which

depends on k, ℓ. If the kernel exp(z4a+2) that Ramachandra used is re-

placed by his kernel exp(sin2 z), then the range for H can be taken as

Ck log log T ≤ H ≤ T (as mentioned in Notes for Chapter 1, the latter

type of kernel is essentially best possible). Upper bounds for the inte-

gral in (6.79) are obtained by Ramachandra in [138, Part III]; one of the348
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results is that

T+H∫

T

∣
∣
∣
∣
∣
∣
ζ(ℓ)

(

1

2
+ it

)∣
∣
∣
∣
∣
∣
dt ≪ H(log T )

1
4
+ℓ (6.80)

for ℓ ≥ 1 a fixed integer, H = T λ, 1
2
< λ ≤ 1. From (6.79) and (6.80) we

infer that

T (log T )
1
4 ≪

T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣
dt ≪ T (log T )

1
4 ,

but it does not seem possible yet to prove (or disprove) that, for some

C > 0,
T∫

0

∣
∣
∣
∣
∣
∣
ζ

(

1

2
+ it

)∣
∣
∣
∣
∣
∣
dt ∼ CT (log T )

1
4 (T → ∞).

The lower bound results are quite general (for example, they are ap-

plicable to ordinary Dirichlet L-series, L-series of number fields and so

on), as was established by Ramachandra in [138, Part III]. The climax

of this approach is in Balasubramanian-Ramachandra [12] (see also Ra-

machandra’s papers [140], [142], [143]). Their method is very general,

and gives results like

Ik(T + H) − Ik(T ) ≥ C′kH(log H)k2

(

1 + O

(

log log T

H

)

+ O

(

1

log G

))

uniformly for ck log log T ≤ H ≤ T , if k ≥ 1 is a fixed integer (and for all

fixed k > 0, if the Riemann hypothesis is assumed). Bounds for Ik(T +

H)− Ik(T ) for irrational k were also considered by K. Ramachandra (see

[141, Part II]), and his latest result is published in [141, Part III].

Theorem 6.2 is from A. Ivić - A. Perelli [81], which contains a dis-

cussion of the analogous problem for some other zeta-functions.

E.J. Littlewood’s lemma, mentioned in the proof of Lemma 6.7, is

proved in Section 9.9 of E.C. Titchmarsh [155]. Suppose that Φ(s) is

meromorphic in and upon the boundary of the rectangle D bounded by
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the lines t = 0, t = T (> 0), σ = α, σ = β B > α), and regular and not 349

zero on σ = β. Let F(s) = logΦ(s) in the neighborhood of σ = β, and

in general let

F(s) = lim
ǫ→0+

F(σ + it + iǫ).

If ν(σ′,T ) denotes the excess of the number of zeros over the num-

ber of poles in the part of the rectangle for which σ > σ′, including

zeros or poles on t = T , but not these on t = 0, then Littlewood’s lemma

states that
∫

D

F(s)ds = −2πi

β∫

α

ν(σ,T )dσ.

Theorem 6.3 and Theorem 6.4 were proved by M. Jutila [88].

A comprehensive account on the distribution of values of ζ(s), in-

cluding proofs of Selberg’s results (6.50) and (6.51), is to be found in

the monograph of D. Joyner [86].

A. Laurinčikas’ results on the distribution of |ζ( 1
2
+ it)|, some of

which are mentioned at the end of Section 6.3, are to be found in his

papers [109], [110], [111], [112]. For example, the fundamental formula

(6.52) is proved in [111, Part I] under the Riemann hypothesis, while

[111, Part II] contains an unconditional proof of this result.

Theorem 6.5 is a special case of a general theorem due to R. Bala-

subramanian and K. Ramachandra [12]. I am grateful for their permis-

sion to include this result in my text.
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[34] T. Estermann, Über die Darstellung einer Zahl als Differenz von353

zwei Produkten, J. Reine Angew. math. 164 (1931), 173-182.

[35] T. Estermann, On Kloosterman’s sum, mathematika 8(1961), 83-

86.

[36] T. Estermann, Introduction to modern prime number theory, Cam-

bridge University Press, Cambridge, 1969.

[37] E. Fouvry and G. Tenenbaum, Sur la corrélation des fonctions de
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Birkhaüser, Basel-Stuttgart, 1987, pp. 159-182.



BIBLIOGRAPHY 397

[42] D. Goldfeld, Kloosterman zeta-functions for GL(n,Z), Proc. In-

tern. Congress of Mathematicians, Berkeley, Calif. 1986, Berke-

ley, 1987, pp. 417-424.

[43] D. Goldfeld and P. Sarnak, Sums of Kloosterman sums, Invent.

Math. 71 (1983), 243-250.

[44] A. Good, Approximative Funktionalgleichungen und Mittelwert-

satze, die Spitzenformen assoziiert sind, Comment. Math. Helv.

50(1975), 327-361.

[45] A. Good, Ueber das quadratische Mittel der Riemannschen Zeta-

function auf der kritischen Linie, Comment. Math. Helv. 52

(1977), 35-48.

[46] A. Good, Ein Ω-Resultat für das quadratische Mittel der Rie- 354

mannschen Zetafunktion auf der kritischen Linie, Invent. Math.

41(1977), 233-251.

[47] A. Good, Beitraege zur Theorie der Dirichletreihen, die Spitzen-

formen zugeordnet sind, J. Number Theory 13(1981), 18-65.

[48] A. Good, The square mean of Dirichlet series associated with cusp

forms, Mathematika 29(1982), 278-295.

[49] A. Good, On various means involving the Fourier coefficients of

cusp forms, Math. Zeit. 183(1983), 95-129.

[50] S.W. Graham, An algorithm for computing optimal exponent pairs,

J. London Math. Soc. (2) 33(1986), 203-218.

[51] J.L. Hafner, New omega theorems for two classical lattice point

problems, Invent. Math. 63(1981), 181-186.

[52] J.L. Hafner, On the average order of a class of arithmetical func-

tions, J. Number Theory 15(1982), 36-76.

[53] J.L. Hafner, New omega results in a weighted divisor problem, J.

number Theory 28(1988), 240-257.



398 BIBLIOGRAPHY
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[75] A. Ivić, The Riemann zeta-function, John Wiley & Sons, New

York, 1985.
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