
Lectures on
On the Mean-Value and
Omega-Theorems for the
Riemann Zeta-Function

K. Ramachandra

Tata Institute of Fundamental Research
Bombay

1995



Lectures on
On the Mean-Value and
Omega-Theorems for the
Riemann Zeta-Function

K. Ramachandra

Published for the
Tata Institute of Fundamental Research

Springer-Verlag
Berlin Heidelberg New York Tokyo

1995



K. Ramachandra

School of Mathematics
Tata Institute of Fundamental Research
Bombay 400 005, India

Copyright c©1995 Tata Institute of Fundamental Research,
Bombay

ISBN 3-540-58437-4 Springer-Verlag Berlin Heidelberg
New York Tokyo
ISBN 0-387-58437-4 Springer-Verlag New York Berlin
Heidelberg Tokyo

No part of this book may be reproduced in any form by print, microfilm
or any other means without written permission from the Tata Institute of
Fundamental Research, Colaba, Bombay 400 005, India

This book has been produced from the Camera Ready text provided by
the Tata Institute of Fundamental Research, Bombay
Printed and Published by Claus Michaletz, Springer-Verlag, Heidelberg,
Germany. Printed in India.



To Professors

Alan Baker, FRS
and

Hugh L. Montgomery



Preface

This monograph is meant to be an appendix to the Chapters VII and VIII
of the famous book of E.C. TITCHMARSH (second edition) revised
and edited by D.R. HEATH-BROWN. Recently there are a few books
on these topics but I am sure that the material presented in this book is
new and that this book is not a repetition. There are a few important
theorems which are new, especially the asymptotic formula as H → ∞
for

min
I ,|I |=H

max
t∈I
|(ζ(1+ it))z|, z= eiθ,

whereθ is a real constant and the minimum is taken asI runs over allt-
intervals (of fixed lengthH) contained in [2,∞). I hope that the style of
writing motivates the topic and is also readable. Many of thetopics deal
with the joint work of mine with Professor R. BALASUBRAMANIAN
to whom my indebtedness is due. I owe a lot to the famous book of
E.C. TITCHMARCH mentioned already, to the twelve lectures on RA-
MANUJAN by G.H. HARDY, Distribution of prime numbers by A.E.
INGHAM, Riemann zeta-function by K. CHANDRASEKHARAN, and
Topics in Multiplicative Number Theory by H.L. MONTGOMERY.Re-
cently I am also indebted to the book Arithmetical functionsby K.
CHANDRASEKHARAN, Sieve methods by H.-E.
RICHERT, A method in the theory of exponential sums by M. JUTILA,
and to the two books Riemann zeta-function and Mean values ofthe
Riemann zeta-function by A. IVÍC. I owe a lot (by way of their encour-
agement at all stages of my work) to Professors P.X. GALLAGHER, Y.
MOTOHASHI, E. BOMBIERI, H.L. MONTGOMERY, D.R. HEATH-
BROWN, H.-E. RICHERT, M. JUTILA, K. CHANDRASEKHARAN,
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vi Preface

A. BAKER, FRS, A. IVIĆ and M.N. HUXLEY. Particular mention has
to be made of Professor M. JUTILA for his many encouraging letters
and his help in various ways.

I have to give an excuse for referring to too many papers of my-
self and that of R. BALASUBRAMANIAN. The excuse is that I deal
with an appendix to Chapters VII and VIII of the famous book ofE.C.
TITCHMARSH as mentioned already and that I can do better justice
(by way of a good exposition when writing about our work).

I acknowledge some important help given to me by Dr. A. SANKA-
RANARAYANAN and Sri K. SOUNDARARAJAN.

Next I am indebted to Professor S. RAMANAN for agreeing to pub-
lish this material in the Lecture Notes series of TIFR.

Lastly I offer my sincere thanks to Sri D.B. SAWANT for his excel-
lent typing of the manuscript in TEX.

K. RAMACHANDRA



Notation

Except very rarely, the notation is standard. The lettersC, c with or
without suffixes denote constants. Sometimes we useA, B,D,E, also
for constants.T andH will be real variables in the domainT ≥ H ≥
C log logT. T will be sufficiently large. Sometimes we useT ≥ H ≥
C. In Chapter II we give explicit constants everywhere with the hope
that the results will be useful in many situations. However we have not
attempted to get economical constants. The same remarks aretrue of
weak Titchmarsh series with which we deal in Chapter III. Theletters
w, z ands will be reserved for complex variables. Very often we write
w = u + iv, z = x + iy and s = σ + it. But some times there may be
exceptions (for example in Chapter VII) in the notation foru, v, x, y, σ
and t. The letterk will be often real. Sometimes it is a constant and
sometimes it is a variable depending on the context. The letter θ will
denote an arbitrary real number. (In the chapter on introductory remarks
as well as in Chapter V,θ will denote the least upper bound of the real

parts of the zeros ofζ(s). Of course as is usualζ(s) =
∞
∑

n=1
n−s(σ > 1)

and its analytic continuations). We write Exp(z) for ez. Other standard
notation used is as follows:

(1) f (x) ∼ g(x) asx→ x0 meansf (x)(g(x))−1 → 1 asx→ x0, where
x0 is possibly∞.

(2) f (x) = O(g(x)) with g(x) ≥ 0 means| f (x)(g(x))−1| does not ex-
ceed a constant independent ofx in the range in context.

(3) f (x) ≪ g(x) meansf (x) = O(g(x)) and f (x) ≫ g(x) will mean the

vii



viii Notation

same asg(x) = O( f (x)) and f (x) ≍ g(x) will mean both f (x) ≪
g(x) andg(x) ≪ f (x).

(4) f (x) = Ω(g(x)) will mean f (x)(g(x))−1 does not tend to zero.
F(x) = Ω+(g(x)) will mean lim sup(f (x)(g(x))−1) > 0. f (x) =
Ω−(g(x)) will mean lim inf( f (x)(g(x))−1) < 0. Also f (x) = Ω±
(g(x)) will mean both f (x) = Ω+(g(x)) and f (x) = Ω−(g(x)). In
theseΩ results in the text the range in context is asx→ ∞.

(5) The lettersǫ, δ, η will denote small positive constants.
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Introductory Remarks

Riemann zeta-functionζ(s)(s= σ + it) is defined inσ > 1 by 1

ζ(s) =
∞
∑

n=1

n−s

















=
∏

p

(1− p−s)−1

















(1)

where the product in the parenthesis is over all primes. The identity
connecting the series in (1) with the product is the well-known Euler
product. Euler knew very much more about the series in (1). Heknew
things like

ζ(s) =
∞
∑

n=1





















n−s −
n+1
∫

n

du
us





















+

∞
∑

n=1

n+1
∫

n

du

u2

=
∑

n=1





















n−s −
n+1
∫

n

du
us





















+
1

s− 1
, (σ > 0). (2)

Also by the repetition of the trick by which we obtained (2) from the
series in (1) we can prove that the series in (2) is an entire function
(a fact known to Euler). Moreover he knew certainly bounds for the
absolute value of the series in (2) and its analytic continuation in the
form

|ζ(s) − 1
s− 1

| ≪A (|t| + 10)A+2 (σ ≥ −A,A ≥ 0) (3)

and also things like

|ζ(s) − 1
s− 1

| ≪ (|t| + 10)1−σ log(|t| + 10), (0 ≤ σ ≤ 1). (4)
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2 Introductory Remarks

Euler knew even the functional equation ofζ(s) (see A. Weil, [104],
p. 261-266). However the question of the distribution of thezeros of
ζ(s) was raised by Riemann who initiated some important researches.2

Riemann conjectured that

ζ(s) , 0, (σ >
1
2

), (5)

and from the functional equation it was an obvious deductionfrom this
that

ζ(s) = 0(0≤ σ ≤ 1) impliesσ =
1
2
. (6)

This is the famous Riemann conjecture. This being an intractable prob-
lem at present (it has withstood the attacks of many important mathe-
maticians like G.H. Hardy for more than a century) we ask: What are
some important consequences of (5)? Can we prove any of them with-
out assuming (5)? I mention four outstanding unsolved problems which
follow as consequences (5).

First Consequence.For every fixedǫ > 0, we have

ζ(
1
2
+ it)t−ǫ → 0 ast → ∞. (7)

Remark 1. In fact J.E. Littlewood proved that (5) implies things like

ζ

(

1
2
+ it

)

Exp

(

− 10 logt
log logt

)

→ 0 ast → ∞. (8)

Remark 2. The latest unconditional result in (7) is withǫ >
89
570

due

to M.N. Huxley. The truth of (7) for everyǫ > 0 is called Lindelöf
hypothesis.

Second Consequence.Consider the rectangle

{σ ≥ α, 0 ≤ t ≤ T}
(

1
2
≤ α ≤ 1,T ≥ 10

)

. (9)



Introductory Remarks 3

The number of zeros ofζ(s) in this rectangle does not exceed

C(ǫ)T(2+ǫ)(1−σ)(logT)100, (10)

for everyǫ > 0, provided we assume (7). (Consequences like this were
deduced from (7) for the first time by A.E. Ingham). The unconditional

resultsǫ =
2
3
,
1
2

and
2
5

were obtained by A.E. Ingham, H.L. Mont-3

gomery and M.N. Huxley respectively. The truth of (10) for every ǫ > 0
is called Density hypothesis.

Third Consequence.Let p1 = 2, p2 = 3, p3 = 5, . . . be the sequence of
all primes. Then A.E. Ingham deduced from (10) that

pn+1 − pn ≤ C(ǫ)p
1
2+ǫ
n (11)

holds for everyǫ > 0 (C(ǫ) may be different from the one in (10)). His
unconditional resultǫ = 1

8 in (11) does not need the functional equation
or the approximate functional equation. However all the results with
ǫ < 1

8 which followed later need the functional equation. M.N. Huxley’s
result ǫ = 2

5 in (10) implies an asymptotic formula for the number of
primes in (x, x + h) whereh = xλ with λ > 7

12. D.R. Heath-Brown has

an asymptotic formula even whenh = x
7
12(log x)−1 and slightly better

results. All these results depend crucially on the deep result (13) of I.M.
Vinogradov. The latest unconditional result in (11) is withǫ > 1

22 due
to S.T. Lou and Q. Yao, two Chinese students of H. Halberstam.The
unconditional improvements fromǫ > 1

12 to ǫ > 1
22 are very difficult

and involve ideas of H. Iwaniec, M. Jutila and D.R. Heath-Brown.

Fourth Consequence.The consequence (7) of (5) implies

ζ(σ + it)t−ǫ → 0 ast → ∞ (12)

for all fixedσ in 1
2 ≤ σ < 1 and for every fixedǫ > 0. (Forσ = 1 this is

trivially true).

Remark 1. It is a pity that we do not know the truth of (12) for any
σ,

(

1
2 ≤ σ < 1

)

.



4 Introductory Remarks

Remark 2. The most valuable and the most diffcult result in the whole
of the theory of the Riemann zeta-function in the direction of (12) is a
result due to I.M. Vinogradov (for reference see A.A. Karatsuba’s paper4

[51]) which states that for12 ≤ σ ≤ 1 we have

∣

∣

∣

∣

∣

ζ(s) − 1
s− 1

∣

∣

∣

∣

∣

≤ ((|t| + 10)(1−σ)
3
2 log(|t| + 10)) (13)

whereA is a certain positive constant. Actually Vinogradov provedthat
in (13) RHS can be replaced by

(

(|t| + 10)(1−σ)
3
2
+ 10

)A

log(|t| + 10).

The inequality (13) implies that

π(x) − li x = O(xExp(−c(log x)
3
5 (log logx)−

1
5 )), (14)

whereπ(x) =
∑

p≤x
1, li x =

x
∫

2

du
logu andc is a positive numerical constant.

This is the best known result to day as regards upper bounds for the LHS
of (14). Riemann’s hypothesis (5) implies in an easy way thatLHS of
(14) is O(x

1
2 log x). It must be mentioned thatO(xExp(−c(log x)

1
2 )) is

an easy result which follows from (13) with 1− σ in place of (1− σ)
3
2 ,

which is a very trivial result. The inequality (13) also implies that for
t ≥ 200,

ζ(1+ it) = O((log t)
2
3 (log logt)

4
3 ). (15)

Besides proving (13) Vinogradov proved that in (15) we can drop (log
log t)

4
3 . As a hybrid of this result and (13) H.-E. Richert proved thatthe

R.H.S. in (13) can be replaced by

O((|t| + 10)100(1−σ)
3
2 (log(|t| + 10))

2
3 ). (16)

See also the paper [96] by K. Ramachandra and A. Sankaranarayanan.

Remark 3. Although the best known bound for|ζ(1 + it)|(t ≥ 1000) is
O((log t)

2
3 ), due to I.M. Vinogradov, we have still a long way to go since



Introductory Remarks 5

one can deduce in a simple way the boundO(log logt) from (5). In fact
to deduce this result it is enough to assume that the least upper boundθ5

for the real parts of zeros ofζ(s) is < 1. The only information aboutθ
available today is12 ≤ θ ≤ 1. An excellent reference article for many of
the facts mentioned above is A.A. Karatsuba [51].

It must be mentioned that the results mentioned above serve as a mo-
tivation for many result proved in the theory ofζ(s). HoweverI concen-
trate on what I have called Titchmarsh’s phenomenon (i.e.Ω theorems
and mean-value theorems). I will also consider a few other problems
like the proof (due to J.B. Conrey, A. Ghosh and S.M. Gonek) that ζ(s)
has infinity of simple zeros int ≥ 1. In short this monograph is meant
to be a short appendix to the famous book of E.C. Titchmarsh onthe
Riemann zeta-function. I do not deal with complicated results like N.
Levinson’s result on the critical zeros, and the results of A. Selberg and
D.R. Heath-Brown on Levinson’s simple zeros, R. Balasubramanian’s
result on the mean square of|ζ(1

2 + it)| and its latest improvements by
D.R. Heath-Brown and M.N. Huxely, D.R. Heath-Brown’s result on the
mean fourth power and the mean twelfth power, the improvement of the
error them (in the fourth power mean result of D.R. Heath-Brown) by
N. Zavorotnyi, H.Iwaniec’s contribution to the fourth and twelfth power
moments and M. Jutila’s approach to these and more general problems,
the contribution to higher power moments on the linesσ > 1

2 due to
S. Graham, the results of N.V. Kuznetsov (to be corrected by Y. Mo-
tohashi), and the results of J.L. Hafner, A. Ivić and Y. Motohashi. In
short it is meant to be a readable appendix which is not too complicated.
Before closing the introduction I would like to mention in connection
with the second consequence that after Ingham’s contribution ǫ = 2

3, a
good amount of later researches were inspired by the conditional result
(depending on Lindelöf hypothesis) that for every fixedǫ > 0 and every
fixedδ > 0, there holds

lim
T→∞

T−ǫN

(

3
4
+ δ,T

)

= 0

whereN(α,T) is the number of zeros ofζ(s) in the rectangle (9). This
conditional result is due to G. Halász and P. Turán. In connection with 6



6 Introductory Remarks

the second and the third consequences we have to mention the pio-
neering works of F. Carleson and G. Hoheisel. In connection with the
fourth consequence we have to mention the pioneering works of G.H.
Hardy, J.E. Littlewood and H. Weyl. For these we refer to the work of
A.A. Karatsuba cited above. Regarding the prime number theorems of
Hadamard and de la Vallée Poussin we refer the reader once again to the
work of Karatsuba.

Notes at the end of Introductory remarks

The equation (8) was proved with some unspecified constant inplace
of 10 by J.E. Littlewood. By using the method of A. Selberg, K.Ra-
machandra and A. Sankaranarayanan have shown that it is possible to
replace 10 by a constant which is less than9

16 (see [94]).
The inequality (10) was first proved withǫ = 2 by F. Carleson.

This result and the earlier results in the direction of (13) due to G.H.
Hardy, J.E. Littlewood and (independently by) H. Weyl were used by G.
Hoheisel to prove (11) with someǫ < 1

2. The earlier results just referred
to, implied that the RHS in (14) could be replaced by

O
(

xExp(−c
√

log x log logx)
)

due to J.E. Littlewood which is deep but not very different from the
results of J. Hadamard and de la Vallée Poussin namely

O
(

xExp(−c
√

log x)
)

.

For these results see E.C. Titchmarsh, [100]. Hereafter we will refer to
this as Titchmarsh’s book. By looking at the proof of the results of G.H.
Hardy, J.E. Littlewood, H. Weyl and also the great improvements by
I.M. Vinogradov it will be clear that we do not need machinerylike the
functional equation or the approximate functional equation in the proof
of things like (11) with someǫ < 1

2 (see K. Ramachandra, [64]. The
remark there in before§6 is not used in an essential way) and in fact with
ǫ = 1

8. Among other important reference works are H.L. Montgomery
[56], H.E. Richert [99], M. Jutila [47], K. Chandrasekharan[27], [28],
Y. Motohashi [60] and A. Ivic [42], [43]. One may also refer tothe
booklet by K. Ramachandra [65].



Chapter 1

Some Preliminaries

1.1 Some Convexity Principles

Supposef (s) is an analytic function ofs= σ+ it defined in the rectangle7

R= {a ≤ σ ≤ b, t0 − H ≤ t ≤ t0 + H}

wherea andb are constants satisfyinga < b. We assume that| f (s)| ≤ M
(with M ≥ 2; sometimes we assume implicitly thatM exceeds a large
positive constant) throughoutR. A simple method of obtaining better
upper bounds for| f (σ0 + it0)| with a < σ0 < b is to apply maximum
modulus principle to

f (s0 + w)ew2
Xw (wheres0 = σ0 + it0)

over the rectangle with the sides Rew = a− σ0, Rew = b− σ0, Im w =
±H and chooseX in an optimal way. We may also consider

f (s0) =
1

2πi

∫

f (s0 + w)ew2
Xwdw

w

over the anti-clockwise boundary of the same rectangle. Sometimes
after doing this we may consider upper bounds for

∫

|t0|≤ 1
2 H

| f (s0)|dt0.

7



8 Some Preliminaries

A better kernel in place ofew2
is Exp(w2n) wheren is any positive odd

integer or still better Exp
(

(

sin w
1000

)2
)

, with bigger constants in place of

1000 if necessary. Ifσ0 is close toa or b we get a factor from1
w which

is very big. However in some cases we may avoid this big factorby ap-
pealing to a two variable convexity theorem of R.M. Gabriel.In all these
cases, to get worthwhile results it is necessary to haveH ≫ log logM
(with a large implied constant). In this section we present ageneral the-
orem (without the requirementH ≫ log logM) which enables one to
prove, for instance, things like

∫

|v|≤D
|ζ

(

1
2
+ it0 + iv

)

|kdv≫ t−ǫ0

wherek andǫ are any two positive constants andD depends only onk8

andǫ. The general theorem also gives
∫

|v|≤D
|ζ(1+ it0 + iv)|kdv≫ (log t0)−ǫ .

In a later chapter we will show that here the LHS is actually≫ D.
We do not know how to prove the same for the previous integral unless
D ≫ log logt0 (when we can prove a better bound as we shall see in a
later chapter). First we will be interested in obtaining lower bounds for

I (σ) =
∫

|v|≤H

| f (σ + it0 + iv)|kdv (1.1.1)

wherek > 0 is any real constant.

Theorem 1.1.1.Suppose there exists a constant d such that a< d < b
and that in d ≤ σ ≤ b, | f (s)| is bounded both below and above by
β and β−1 whereβ ≤ 1 is a positive constant (it is enough to assume
this condition for I(σ) with H replaced by an arbitrary quantity lying
between1

2H and H in place of| f (s)|). Let ǫ > 0 be any constant. Then
for H = D where D is a certain positive constant depending only on
ǫ, k, a, b, d andβ we have, for a≤ σ ≤ d,

I (σ) ≫ M−ǫ .

Next we prove
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Theorem 1.1.2.Let A0, σ1 andδ be any three constants satisfying A0 >

0, a < σ1 < b, δ > 0 and H= δ. Then forσ = σ1± (log M)−1 (whatever
be the sign), we have,

| f (σ1 + it0)|k ≪ M−A0 + I (σ) log M

and
∫

|u|≤ δ2
| f (σ1 + it0 + iu)|kdu≪ M−A0 + I (σ) log logM.

We deduce Theorems 1.1.1 and 1.1.2 by two general theorems on9

convexity which we now proceed to prove. First of all a remarkabout
the real constantk > 0. We will (for technical simplicity) assume that
k is an integer. To prove the general case we have to proceed as we
do here, but we have to use the Riemann mapping theorem (with zero
cancelling factors (θ(w))k suitably; see Lemmas 2, 3, 4 of§ 1.3). If k
is an integer we can considerf (s) in place of (f (s))k without loss of
generality.

Let a ≤ σ0 < σ1 < σ2 ≤ b, 0 < D ≤ H, s1 = σ1 + it0 and
let P denote the contourP1P2P3P4P1 whereP1 = −(σ1 − σ0) − iD,
P2 = σ2 − σ1 − iD, P3 = σ2 − σ1 + iD andP4 = −(σ1 − σ0) + iD. Let
w = u+ iv be a complex variable. We have

2πi f (s1) =
∫

P

f (si + w)Xwdw
w

whereX > 0. (1.1.2)

We put
X = Exp(Y + u1 + u2 + . . . + ur ) (1.1.3)

whereY ≥ 0 and (u1, u2, . . .ur ) is any point belonging to ther - dimen-
sional cube [0,C] × [0,C] × . . . × [0,C], C being a positive constant to
be chosen later. The contourP consists of the two vertical lines−V0

andV2 respectively given byP4P1 and P2P3 and two horizontal lines
Q1,−Q2 respectively given byP1P2 andP3P4. Averaging the equation
(1.1.2) over the cube we get

2πi f (s1) = C−r

C
∫

0

. . .

C
∫

0

∫

P

f (s1 + w)
Xw

w
dw du1 . . . dur . (1.1.4)
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OverV0 andV2 we do not do the averaging. But overQ1 andQ2 we do
average and replace the integrand by its absolute value. We obtain

|2π f (s1)| ≤ Exp(−Y(σ1 − σ0))
∫

V0

| f (s1 + w)
dw
w
|

+ Exp((Y +Cr)(σ2 − σ1))
∫

V2

| f (s1 + w)
dw
w
|

+
2r+1

CrDr Exp((Y +Cr)(σ2 − σ1))( max
w∈Q1∪Q2

| f (s1 + w)|)(σ2 − σ0)

and thus10

|2π f (sr )| ≤ (Exp(−Y(σ1 − σ0)))I0

+ (Exp(Cr(σ2 − σ1)))(Exp(Y(σ2 − σ1)))(I2 + M−A)

+ 2M(σ2 − σ0)(Exp(Y(σ2 − σ1)))

(

2 Exp(C(σ2 − σ1))
CD

)r

(1.1.5)

whereA is any positive constant and

I0 =

∫

V0

| f (s1 + w)
dw
w
| andI2 =

∫

V2

| f (s1 + w)
dw
w
|. (1.1.6)

ChoosingY to equalise the first two terms on the RHS of (1.1.5), i.e.
chooseY by

Exp(Y(σ2 − σ0)) =

(

I0

I2 + M−A

)

Exp(−Cr(σ2 − σ1))

i.e.

Exp(Y(σ2 − σ1)) =

(

I0

I2 + M−A

)(σ2−σ1)(σ2−σ0)−1

Exp(−Cr(σ2 − σ1)2(σ2 − σ0)−1)

and noting that

(σ2 − σ1) − (σ2 − σ1)2(σ2 − σ0)−1 = (σ2 − σ1)(σ1 − σ0)(σ2 − σ0)−1,
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we obtain

|2π f (s1)| ≤ 2
{

Iσ2−σ1
0 (I2 + M−A)σ1−σ0

}(σ2−σ0)−1

{

Exp

(

C(σ2 − σ1)(σ1 − σ0)
σ2 − σ0

)}r

+ 2M(σ2 − σ0)

(

I0

I2 + M−A

)(σ2−σ1)(σ2−σ0)−1

{

2
CD

Exp

(

C(σ2 − σ1)(σ1 − σ0)
σ2 − σ0

)}r

. (1.1.7)

Collecting we state the following convexity theorem.

Theorem 1.1.3.Suppose f(s) is an analytic function of s= σ+it defined
in the rectangle R: {a ≤ σ ≤ b, t0 − H ≤ t ≤ t0 + H} where a and b are
constants with a< b. Let the maximum of| f (s)| taken over R be≤ M.
Let a≤ σ0 < σ1 < σ2 ≤ b and let A be any large positive constant. Let
r be any positive integer,0 < D ≤ H and s1 = σ1 + it0. Then for any 11

positive constant C, we have,

|2π f (s1)| ≤ 2
{

Iσ2−σ1
0 (I2 + M−A)σ1−σ0

}(σ2−σ0)−1

{

Exp

(

C(σ2 − σ1)(σ1 − σ0)
σ2 − σ0

)}r

+ 2MA+2(σ2 − σ0)

















2

(

1+

(

log

(

D
σ1 − σ0

))∗)(σ2−σ1)(σ2−σ0)−1

×

×
{

2
CD

Exp

(

C(σ2 − σ1)(σ1 − σ0)
σ2 − σ0

)}r

(1.1.8)

where

I0 =

∫

|v|≤D

∣

∣

∣

∣

∣

f (σ0 + it0 + iv)
dv

σ0 − σ1 + iv

∣

∣

∣

∣

∣

(1.1.9)

and

I2 =

∫

|v|≤D

∣

∣

∣

∣

∣

f (σ2 + it0 + iv)
dv

σ2 − σ1 + iv

∣

∣

∣

∣

∣

, (1.1.10)

and we have written(x)∗ = max(0, x) for any real number x.
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Proof. We have usedI2 + M−A ≥ M−A and (σ2 − σ1)(σ2 − σ0)−1 ≤ 1
and if D ≥ σ1 − σ0,

I0 ≤ M
∫

|v|≤D

∣

∣

∣

∣

∣

dv
σ0 − σ1 + iv

∣

∣

∣

∣

∣

≤ 2M

{∫ σ1−σ0

0

dv
σ1 − σ0

+

∫ D

σ1−σ0

dv
v

}

.

This completes the proof of Theorem 1.1.3. �

In (1.1.8) we replacet0 by t0 + α and integrate with respect toα in
the range|α| ≤ D, where now 2D ≤ H. LHS in nowJ(σ1) defined by

J(σ1) = 2π
∫

|α|≤D
| f (σ1 + it0 + iα)|dα. (1.1.11)

Next
∫

|α|≤D

(

Iσ2−σ1
0 (I2 + M−A)σ1−σ0

)(σ2−σ0)−1

≤
(∫

|α|≤D
I0dα

)(σ2−σ1)(σ2−σ0)−1 (∫

|α|≤D
(I2 + M−A)dα

)(σ1−σ0)(σ2−σ0)−1

.

Now
∫

|α|≤D
I0dα =

∫

|v|≤D

∫

|α|≤D

∣

∣

∣

∣

∣

f (σ0 + it0 + iα + iv)
dα dv

σ0 − σ1 + iv

∣

∣

∣

∣

∣

≤
(∫

|v|≤2D
| f (σ0 + it0 + iv)|dv

) ∫

|v|≤D

∣

∣

∣

∣

∣

dv
σ0 − σ1 + iv

∣

∣

∣

∣

∣

≤ 2

(

1+

(

log

(

D
σ1 − σ0

))∗)

I (σ0) (1.1.12)

where12

I (σ0) =
∫

|v|≤2D
| f (σ0 + it0 + iv)|dv. (1.1.13)

Proceeding similarly, with

I (σ2) =
∫

|v|≤2D
| f (σ0 + it0 + iv)|dv (1.1.14)
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we have

∫

|α|≤D
(I2 + M−A)dα ≤ 2DM−A + 2

(

1+

(

log

(

D
σ2 − σ1

))∗)

I (σ2).

(1.1.15)
Thus we have the following corollary.

Theorem 1.1.4.In addition to the conditions of Theorem 1.1.3, let2D ≤
H and let J(σ1), I(σ0) and I(σ2) be defined by (1.1.11), (1.1.13) and
(1.1.14). Then, we have,

2πJ(σ1) ≤ 4

{

I (σ0)

(

1+

(

log

(

D
σ1 − σ0

))∗)}(σ2−σ1)(σ2−σ0)−1

×

×
{

I (σ2)

(

1+

(

log

(

D
σ2 − σ1

))∗)

+ M−A
}(σ1−σ0)(σ2−σ0)−1

×
{

Exp

(

C(σ2 − σ1)(σ1 − σ0)
σ2 − σ0

)}r

+ 4MA+2(σ2 − σ0)×

{

1+

(

log

(

D
σ1 − σ0

))∗}(σ2−σ1)(σ2−σ0)−1

×

×
{

2
CD

Exp

(

C(σ2 − σ1)(σ1 − σ0)
σ2 − σ0

)}r

. (1.1.16)

Proof of Theorem (1.1.1). In Theorem 1.1.4 replace D by D/2 and
assume that J(σ1) is bounded below (by12βD) and I(σ2) is bounded
above byβ−1D (these conditions are implied by the conditions of The-
orem 1.1.1). Put C= 1, r = [ǫ log M] + 1 and D = Exp(ǫ−1E)
where E is a large constant. Letσ0, σ1 andσ2 be constants satisfy-
ing a ≤ σ = σ0 < σ1 < σ2 ≤ b. We see that the second term on the
RHS of (1.1.16) is≤ M−A so that

1
2
βD ≤ J(σ1) ≤ 4

{

I (σ0)

(

1+

(

log

(

D
σ1 − σ0

))∗)}(σ2−σ1)(σ2−σ0)−1

×

×
{

β−1D

(

1+

(

log

(

D
σ2 − σ1

))∗)}(σ1−σ0)(σ2−σ0)−1

×
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×
{

Exp

(

(σ2 − σ1)(σ1 − σ0)
σ2 − σ0

)}

. (1.1.17)

This proves Theorem (1.1.1).

Proof of Theorem (1.1.2). In theorems 1.1.3 and 1.1.4 chooseD =13

δ (δ any positive constant),σ2 − σ1 = (log M)−1, σ2 = σ, σ0 = a,
r = [log M], C = a large constant timesδ−1. We obtain the first part of
Theorem 1.1.2 namely the+ sign. To obtain the second part we argue
as in the proof of Theorems (1.1.3) and (1.1.4) but now with

1
2πi

∫

f (s1 + w)X−wdw
w

along the same contourP with the sameX as before (noteX−w in the
present integrand). The rest of the details are similar.

1.2 A Lemma in Complex Function Theory

In this section we prove

Theorem 1.2.1. Let n be any positive integer, B> 0 arbitrary, r > 0
arbitrary. Let f(z) be analytic in|z| ≤ r and let the maximum of| f (z)|
in this disc be≤ M. Let 0 ≤ x < r, C = Bnx, r0 =

√
r2 − x2, and

α = 2(C−1 sinhC+coshC). Then (for any fixed combination of signs±)
we have

| f (0)| ≤
(

αBnr0
π

)

(

1
2r0

∫ r0

−r0

| f (±x+ iy)|dy

)

+

(

2
Br

)n {

1+ (eC + 1)(π−1 sin−1
( x
r

)

)
}

M. (1.2.1)

Putting x= 0 we obtain the following

Corollary. We have

| f (0)| ≤
(

4Bnr
π

) (

1
2r

∫ r

−r
| f (iy)|dy

)

+

(

2
Br

)n

M. (1.2.2)
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In particular with B= 6r−1, M ≥ 3, A ≥ 1, and n= the integer part of
(A+ 1) logM + 1, we have

| f (0)| ≤ 24
π

((A+ 1) logM + 1)

(

1
2r

∫ r

−r
| f (iy)|dy

)

+ M−A. (1.2.3)

Remark 1. The equations (1.2.1), (1.2.2) and (1.2.3) are statements14

about| f (z)|. It is possible to extend (1.2.1) and hence (1.2.2) and (1.2.3)
to more general functions than| f (z)| with some other constants in place
of α, 4

π
, 24
π

. (For example to| f (z)|k wherek > 0 is any real number).

Remark 2. The Corollary shows that

| f (0)| ≤ (24A log M)

(

1
2r

∫ r

−r
| f (iy)|dy

)

+ M−A. (1.2.4)

We ask the question “Can we replace logM by a term of smaller or-
der say by

√

log M (or omit it altogether) at the cost of increasing the
constant 24A?”. The answer is no. See the Remark 6 in§ 1.7.

Remark 3. The method of proof is nearly explained in§ 1.1. As for the
applications we can state for example the following result.Let 3≤ H ≤
T. Divide the intervalT, T + H into intervalsI of length r each. We
can assume 0< r ≤ 1 and omit a small bit at one of the ends. Then for
any integer constantk ≥ 1, (the result is also true ifk is real by Theorem
1.2.2), we have

∑

I

max
i∈I
|ζ

(

1
2
+ it

)

|k ≪ Ak logT
r

T+H+r
∫

T−r

∣

∣

∣

∣

∣

∣

ζ

(

1
2
+ it

)
∣

∣

∣

∣

∣

∣

k

dt + r−1HT−Ak

(1.2.5)
the implied constant being absolute. We may retain only one term on
the LHS of (1.2.5) and if we know for example that RHS of (1.2.5) is
≪ HTǫ then it would follow that

µ

(

1
2

)

≤ 1
k

lim
T→∞

(

log H
logT

)

. (1.2.6)

Since what we want holds forH = T1/3 andk = 2 and anyr(0 < r ≤ 1)
we obtain the known resultµ(1

2) ≤ 1
6 due to H. Weyl, G.H. Hardy and

J.E. Littlewood. Similar remarks apply toL-functions and so on.
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Remark 4. The results of this section as well as some of the results
section§ 1.1 are improvements and generalizations of some lemmas15

in Ivić’s book (see page 172 of this book. Here the results concern
Dirichlet series with a functional equation and are of a special nature).

Remark 5. In (1.2.4) we have corresponding results with| f (iy)| on the
RHS replaced by| f (x+ iy)|. These follow from Theorem 1.2.1.

Proof of the Theorem 1.2.1.Let P,Q,R,S denote the points−ri , ri , r
and−r respectively. Then we begin with

Lemma 1. Let X = Exp(u1 + . . . + un) where B> 0 is arbitrary and
0 ≤ u j ≤ B for j = 1, 2, . . . , n. Then

f (0) =
1

2πi

{∫

PQ
f (w)

Xw − X−w

w
dw

+

∫

QS P
f (w)

Xw

w
dw+

∫

PRQ
f (w)

X−w

w
dw

}

(1.2.7)

where the integrations are respectively along the straightline PQ, along
the semi-circular portion QS P of the circle|w| = r, and along the semi-
circular portion PRQ of the circle|w| = r.

Proof. With an understanding of the paths of integration similar tothe
ones explained in the statement of the lemma we have by Cauchy’s the-
orem that the integral off (w) Xw

w overPQS Pis 2πi f (0) provided we de-
form the contour toP′Q′S P′ whereP′Q′ is parallel toPQ and is close
to PQ (and to the right of it) and the pointsP′ andQ′ lie on the circle
|w| = r. Also with the same modification the integral off (w) X−w

w over
PRQPis zero. These remarks complete the proof of the lemma. �

Lemma 2. Denote by I1, I2, I3 the integrals appearing in Lemma 1. Let
〈du〉 denote the element of volume du1du2 . . . dun of the boxB defined
by 0 ≤ u j ≤ B(i = 1, 2, . . . n). Then

B−n

∣

∣

∣

∣

∣

∣

∫

B

(

1
2πi

(I2 + I3)

)

〈du〉
∣

∣

∣

∣

∣

∣

≤
(

2
Br

)n

M. (1.2.8)
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Proof. Trivial since |Xw| ≤ 1 and|X−w| ≤ 1 on QS PandPRQrespec-
tively. �

Lemma 3. Let w = x + iy where x and y are any real numbers, and16

0 ≤ L = logX ≤ Bn. Then

∣

∣

∣

∣

∣

∣

ewL − e−wL

wL

∣

∣

∣

∣

∣

∣

≤ 1
C

(eC − e−C) + eC + e−C (1.2.9)

where C= Bn|x|.

Proof. LHS in the lemma is

∣

∣

∣

∣

{

exL(cos(yL) + i sin(yL)) − e−xL(cos(yL) − i sin(yL))
}

(wL)−1
∣

∣

∣

∣

≤
∣

∣

∣

∣

∣

∣

exL − e−xL

xL

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

cos(yL)
∣

∣

∣

∣

+ (exL + e−xL)
∣

∣

∣

∣

∣

sin(yL)
yL

∣

∣

∣

∣

∣

≤ 1
C

(eC − e−C) + eC + e−C.

This completes the proof of the lemma. �

In order to obtain the theorem we note that on the linePQ we have
x = 0. We now assume thatx > 0 and more the line of integration to
Re w = ±x, (whatever be the sign) namely the intercept made by this
line in the disc|w| ≤ r. On this line we pass to the absolute value and
use Lemma 3. We get the first term on the RHS of (1.2.1). For the
two circular portions connecting this path with the straight lien PQ we
integrate over the boxB and get

B−n

∣

∣

∣

∣

∣

∣

∫

B

(

1
2πi

∫

f (w)
Xw − X−w

w
dw

)

〈du〉
∣

∣

∣

∣

∣

∣

≤
(

2
Br

)n

(eC + 1)(π−1 sin−1
( x
r

)

)M.

This with lemma 2 completes the proof of the theorem 1.2.1.
The result referred to in Remark 1 is as follows.
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Theorem 1.2.2.Let k be any positive real number. Let f(z) be analytic
in |z| ≤ 2r and there| f (z)|k ≤ M(M ≥ 9). Let x= r(log M)−1, and let x1

be any real number with|x1| ≤ x. Put r0 =
√

4r2 − x2
1. Then with A≥ 1

we have

| f (0)|k ≤ 2e84AM−A +
24

(2π)2
e84A log M























1
2r0

r0
∫

−r0

| f (x1 + iy)|kdy























.

(1.2.10)

Remark 1. It is easy to remember a somewhat crude result namely17

| f (0)|k ≤ e90A
{

M−A + (log M)

(

1
2r0

∫ r0

−r0

| f (x1 + iy)|kdy

)}

. (1.2.11)

Remark 2. In Theorem (1.2.1) the constants are reasonably small where
as in Theorem (1.2.2) they are big. We have not attempted to get optimal
constants.

For these results see the last section of this chapter.

1.3 Gabriel’s Convexity Theorem

In this section I reproduce without any essential charges, the proof of
the following important theorem due to R.M. Gabriel [33].

Theorem 1.3.1.Let D be a simply connected domain symmetrical about
a straight line L lying in D. Let the boundary of D be a simple curve
K = K1 + K2 where K1 and K2 lie on opposite sides of L. If f(z) is
regular in D and continuous on K, then

(∫

L
| f (z)|

2
a+b |dz|

) a+b
2

≤≤
(∫

K1

| f (z)
1
a |dz|

) a
2
(∫

K2

| f (z)
1
b |dz|

) b
2

where a> 0 and b> 0 are any two real numbers.

Puttinga = b = 1
q, we get as a special case
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Theorem 1.3.2.Let q> 0 be any real number. Then in the notation of
Theorem 1.3.1, we have

∫

L
| f (z)|q|dz| ≤

(∫

K1

| f (z)|q|dz|
) 1

2
(∫

K2

| f (z)|q|dz|
) 1

2

Remark . The assertion of the theorem still holds if| f (z)|q is replaced
by |ϕ(z)| | f (z)|q, whereϕ(z) is any function analytic insideD such that
|ϕ(z)| is continuous on the boundary ofD. To see this replacef (z) by
( f (z)) j (ϕ(z))r andq by q j−1 where j andr are positive integers andj and
r tend to infinity in such a way thatr j−1→ q−1. 18

Lemma 1. Theorem 1.3.1 is true if f(z) has no zeros in D.

Proof. Without loss of generality we may takeL to be a portion of the
real axis cuttingK in A, B. Letφ(z) satisfy the conditions of the Lemma.
Now if φ̄(z) is the conjugate ofφ(z̄), wherez̄ is the conjugate ofz, then
by a known theorem,̄φ(z) is regular inD and continuous onK. Further,
for az on L, |φ(z)|2 = φ(z)φ̄(z). Hence, by Cauchy’s theorem,
∫

L
|φ(z)|2dz=

∣

∣

∣

∣

∣

∫

AB
φ(z)φ̄(z)dz

∣

∣

∣

∣

∣

= |
∫

K1

φ(z)φ̄(z)dz| ≤
∫

K1

|φ(z) | φ̄(z) | dz|

≤
(∫

K1

|φ(z)|p|dz|
)1/p (∫

K1

|φ̄(z)|p′ |dz|
)1/p′

,

(

1
p
+

1
p′
= 1,

)

=

(∫

K1

|φ(z)|p|dz|
)

1
p
(∫

K2

|φ(z)|p′ |dz|
)1/p′

sinceK2 is the conjugate ofK1 with respect to the real axis. Next, if the
f (z) of the Theorem 1.3.1 has no zero inD, φ(z) = f 1/(a+b)(z) is regular
in D and continuous onK. Hence, takingp = (a+ b)/a, p′ = (a+ b)/b,
we have

(∫

L
| f (z)|

2
a+b |dz|

) a+b
2

≤
(∫

K1

| f (z)|
1
a |dz|

) a
2
(∫

K2

| f (z)
1
b |dz|

) b
2

This proves Lemma 1 completely. �
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Lemma 2. The domain D of the z-plane can be transformed conformally
onto |w| < 1 by the transformation z= A(w) which possesses a unique
inverse analytic transformation w= A−1(z). Further the boundary is
transformed continuously onto the boundary.

Proof. Follows by a well-known fundamental theorem of Riemann. For
the proof of this theorem and references to the work of Riemann see for
instance Titchmarsh’s book [101] (1952) or L. Ahlfor’s book[1] (see
Theorems 10 and 11 on pages 172 and 174). �

Lemma 3. Let 0 < δ < 1. Let F(w) = f (A(w)). Let w = 0 be a
zero of order m(m ≥ 0) of F(w). Denote the other zeros (counted with19

multiplicity) of F(w) in |w| ≤ 1−δ, by{ρ}. Let the number of zeros (other
than w= 0) in |w| ≤ 1− δ, be n. (We will letδ→ 0 finally). Put

θ(w) =
F(w)
ψ(w)

, andψ(w) =
wm∏

(

1− w
ρ

)

(1− δ)m−nwn
∏

(

1− (1−δ)2

wρ̄

)

Then we have

(1) θ(w) has no zeros in|w| ≤ 1− δ,

(2) |ψ(w)| = 1 on w= 1− δ,

(3) |θ(w)| = |F(w)| on w= 1− δ,
and

(4) |ψ(w)| ≤ 1 in |w| ≤ 1− δ.

Proof. The statements (1), (2), (3) are obvious and (4) follows from(2)
by maximum modulus principle sinceψ(w) is analytic in|w| ≤ 1−δ. �

Lemma 4. The inverse image of|w| = 1 − δ together with the inverse
image of L′ (the image of L-contained in|w| ≤ 1− δ) under the transfor-
mation z= A(w) approaches K continuously asδ→ 0.

Remark. For references to earlier versions of Lemmas 3 and 4 see the
paper of GABRIEL cited above.
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Proof. Follows from Lemma 2.
Lemmas 1 to 4 complete the proof of Theorem 1.3.1.
As before letz = x + iy be a complex variable. We employa in

a meaning different from the one in Theorem 1.3.1. We now slightly
extend this as follows. Consider the rectangle 0≤ x ≤ (2n + 1)a (where
n is a non-negative integer anda is a positive number), and 0≤ y ≤ R.
Suppose thatf (z) is analytic inside the rectangle{0 ≤ x ≤ (2n+ 1)a, 0 ≤
y ≤ R} and that| f (z)| is continuous on its boundary. LetIx denote the 20

integral
∫ R

0
| f (z)|qdy where as beforez = x + iy. Let Qa denote the

maximum of| f (z)|q on {0 ≤ x ≤ α, y = 0,R}. Then we have as a first
application of the theorem of Gabriel,

Iα ≤ (I0 + 4aQ2a)
1
2 (I2a + 4aQ2a)

1
2 .

We prove by induction that ifbm = 2m + 1, then

Ia ≤
(

I0 + 22(m+1)aQabm

)
1
2
(

Ia + 22(m+1)aQabm

)
1
2−

1
2m+1

(

Iabm + 22(m+1)aQabm

) 1
2m+1

.

We have as a first application of Gabriel’s theorem this result with m =
0. Assuming this to be true formwe prove it withm replaced bym+ 1.
We apply Gabriel’s Theorem to give the bound forIabm in terms ofIa

andIabm+1. We have

Iabm ≤
(

Ia + 2bm+aaQabm+1

)
1
2
(

Iabm+1 + 2abm+1Qabm+1

)
1
2

since as we can easily checkbm+1 = bm + bm − 1. We add 22(m+1)aQabm

to both sides and use that forA > 0, B > 0,Q > 0 we have
√

AB+ Q ≤
√

(A+ Q)(B+ Q)

which on squaring both sides reduces to a consequence of (
√

A−
√

B)2 ≥
0. Thus

Iabm + 22(m+1)aQabm ≤
(

Ia + a(2bm+1 + 22(m+1))Qabm+1

)
1
2
(

Iabm+1 + a
(

2bm+1 + 22(m+1)
)

Qabm+1

)
1
2
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Now 2bm+1 + 22(m+1) ≤ 22(m+2) i.e. 2(2m+1 + 1) ≤ 3 · 22(m+1) which is
true. Since1

2 −
1

2m+1 +
1

2m+2 =
1
2 −

1
2m+2 the induction is complete and the

required result is proved. We state it as a �

Convexity Theorem 1.3.3.Form= 0, 1, 2, . . . , n we have21

Ia ≤ (I0 + 22(m+1)aQabm)
1
2 (Ia + 22(m+1)aQabm)

1
2−

1
2m+1

×(Iabm + 22(m+1)aQabm)
1

2m+1 .

Remark. The remark below Theorem 1.3.2 is applicable here also.

1.4 A Theorem of Montgomery and Vaughan

Theorem 1.4.1.(Montromery and Vaughan) Suppose R≥ 2; λ1, λ2, . . . ,

λR are distinct real numbers and thatδn = min
m,n
|λn − λm|. Then if

a1, a2, . . . , aR are complex numbers, we have
∣

∣

∣

∣

∣

∣

∣

∑∑

m,n

amān

λm− λn

∣

∣

∣

∣

∣

∣

∣

≤ 3π
2

∑

n

|an|2δ−1
n . (1.4.1)

Remark. We can add any positive constant to each of theλn and so we
can assume that all theλn are positive and distinct. The proof of the
theorem is very deep and it is desirable to have a simple proofwithin
the reach of simple calculus. For a reference to the paper of H.L. Mont-
gomery and R.C. Vaughan see E.C. Titchmarsh [100].

In almost all applications it suffices to restrict to the special case
λn = log(n + α) where 0≤ α ≤ 1 is fixed andn = 1, 2, . . . ,R. Also
the constant 3π/2 is not important in many applications. It is the object
of this section to supply a very simple proof in this special case with a
larger constant in place of 3π/2. Accordingly our main result is

Theorem 1.4.2.Suppose R≥ 2, λn = log(n + α) where0 ≤ α ≤ 1 is
fixed and n= 1, 2, . . . ,R. Let a1, . . . aR be complex numbers. Then, we
have,

∣

∣

∣

∣

∣

∣

∣

∑∑

m,n

amān

λm − λm

∣

∣

∣

∣

∣

∣

∣

≤ C
∑

n|an|2, (1.4.2)
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where C is an absolute numerical constant which is effective.

Remark 1. Instead of the conditionλn = log(n + α) we can also work
with the weaker conditionn(λn+1 − λn) is both≫ 1 and≪ 1. Also no 22

attempt is made to obtain an economical value for the constants such as
C.

Remark 2. Theorem 1.4.2 withα = 0 and the functional equation of
ζ(s) are together enough to deduce in a simple way the result thatfor
T ≥ 2,

∫ T

0

∣

∣

∣

∣

∣

∣

ζ

(

1
2
+ it

)
∣

∣

∣

∣

∣

∣

4

dt =

(

1

2π2

)

T(logT)4 +O(T(logT)3). (1.4.3)

The result (1.4.3) was first proved by A.E. Ingham by a very complicated
method.

We prove the following result.

Theorem 1.4.3. If {an} and{bn}(n = 1, 2, 3, . . .R) are complex numbers
where R≥ 2 andλn = log(n+ α) where0 ≤ α ≤ 1 is fixed, then

∣

∣

∣

∣

∣

∣

∣

∑∑

m,n

amb̄n

λm− λn

∣

∣

∣

∣

∣

∣

∣

≤ D
(
∑

n|an|2
)1/2 (

∑

n|bn|2
)1/2

where D is an effective positive numerical constant.

We begin with

Lemma 1. We have
∣

∣

∣

∣

∣

∣

∣

∑∑

m,n

amām

m− n

∣

∣

∣

∣

∣

∣

∣

≤ π
∑

|an|2.

Proof. We remark that 2π
∫ 1
0

(∫ y

0 |
∑

ame2πimx|2dx
)

dy= π
∑

|an|2 − E/i,

whereE/i is the real number for which|E| ≤ π∑ |an|2 is to be proved.

Note that since the integrand is nonnegative, 2π
∫ 1
0 (

∫ y

−y
|
∑

ane2πinx|2dx)

dy= 2π
∑ |an|2 is an upper bound. Thus

0 ≤ π
∑

|an|2 −
E
i
≤ 2π

∑

|an|2



24 Some Preliminaries

and this proves the lemma. �

Lemma 2. We have
∣

∣

∣

∣

∣

∣

∣

∑∑

m,n

amb̄n

m− n

∣

∣

∣

∣

∣

∣

∣

≤ 3π
(
∑

|an|2
)1/2 (

∑

|bn|2
)1/2

Proof. Now 2π
∫ 1
0 (

∫ y

0 (
∑

ame2πmx)(
∑

b̄ne−2πinx)dx)dy = π
∑

(amb̄m)−E/i23

gives the result since by Holder’s inequality

∣

∣

∣

∣

∣

π
∑

(amb̄m) − E
i

∣

∣

∣

∣

∣

≤ 2π

(∫ 1

0

(∫ y

0
|
∑

ame2πimx|2dx

)

dy

)1/2

×
(∫ 1

0

(∫ y

0
|
∑

b̄ne2πinx|2dx

)

dy

)1/2

≤ 2π
(
∑

|an|2
)1/2 (

∑

|bn|2
)1/2

on using Lemma 1. This completes the proof of Lemma 2. �

We next deduce Theorem 1.4.3 from Lemma 2 as follows. We divide
the range 1≤ n ≤ R by introducing intervalsI i = [2i−1, 2i) and the pairs
(m, n) with m, n into those lying inI i × I j . We now start with

∫ 1

0

(∫ y

0

(
∑

ame2πiλmx
) (

∑

b̄ne2πiλnx
)

dx

)

dy

=
1
2

∑

amb̄m −
E

2πi
+

∑

k,ℓ
k≥1,ℓ≥1

1
2πi

∑

(m,n)∈Ik×Iℓ

∫ 1

0

amb̄ne2πi(λm−λn)y

λm− λn
dy

whereE is the quantity for which we seek an upper bound, and hence
we have the fundamental inequality

∣

∣

∣

∣

∣

E
2πi

∣

∣

∣

∣

∣

≤ 1
2

∑

|amb̄m| +
1
2π

∑

k,ℓ

∣

∣

∣

∣

∣

∣

∣

∣

∑

(m,n)∈Ik×Iℓ

∫ 1

0

amb̄ne2πi(λm−λn)y

λm− λn
dy

∣

∣

∣

∣

∣

∣

∣

∣

+

(∫ 1

0

∫ y

−y
|
∑

ame2πiλmx|2dx dy

)1/2
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×
(∫ 1

0

∫ y

−y
|
∑

b̄ne−2πiλmx|2dx dy

)1/2

=
∑

1

+
∑

2

+

















∑

3

















1/2 













∑

4















1/2

, in an obvious notation.

We remark that if|k− l| ≥ 3 then
∣

∣

∣

∣

∣

∣

∣

∣

∑

(m,n)∈Ik×Iℓ

∫ 1

0

amb̄ne2πi(λm−λn)y

λm − λn
dy

∣

∣

∣

∣

∣

∣

∣

∣

≪
















∑

(m,n)∈Ik×Iℓ

|amb̄n|
















maximum(m,n)∈Ik×Iℓ (λm − λn)−2

(k− l)−2
∑

(m,n)∈Ik×Iℓ

|amb̄n| ≪ (k− l)−2S1/2
k T1/2

ℓ

whereSk =
∑

n∈Ik

n|an|2 andTℓ =
∑

n∈Iℓ
n|bn|2. Hence the contribution to24

∑

2 from k, ℓ with |k − ℓ| ≥ 3 is
∑

|k−ℓ|≥3
(S1/2

k T1/2
ℓ
/(k − ℓ)2) ≪ (

∑

k
Sk)1/2

(
∑

k
Tk)1/2. Now we consider those terms of

∑

2 with |k− l| < 3. A typical

term is
1

∫

0

∑

(m,n)∈Ik×Iℓ

amb̄ne2πi(λm−λn)y

λm − λn
dy

Here the inner sum is

N

















∑

(m,n)∈Ik×Iℓ

a′mb̄′n
(Nλm) − (Nλn)

















wherea′m = ame2πiλmy andb′n = bne2πiλny, andN is any positive number.
Observe that ifN = 2k+800, then the integral parts ofNλm(m ∈ (Ik ∪
Iℓ)) differ each other by at least 3. Also in the denominator we replace
Nλm− Nλn by [Nλm] − [Nλn] the consequent error being

O

(

N
∑ |ambn|

([Nλm] − [Nλn])2

)
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which is easily seen to beO(S1/2
k T1/2

ℓ
). Next by Lemma 2 we see that

N
∑

(m,n)∈Ik×Iℓ

a′mb̄′n
[Nλm] − [Nλn]

= O(S1/2
k T1/2

ℓ
).

Thus we see that if|k − ℓ| < 3, the contribution of
∑

(m,n)∈Ik×Iℓ
. . . to

∑

2 is

O(S1/2
k T1/2

ℓ
). Combining all this one sees easily that

∑

2

= O((
∑

n|an|2)1/2 × (
∑

n|bn|2)1/2).

The method of estimation of
∑

2 shows that
∑

3

=
∑

|an|2 +O(
∑

n|an|2) = O(
∑

n|an|2)

and
∑

4

= O(
∑

n|bn|2).

Trivially
∑

|anbn| ≤ (
∑

|an|2)1/2(
∑

|bn|2)1/2 and so

E = O
(

(
∑

n|an|2
)1/2 (

∑

n|bn|2
)1/2

)

.

This completes the proof of Theorem 1.4.3.25

1.5 Hadamard’s Three Circles Theorem

We begin by stating the following version of the maximum modulus
principle.

Theorem 1.5.1.Let f(z) be a non-constant analytic function defined on
a bounded domain D. Let, for everyξ ∈ boundary of D, and for every
sequence{zn} with zn ∈ D which converges toξ ∈ boundary of D,

lim| f (zn)| ≤ M.

Then
| f (z)| < M for all z ∈ D.
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Remark. We do not prove this theorem (for a reference see the notes at
the end of this chapter).

Theorem 1.5.2(HADAMARD) . Let f(z) be an analytic function reg-
ular for r1 ≤ |z| ≤ r3. Let r1 < r2 < r3 and let M1,M2,M3 be the
maximum of| f (z)| on the circles|z| = r1, |z| = r2 and |z| = r3 respec-
tively. Then

Mlog(r3/r1)
2 ≤ Mlog(r3/r2)

1 Mlog(r2/r1)
3

Proof. Putλ = m
n wherem andn are integers withn ≥ 1. Let φ(z) =

( f (z)zλ)n. By maximum modulus principle applied toφ(z), we have

Mn
2rm

2 ≤ max(Mn
1rm

1 ,M
n
3rm

3 ).

Thus
M2 ≤ max(M1(r1/r2)m/n,M3(r3/r2)m/n).

Now let λ be any real number. We letm/n approachλ through any
sequence of rational numbers. Hence we get

M2 ≤ max(M1(r1/r2)λ,M3(r3/r2)λ).

for all real numbersλ. We now choseλ by

λ log(r1/r2) + log M1 = λ log(r3/r2) + log M3

i.e. byλ = (log M3 − log M1)(log r1 − log r3)−1. Thus we have 26

log M2 ≤ log M1 +
(log M3 − log M1)(log r2 − log r1)

log r3 − log r1

This completes the proof of Theorem 1.5.2. �

1.6 Borel-Caratheodory Theorem

Theorem 1.6.1(BOREL-CARATHÉODORY). Suppose f(z) is ana-
lytic in |z− z0| ≤ R and on the circle z= z0 + Reiθ(0 ≤ θ ≤ 2π), we
have,Re f (z) ≤ U. Then in|z− z0| ≤ r < R we have

| f (z) − f (z0)| ≤ 2r(U − Re f (z0))
R− r

(1.6.1)



28 Some Preliminaries

and, for j≥ 1

| f
( j)(z)
j!
| ≤ 2R

(R− r) j+1
(U − Re f(z0)). (1.6.2)

Proof. Let f (z) =
∞
∑

n=0
an(z− z0)n andϕ(z) = f (z) − f (z0). Clearlya0 =

f (z0). Let an = |an|eiαn, 0≤ αn < 2π for n ≥ 1. On|z− z0| = R we have

Reϕ(z) =
1
2

∞
∑

n=1

|an|Rn(eniθ+iαn + e−niθ−iαn)

and so for any fixedk = 1, 2, . . . we have

|ak|Rkπ =

∫ 2π

0
(Reϕ(z0 + Reiθ))

(

1+
1
2

(ekiθ+iαk + e−kiθ−iαk )

)

dθ

≤
∫ 2π

0
(U − Re f (z0))

(

1+
1
2

(ekiθ+iαk + e−kiθ−iαk )

)

dθ

= 2π(U − Re f (z0)).

Thus
|ak| ≤ 2R−k(U − Re f (z0)), k = 1, 2, 3, . . . . (1.6.3)

Now for |z− z0| ≤ r < R, we have,27

| f (z) − f (z0)| ≤
∞
∑

n=1

2(U − Re f (z0))
( r
R

)n
=

2r
R− r

(U − Re f (z0))

and this proves (1.6.1). Also forj = 1, 2, . . .

| f ( j)(z)| = |ϕ( j)(z)| ≤
∞
∑

n= j

n(n− 1) . . . (n− j + 1)|an(z− z0)n− j |

≤ 2
∞
∑

n= j

n(n− 1) . . . (n− j + 1)(U − Re f (z0))R−nrn− j

= 2

(

d
dr

) j ∞
∑

n=0

(U − Re f (z0))
( r
R

)n
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=
2R

(R− r) j+1
(U − Re f (z0))( j!).

This proves (1.6.2) and hence Theorem 1.6.1 is completely proved. �

1.7 A Lemma in Complex Function Theorey (Con-
tinued)

In this section we prove theorem 1.2.2 and state (with proof)a theorem
which is sometimes useful. But before proving Theorem 1.2.2we make
four remarks.

Remark 3. Let k1, k2, . . . , km be any set of positive real numbers. Let
f1(z), f2(z), . . . , fm(z) be analytic in|z| ≤ 2r, and there

|( f1(z))k1 . . . ( fm(z))km| ≤ M (M ≥ 9).

Then Theorem 2 holds good with| f (z)|k replaced by|( f1(z))k1 · · ·
( fm(z))km|

Remark 4. A corollary to our result mentioned in Remark 3 was pointed
out to us by Professor J.P. Demailly. It is this: Theorem 1.2.2 holds
good with| f (z)|k replaced by Exp(u) whereu is any subharmonic func-
tion. To prove this it suffices to note that the set of functions of the

form
m
∑

j=1
k j log | f j(z)| is dense inL1

loc in the set of subharmonic func-28

tions. (This follows by using Green-Riesz representation formula foru
and approximating the measure∆u by finite sums of Dirac measures).

Remark 5. Considerk = 1 in Theorem 1.2.2. Putϕ(z) = f (ℓ)(z) theℓth

derivative of f (z). Then our method of proof gives

|ϕ(0)| ≤ CM−A +C(log M)ℓ+1
(

1
4r

∫ 4r

−4r
| f (iy)|dy

)

,

whereC depends only onA andℓ.
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Remark 6 (Due to J.-P. Demailly). In view of the examplef (z) =
(enz−1

nz )2, wheren is a large positive integer andr = 1, the result of
Remark 5 is best possible.

We now prove Theorem 1.2.2. The proof consists of four steps.

Step 1.First we consider the circle|z| = r. Let

0 < 2x ≤ r (1.7.1)

and letPQS denote respectively the pointsreiθ whereθ = − cos−1(2x
r ),

cos−1(2x
r ) andπ. By the consideration of Riemann mapping theorem

and the zero can-cellation factors we have for a suitable meromorphic
functionφ(z) (in PQS P) that (we can assume thatf (z) has no zeros on
the boundary)

F(z) = (φ(z) f (z))k (1.7.2)

is analytic in the region enclosed by the straight linePQand the circular
arcQS P. Furtherφ(z) satisfies

|φ(z)| = 1 (1.7.3)

on the boundary ofPQS Pand also

|φ(0)| ≥ 1. (1.7.4)

Let
X = Exp(u1 + u2 + . . . + un) (1.7.5)

whereu1, u2, . . . , un vary over the boxB defined by29

0 ≤ u j ≤ B( j = 1, 2, . . . , n),

andB > 0.

We begin with

Lemma 1. The function F(z) defined above satisfies

F(0) = I1 + I2 (1.7.6)
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where

I1 =
1

2πi

∫

PQ
F(z)Xzdz

z
(1.7.7)

and

I2 =
1

2πi

∫

QS P
F(z)Xzdz

z
(1.7.8)

where the lines of integration are the straight lien PQ and the circular
arc QS P.

Proof. Follows by Cauchy’s theorem. �

Lemma 2. We have

|I1| ≤
e2Bnx

2π

∫

PQ
|( f (z))k dz

z
|. (1.7.9)

Proof. Follows since|Xz| ≤ e2Bnx and also|φ(z)| = 1 onPQ. �

Lemma 3. We have,

|B−n|
∫

B
I2du1 . . .dun| ≤ e2Bnx

(

2
Br

)n

M. (1.7.10)

Proof. Follows since onQS Pwe have|φ(z)| = 1 (and so|F(z)| ≤ M)
and also

|B−n|
∫

B

(∫

QS P
Xz dz

2πiz

)

du1 . . . dun| ≤
(

2
Br

)n

.

�

Lemma 4. We have, 30

| f (0)|k ≤ e2Bnx
(

2
Br

)n

M +
e2Bnx

2π

∫

PQ
|( f (z))k dz

z
|. (1.7.11)

Proof. Follows by Lemmas 1, 2 and 3. �



32 Some Preliminaries

Step 2.Next in (1.7.11), we replace| f (z)|k by an integral over a chord
P1Q1 (parallel toPQ) of |w| = 2r, of slightly bigger length with a similar
error. Letx1 be any real number with

|x1| ≤ x. (1.7.12)






































Let P1Q1R1 be the points 2reiθ

whereθ = − cos−1
(

x1
2r

)

, 0 and cos−1
(

x1
2r

)

.

(If x1 is negative we have to consider the points

θ = −π2 − sin−1
(

x1
2r , 0

)

and π
2 + sin−1

(

x1
2r

)

).

(1.7.13)

Let X be as in (1.7.5). As before let

G(w) = (ψ(w) f (w))k (1.7.14)

be analytic in the region enclosed by the circular arcP1R1Q1 and the
straight lineQ1P1 (we can assume thatf (z) has no zeros on the boundary
P1R1Q1P1). By the consideration of Riemann mapping theorem and the
zero cancelling factors there exists such a meromorphic function ψ(w)
(in P1R1Q1P1) with the extra properties,

|ψ(w)| = 1 on the boundary ofP1R1Q1P1 and|ψ(z)| ≥ 1. (1.7.15)

Lemma 5. We have with z on PQ,

G(z) = I3 + I4

where

I3 =
1

2πi

∫

Q1P1

G(w)X−(w−z) dw
w− z

(1.7.16)

and31

I4 =
1

2πi

∫

P1R1Q1

G(w)X−w(w−2) dw
w− z

. (1.7.17)

Proof. Follows by Cauchy’s theorem. �

Lemma 6. We have with z on PQ

|I3| ≤
e3Bnx

2π

∫

P1Q1

∣

∣

∣

∣

∣

( f (w))k dw
w− z

∣

∣

∣

∣

∣

(1.7.18)
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Proof. Follows since|X−(w−z)| ≤ e3Bnx and|ψ(w)| = 1 onP1Q1. �

Lemma 7. We have with z on PQ,

|B−n
∫

B
I4du1 . . . dun| ≤ e3Bnx

(

2
Br

)n

M. (1.7.19)

Proof. Follows since onP1R1Q1 we have|ψ(w)| = 1 (and so|G(w)| ≤
M) and also

|B−n
∫

B

∫

x−w(−z) dw
2πi(w− z)

du1 . . . dun| ≤
(

2
Br

)n

.

�

Lemma 8. We have with z on PQ,

| f (z)|k ≤ e3Bnx
(

2
Br

)n

M +
e3Bnx

2π

∫

P1Q1

| f (w)|k| dw
w− z

|. (1.7.20)

Proof. Follows from Lemmas 5, 6 and 7. �

Step 3.We now combine Lemmas 4 and 8.

Lemma 9. We have

| f (0)|k ≤ e2Bnx
(

2
Br

)n

M + J1 + J2 (1.7.21)

where

J1 =
e5Bnx

2π

(

2
Br

)n

M
∫

PQ
|dz

z
|, (1.7.22)

and 32

J2 =
e5Bnx

(2π)2

∫

P1Q1

| f (w)|k
(∫

PQ
| dz
z(w− z)

|
)

|dw|. (1.7.23)

Lemma 10. We have
∫

PQ
|dz

z
| ≤ 2+ 2 log

( r
2x

)

. (1.7.24)
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Proof. On PQ we havez = 2x + iy with |y| ≤ r and 2x ≤ r. We split
the integral into|y| ≤ 2x and 2x ≤ |y| ≤ r. On these we use respectively
the lower bounds|z| ≥ 2x and |z| ≥ y. The lemma follows by these
observations. �

Lemma 11. We have for w on P1Q1 and z on PQ,
∫

PQ
| dz
z(w− z)

| ≤ 6
x
. (1.7.25)

Proof. On PQ we have Rez= 2x and onP1Q1 we have|Rew| ≤ x and
so |Re(w− z)| ≥ x. We have

| dz
z(w− z)

| ≤ |dz

z2
| + | dz

(w− z)2
|.

Writing z= 2x+ iy we have
∫

PQ
|dz

z2
| ≤ 2

(2x)2
2x+ 2

∫ ∞

2x

dy

y2
=

2
x
.

Similarly
∫

PQ
| dz

(w− z)2
| ≤ 2

(

1
x
+

∫ ∞

x

dy

y2

)

=
4
x
.

This completes the proof of the lemma. �

Step 4.We collect together the results in Steps 3 and 4 and choose the
parametersB andn and this will give Theorem 1.2.2. Combining Lem-33

mas 9, 10 and 11 we state the following lemma.

Lemma 12. We have

| f (0)|k ≤ e2Bnx
(

2
Br

)n

M +
e5Bnx

π

(

2
Br

)n (

1+ log
r

2x

)

M

+
e5Bnx

(2π)2
· 6

x

∫

P1Q1

|( f (w))kdw|, (1.7.26)

where0 < 2x ≤ r, x1 is any real number with|x1| ≤ x, n any natural
number and B is any positive real number and P1Q1 is the straight line

joining −r0 and r0 where r0 =
√

4r2 − x2
1.
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Next we note that 1+ log r
2x ≤

r
2x and so by puttingx = r(log M)−1

the first two terms on the RHS of (1.7.26) together do not exceed

(

2
Br

)n

e5Bnx
(

1+
1
2π

log M

)

M ≤ 2

(

2
Br

)n

e5BnxM log M.

Also,

6
x
=

6 logM
r

= 6 logM

(

2r0

r

)

1
2r0
≤ (24 logM)

(

1
2r0

)

.

Thus RHS of (1.7.26) does not exceed

2

(

2
Br

)n

e5BnxM log M +

(

24

(2π)2
e5Bnx log M

) (

1
2r0

∫

P1Q1

|( f (w))kdw|
)

.

We have chosenx = r(log M)−1. We now chooseB such thatBr = 2e
and n = [C log M] + 1, whereC ≥ 1 is any real number. We have
5Bnx≤ 5Bnr

log M ≤ 10e(C + 1) ≤ 28(C + 1) and also

(

2
Br

)n

≤ e−C log M = M−C.

With these choices ofx, B, nwe see that RHS of (1.7.26) does not exceed

2M−Ce28(C+1)M log M+

(

24
(2π)2

e28(C+1) log M

) (

1
2r0

∫

P1Q1

|( f (w))kdw|
)

.

PuttingC = A + 2 we obtain Theorem 1.2.2 sinceC + 1 ≤ 3A. This 34

completes the proof of Theorem 1.2.2.
Lastly we note

Theorem 1.7.1.Let f(z) be analytic in|z| ≤ R. Then for any real k> 0,
we have,

| f (0)|k ≤ 1

πR2

∫

|z|≤R
| f (z)|kdx dy (1.7.27)

Remark. The remark below Theorem 1.3.2 is applicable here also. We
have only to replaceq by k.
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Proof. We begin by remarking that the theorem is true fork = 1. Be-
cause letz = reiθ where 0< r ≤ R. Then by Cauchy’s theorem we
have

f (0) =
1

2πi

∫ 2π

i
f (reiθ)idθ (1.7.28)

and so

| f (0)| ≤ 1
2π

∫ 2π

0
| f (reiθ)|dθ. (1.7.29)

Multiplying this by r dr and integrating fromr = 0 to r = R we obtain
(1.2.7). Now letf (0) , 0 (otherwise there is nothing to prove) and

φ(z) =















f (z)
∏

ρ

(

r2 − ρ̄z
r(z− ρ)

)















k

(1.7.30)

whereρ runs over all the zeros off (z) satisfying|ρ| ≤ r. The function
φ(z) is analytic (selecting any branch) in|z| ≤ r and so (1.7.29) holds
with f (z) replaced byφ(z). Notice that on|z| = r, we have| f (z)|k = |φ(z)|
and also that

|φ(0)| = | f (0)|k
















∏

ρ

r
|ρ|

















k

≥ | f (0)|k.

Hence (1.7.29) holds with| f (z)| replaced by| f (z)|k and hence we are led
to (1.7.27) as before. �
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Notes at the end of Chapter 1

§ 1.1. The author learnt of convexity principles from A. Selberg who 35

told him about a weaker kernel function. The stronger kernelfunctions
like Exp(w2) or Exp(w4a+2) (a ≥ 0 integer) became known to the author
through P.X. Gallagher. The kernel function Exp((sinw)2) was noticed
by the author who used it extensively in various situations.It should be
mentioned that

1
2πi

∫ 2+i∞

2−i∞
Xw Exp(w2)dw and

1
2πi

∫ 2+i∞

2−i∞
Xw Exp(w2)

dw
w

are non-negative (a fact which the author learnt fromD.R. Heath-Brown).
These things coming from the kernel function Exp(w2) are sometimes
useful. The two inequalities preceeding (1.1.1) (taken with the remark
after the second) seem to be new. Also the technique of averaging over
“Cubes” seems to be new. This section is based on the paper [6]of R.
Balasubramanian and K. Ramachandra.
§ 1.2. The results of this section are improvements and generali-

sations of some lemmas (in A. Ivić, [42]) due to D.R. Heath-Brown.
We will hereafter refer to this book as Ivićs book. This section as well
as§ 1.7 are based on the papers [7] [8] of R. Balasubramanian and K.
Ramachandra.
§ 1.3. The convexity Theorem (1.3.3) is very useful in a later chap-

ter. This section is based on the paper [33] of R.M. Gabriel. See also
the appendix to the paper [66] of K. Ramachandra. For the convexity
Theorem (1.3.3) see p. 13 of the paper [9] of R. Balasubramanian and
K. Ramachandra.
§ 1.4. We do not prove (1.4.1) with the constant3π

2 although we
use it in later chapters. We prove it will some unspecified constant in
place of3π

2 . The proof of Theorem 1.4.2 is based on the paper [67] of K.
Ramachandra. For Remark 2 below this theorem see K. Ramachandra
[68].
§ 1.5. For Theorem 1.5.1 we refer the reader to (K. Chandrasekha-

ran, [27]). The proof of Theorem 1.5.2 given here is due to R. Bal-
asubramanian. For the general principles of complex function theory 36
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necessary for Chapters 1 and 7 one may refer to K. Chandrasekharan
[27] or E.C. Titchmarsh [101] or L. Ahlfors [1].



Chapter 2

Some Fundamental
Theorems on TiTchmarsh
Series and Applications

2.1 Introduction

In this chapter we prove three fundamental theorems on“TITCHMARSH 37

SERIES”. These concern lower bounds for

1
H

∫ H

0
|F(it)|dt and

1
H

∫ H

0
|F(it)|2dt,

whereH ≥ 10 andF(s)(s= σ + it) is defined by

F(s) =
∞
∑

n=1

anλ
−s
n (σ ≥ A+ 2),

whereA > 0 is an integer constant and the complex numbersan are sub-
ject toa1 = 1, |an| ≤ (nH)A (n ≥ 2) and the real numbersλn are subject
toλ1 = 1 and1

C ≤ λn+1−λn ≤ C (n ≥ 1) whereC ≥ 1 is a constant.F(it)
is defined by the condition thatF(s) shall be continuable analytically in
(σ ≥ 0, 0 ≤ t ≤ H). These conditions define a“TITCHMARSH SE-
RIES”. Some times as in this chapter we impose a growth condition on

39
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certain horizontal lines. But in a later chapter we will manage without
the growth condition at the const of imposing a more stringent condi-
tion than |an| ≤ (nH)A. All these results have important applications.
Theorem 1 will be proved as a preparation to the proof of a morecom-
plicated (but neat) Theorem 3. Both these deal with lower bounds for the
mean square of|F(it)| while Theorem 2 deals with the mean of|F(it)|.
As handy results for application we state a corollary below each of the
three main theorems. We begin by stating a main lemma.

2.2 Main Lemma

Let r be a positive integerH ≥ (r + 5)U, U ≥ 270(16B)2 andN andM
positive integers subject toN > M ≥ 1. Letbm(m ≤ M) andcn(n ≥ N)
be complex numbers andA(s) =

∑

m≤M
bmλ

−s
m . Let B(s) =

∑

n≤N
cnλ
−s
n

be absolutely convergent inσ ≥ A + 2 and continuable analytically in
σ ≥ 0. Writeg(s) = A(−s)B(s),38

G(s) = U−r
∫ U

0
dur . . .

∫ U

0
du1(g(s+ iλ))

(here and elsewhereλ = u1+ u2+ . . .+ ur ). Assume that there exist real
numbersT1 andT2 with 0 ≤ T1 ≤ U, H − U ≤ T2 ≤ H, such that

|g(σ + iT1)| + |g(σ + iT2)| ≤ Exp Exp
( U
16B

)

uniformly in 0≤ σ ≤ B. (As stated alreadyB = A+ 2). Let

S1 =
∑

m≤M,n≥N

|bmcn|
(

λm

λn

)B

2r
(

U log
λn

λm

)−r

,

and

S2 =
∑

m≤M,n≥N

|bmcn|
(

λm

λn

)B

.

Then

|
∫ H−(r+3)U

2U
G(it)dt| ≤ |U−r

∫ U

0
dur . . .

∫ U

0
du1

∫ H−(r+3)U+λ

2U+λ
g(it)dt|



Main Lemma 41

≤ 2B2U−10+ 54BU−1
∫ H

0
|g(it)|dt

+ (H + 64B2)S1 + 16B2 Exp
(

− U
8B

)

S2.

To prove this main lemma we need five lemmas. After proving these
we complete the proof of the main lemma.

Lemma 2.2.1. Let z= x+ iy be a complex variable with|x| ≤ 1
4. Then,

we have,

(a) |Exp((Sinz)2)| ≤ e
1
2 < 2 for all y

and

(b) If |y| ≥ 2,

|Exp((Sinz)2)| ≤ e
1
2 (Exp Exp|y|)−1 < 2(Exp Exp|y|)−1.

Proof. We have 39

Re(Sinz)2 = −1
4

Re{(ei(x+iy) − e−i(x+iy))2}

= −1
4

Re{e2ix−2y + e−2ix+2y − 2}

=
1
2
− 1

4

{

(e−2y + e2y) cos(2x)
}

.

But in |x| ≤ 1
4, we have cos(2x) = cos(|2x|) ≥ cos1

2 ≥ cosπ6 ≥
√

3
2 . The

rest of the proof is trivial since (i) coshy is an increasing function of|y|
and (ii) for |y| ≥ 2

Exp













−
√

3
8

e2|y|












≤ (Exp Exp|y|)−1

sincee2 > (2.7)2 and 8√
3
< 8×1.8

3 = 4.8 and soe2 > 8√
3
. The lemma is

completely proved. �
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Lemma 2.2.2.For any two real numbers k andσ with 0 < |σ| ≤ 2B, we
have,

∫ ∞

−∞
|Exp

(

Sin2
(

ik − σ − iu1

8B

))

du1

ik − σ − iu1
| ≤ 12+ 4 log |2B

σ
|.

Proof. Split the integral into three partsJ1, J2 andJ3 corresponding to
|u1 − k| ≥ 2B, |σ| ≤ |u1 − k| ≤ 2B and|u1 − k| ≤ σ. The contribution to
J1 from |u1 − k| ≥ 16B is (by (b) of Lemma 2.2.1)

≤ 2e
1
2

16B

∫ ∞

16B
Exp

(

− u1

8B

)

du1

= e
1
2

∫ ∞

2
Exp(−u1)du1 = Exp

(

−3
2

)

.

The contribution toJ1 from 2B ≤ |u1 − k| ≤ 16B is (by (a) of Lemma
2.2.1)

≤ e
1
2

∫

2B≤|u1−k|≤16B
|u1 − k|−1du1 = 2e

1
2 log 8= 6e

1
2 log 2.

Now

6e
1
2 log 2+ Exp

(

−3
2

)

< 6

(

1+
1
2
+

1

2 · 22
+

1

6 · 22

)

(

1
2
+

1

2 · 22
+

1

3 · 22

)

+

(

1
2 · 7

)3/2

< 8.

40
Thus|J1| ≤ 8. Using (a) of Lemma 2.2.1 we have|J2| ≤ 4 log |2B

σ
|. In

J3 the integrand is at moste
1
2σ−1 in absolute value and so|J3| ≤ 2e

1
2 ≤ 4.

Hence the lemma is completely proved. �

Lemma 2.2.3. If n > m, we have, for all real k,

|
∫ U

0
dur . . .

∫ U

0
du1

(

λm

λn

)i(k+λ)

| ≤ 2r
(

log
λn

λm

)−r

.

Proof. Trivial. �
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Lemma 2.2.4. For all real t and all D≥ B, we have,

|G(D + it)| ≤ S1 and |g(D + it)| ≤ S2.

Proof. We have, trivially,

|g(D + it)| ≤
∑

m≤M,n≥N

|bmcn|
(

λm

λn

)D

and the second result follows on observing thatλm
λn
< 1 and so

(

λm
λn

)D
≤

(

λm
λn

)B
. Next

G(D + it) = U−r
∫ U

0
dur . . .

∫ U

0
du1(g(D + it + iλ))

= U−r
∑

m≤M,n≥N

bmcn

(

λm

λn

)D ∫ U

0
dur . . .

∫ U

0
du1

(

λm

λn

)i(t+λ)

.

Using Lemma 2.2.3 and observing
(

λm
λn

)D
≤

(

λm
λn

)B
the first result follows.

�

Lemma 2.2.5. Let 0 < σ ≤ B and2U ≤ t ≤ H − (r + 3)U. Then, for
H ≥ (r + 5)U and U≥ (20)!(16B)2, we have,

|G(σ + it)| ≤ BU−10+ U−1
(

2+ 4 log
2B
σ

)

H
∫

0

|g(it)|dt

+ 16S1 log(2B) + 8BS2 Exp
(

− U
8B

)

.

41

Remark. (20)! < 270.

Proof. We note, by Cauchy’s theorem, that

2πig(σ + it + iλ) =
∫ B+1+iT1

iT1

+

∫ B+1+iT2

B+1+iT1

−
∫ B+1+iT2

iT2

−
∫ iT2

iT1
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{

g(w) Exp
(

Sin2
(w− σ − it − iλ

8B

))} dw
w− σ − it − iλ

J1 + J2 − J3 − J4say.

We write

2πiG(σ + it) = 2πiU−r
∫ U

0
dur . . .

∫ U

0
du1(g(σ + it + iλ))

= U−r
∫ U

0
dur . . .

∫ U

0
du1(J1 + J2 − J3 − J4)

= J5 + J6 − J7 − J8 say.

Let us look atJ5. In J1 (also in J3) |g(w)| ≤ Exp Exp( U
16B) (by the

definition ofT1 andT2). Also by using Lemma 2.2.1 (b) (since|Rew−
σ| ≤ B+ 1 ≤ 2B, and| Im(w− it − iλ)| ≥ U ≥ (20)!(16B)2), we have,

|Exp
((w− σ − it − iλ

8B

))

| ≤ 2 Exp
(

− U
8B

)

.

Hence

|J1| ≤
2(B+ 1)

U
Exp

(

Exp
U

16B
− Exp

U
8B

)

≤ 2(B+ 1)
U

Exp
(

−
(

Exp
U

16B

) (

Exp
U

16B
− 1

))

≤ B
2

U−10,

sinceU ≥ (20)!(16B)2 and so ExpU
16B − 1 ≥ 1 and Exp

(

−Exp U
16B

)

≤
Exp

(

−ExpU
1
2

)

≤ Exp(−U
1
2 ) ≤ (20)!U−10. Thus|J5| ≤ 1

2BU−10.

Similarly, |J7| ≤ 1
2BU−10. Next

J8 = U−r
∫ iT2

iT1

g(w)dw
∫ U

0
dur . . .

∫ U

0
du2

∫ U

0

Exp
(

sin2
(w− σ − it − iλ

8B

)) du1

w− σ − it − iλ
.

We note thatw−σ− it− iλ = ik−σ− iu1 wherek = Im w− t−u2 . . .−ur .42
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Hence theu1-integral is in absolute value (by Lemma 2.2.2)

≤ 12+ 4 log
2B
σ
.

This shows that

|J8| ≤ U−r
∫ iT2

iT1

|g(w)dw|
{

Ur−1(12+ 4 log
2B
σ

)

}

≤ U−1(12+ 4 log
2B
σ

)
∫ H

0
|g(it)|dt

Finally we considerJ6.

J6 = U−r
∫ U

0
dur . . .

∫ U

0
du1

∫ B+1+iT2

B+1+iT1

g(w)

Exp
(

Sin2
(w− σ − it − iλ

8B

)) dw
w− σ − it − iλ

= U−r
∫ U

0
dur . . .

∫ U

0
du1

∫ B+1−σ+iT2−it−iλ

B+1−σ+iT1−it−iλ
g(w+ σ + it + iλ)

Using Lemma 2.2.1 (b) we extend the range of integration ofw to (B+
1− σ − i∞, B+ 1− σ + i∞) and this gives an error which is at most

U−r
∫ U

0
dur . . .

∫ U

0
du1

∫

| Im w|≥U,Rew=B+1−σ
∣

∣

∣

∣

∣

g(w+ σ + it + iλ) Exp
(

Sin2
( w
8B

)) dw
w

∣

∣

∣

∣

∣

.

By Lemma 2.2.4 this is

≤ S2U−r
∫ U

0
dur . . .

∫ U

0
du1

∫

| Im w|≥U,Rew=B+1−σ
|Exp

(

Sin2 w
8B

dw
w

)

|.

Here the innermost integral is (by Lemma 2.2.1 (b))

≤ 4
U

∫ ∞

U
Exp

(

− u
8B

)

du≤
∫ ∞

U
Exp

(

− u
8B

)

du= 8BExp
(

− U
8B

)

.
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Thus the error does not exceed 8BS2 Exp
(

− U
8B

)

and so

|J6| ≤ U−r
∫ U

0
dur . . .

∫ U

0
du1

∫ B+1−σ+i∞

B+1−σ−i∞
g(w+ σ + it + iλ)

Exp
(

Sin2
( w
8B

)) dw
w
+ 8BS2 Exp

(

− U
8B

)

= |U−r
∫ B+1−σ+i∞

B+1−σ−i∞
Exp

(

Sin2
( w
8B

)) dw
w

∫ U

0
dur . . .

∫ U

0
du1g(w+ σ + it + iλ)| + 8BS2 Exp

(

− U
8B

)

=

∣

∣

∣

∣

∣

∣

∫ B+1−σ+i∞

B+1−σ−i∞
G(w+ σ + it) Exp

(

Sin2
( w
8B

)) dw
w

∣

∣

∣

∣

∣

∣

+ 8BS2 Exp
(

− U
8B

)

.

Using the first part of Lemma 2.2.4 we obtain43

|J6| ≤ S1

∫ B+1−σ+i∞

B+1−σ−i∞
|Exp

(

Sin2
( w
8B

)) dw
w
| + 8BS2 Exp

(

− U
8B

)

≤ S1

(

12+ 4 log
2B

B+ 1− σ

)

+ 8BS2 Exp
(

− U
8B

)

by using Lemma 2.2.2. Thus

|J6| ≤ 16S1 log(2B) + 8BS2 Exp Exp
(

− U
8B

)

.

This completes the proof of the lemma. �

We are now in a position to complete the proof of the main lemma.
We first remark that

4
∫ B

0
log

2B
σ

dσ = 4B log 2+ 4
√

2
∫ B

0

(B
σ

)

1
2

dσ

< 4

(

1
4
+

1

2.22
+

1

3.22

)

B+ (8× 1.415)B < 15B.
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By Cauchy’s theorem, we have,

∫ H−(r+3)U

2U
G(it)idt =

∫ i(H−(r+3)U)

i(2U)
G(s)ds

=

∫ B+i(2U)

i(2U)
G(s)ds+

∫ B+i(H−(r+3)U)

B+i(2U)
G(s)ds−

−
∫ B+i(H−(r+3)U)

i(H−(r+3)U)
G(s)ds

= J1 + J2 − J3 say.

Using the estimate given in Lemma 2.2.5, we see that 44

|J1| ≤
∫ B

0















BU−10+
(12+ 4 log 2B

σ
)

U

∫ H

0
|g(it)|dt

+16(log(2B))S1 + 8BS2 Exp
(

− U
8B

))

dσ

≤ B2U−10+
12B+ 15B

U

∫ H

0
|(g(it))|dt + 16BS1 log(2B)

8B2S2 Exp
(

− U
8B

)

.

The same estimate holds for|J3| also. For|J2| we use the estimate given
in Lemma 2.2.4 to get

|J2| ≤ HS1.

This completes the proof of the main lemma.

2.3 First Main Theorem

Let A, B,C be as before 0< ǫ ≤ 1
2, r ≥ [(200A+200)ǫ−1], |an| ≤ nAH

rǫ
8 .

ThenF(s) =
∑∞

n=1 anλ
−s
n is analytic inσ ≥ A + 2. Let K ≥ 30, U =

H1− ǫ2 + 50B log logK1. Assume that

H ≥ (120B2C2A+4(4rC2)r )
400
ǫ + (100rB)20 log logK1,
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and that there existT1,T2 with 0 ≤ T1 ≤ U, H − U ≤ T2 ≤ H such that

|F(σ + iT1)| + |F(σ + iT2| ≤ K

uniformly in 0 ≤ σ ≤ B whereB(s) is assumed to be analytically con-
tinuable inσ ≥ 0. Then

∫ H

0
|F(it)|2dt ≥ (H − 10rC2H1− ǫ4 − 100rB log logK1)

∑

n≤H1−ǫ

|an|2,

where

K1 =

















∑

n≤H1−ǫ

|an|λB
n

















K +

















∑

n≤H1−ǫ

|an|λB
n

















2

.

Corollary . Let A and C be as in the introduction§ 2.1., 0 < ǫ ≤ 1
2,45

r ≥ [(200A + 200)ǫ−1] , |an| ≤ nAH
rǫ
8 . Then F(s) =

∞
∑

n=1
anλ
−s
n is analytic

in σ ≥ A+ 2. Let K ≥ 30, U1 = H1− ǫ2 . Assume that K1 = (HC)12AK,

H ≥ (120(A + 2)2C2A+4(4rc2)r )
100
ǫ + (100r(A + 2))20 log logK1,

and the there exist T1,T2 with 0 ≤ T1 ≤ U1, H − U1 ≤ T2 ≤ H, such
that uniformly inσ ≥ 0 we have

|F(σ + iT1)| + |F(σ + iT2)| ≤ K,

where F(s) is assumed to be analytically continuable in(σ ≥ 0, 0 ≤ t ≤
H). Then

1
H

H
∫

0

|F(it)|2dt ≥ (1− 10rC2H−
ǫ
4 − 100rBH−1 log logK1)

∑

n≤H1−ǫ

|an|2.

Remark 1. We need the conditionsH ≥ (r + 5)U, U ≥ 270(16B)2 in the
application of the main lemma. All such conditions are satisfied by our
lower bound choice forH. We have not attempted to obtain economical
lower bounds.
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Remark 2. TakingF(s) = (ζ(1
2 + it + iT ))k in the first main theorem we

obtain the following as an immediate corollary. LetC(ǫ, k) log logT ≤
H ≤ T. Then for all integersk ≥ 1.

1
H

T+H
∫

T

|ζ
(

1
2
+ it

)

|2kdt ≥ (1− ǫ)
∑

n≤H1−ǫ

(dk(n))2n−1 ≥ (C′k − 2ǫ)(log H)k2
,

where

C′k = (Γ(k2 + 1))−1
∏

p















(1− p−1)k2
∞
∑

m=0

(

Γ(k+m)
Γ(k)m!

)2

p−m















.

(This is because it is well-known that

∑

n≤X

(dn(n))2n−1 =

{

C′k +O

(

1
logX

)}

(log X)k2
).

Our third main theorem gives a sharpening of this. The third main the- 46

orem is sharper than the conjecture (stated by K. Ramachandra [70] in
Durham conference 1979). The conjecture (as also the weakerform of
the conjecture proved by him in the conference) would only give

1
H

∫ T+H

T
|ζ

(

1
2
+ it

)

|2kdt≫k (log H)k2
in C(k) log logT ≤ H ≤ T.

But the third main Theorem gives

1
H

∫ T+H

T
|ζ

(

1
2
+ it

)

|2kdt ≥ C′k(logH)k2
+O

(

log logT
H

(logH)k2

)

+O(logH)k2

where theO-constants depend only onk.

Remark 3. The first main theorem gives a lower bound for1
H

∫ T+H

T
|ζ(1

2+ it)|2kdt uniformly in 1≤ k ≤ logH, T ≥ H ≥ 30 andC log logT ≤
H ≤ T. From this it follows (as was shown in R. Balasubramanian [2])
that forC log logT ≤ H ≤ T we have uniformly

max
T≤t≤T+H

|ζ
(

1
2
+ it

)

| > Exp

















3
4

√

logH
log logH
















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if C is choosen to be a large positive constant. On Riemann hypothesis
we can deduce from the first main theorem the following more general
result. Letθ be fixed and 0≤ θ < 2π. Putz = eiθ. Then (on Riemann
hypothesis), we have,

max
T≤t≤T+H

|
(

ζ

(

1
2
+ it

))z

| > Exp

















3
4

√

logH
log logH

















where is LHS is interpreted as lim
σ→ 1

2+0
of the same expression with12 + it

replaced byσ + it. This result withθ = π
2 and 3π

2 gives a quantitative
improvement of some results of J.H. Mueller [62].

Proof. Write M = [H1−ǫ ], N = M + 1, A(s) =
∑

m≤M
āmλ

−s
m , Ā(s) =

∑

m≤M
amλ

−s
m , B(s) =

∑

n≥N
anλ
−s
n . Then we have, inσ ≥ A+ 2,47

F(s) = Ā(s) + B(s).

Also,

|F(it)|2 = |Ā(it)|2 + 2 Re(A(−it)B(it)) + |B(it)|2

≥ |Ā(it)|2 + 2 Re(g(it))

whereg(s) = A(−s)B(s). Hence

∫ H

0
|F(it)|2dt ≥ U−r

∫ U

0
dur . . .

∫ U

0
du1

∫ H−(r+3)U+λ

2U+λ
|F(it)|2dt

≥ U−r
∫ U

0
dur . . .

∫ U

0
du1

∫ H−(r+3)U+λ

2U+λ
(|Ā(it)|2

+ 2 Reg(it))dt = J1 + 2J2 say.

Now log
(

λn+1
λn

)

= − log
(

1−
(

1− λn
λn+1

))

≥ λn+1−λn
λn+1

≥ (2nC2)−1. Hence by
Montgomery-Vaughan theorem,

J1 ≥
∫ H−(r+3)U

2U
|Ā(it)|2dt
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≥
∑

n≤M

(H − (r + 5)U − 100C2n)|an|2.

We have

|g(s)| = |A(−s)B(s)| = |A(−s)(F(s) − A(s))|

≤
















∑

n≤H1−ǫ

|an|λB
n

















K +

















∑

n≤H1−ǫ

|an|λB
n

















2

= K1.

By the main lemma, we have,

|J2| ≤ |U−r
∫ U

0
dur . . .

∫ U

0
du1

∫ H−(r+3)U+λ

2U+λ
g(it)dt|

≤ 2B2

U10
+

54B
U

∫ H

0
|g(it)|dt + (H + 64B2)S1 + 16B2S2 Exp(− U

8B
)

(2.3.1)

We simplify the last expression in (2.3.1). We can assume that 48

∫ H

0
|F(it)|2dt ≤ H

∑

n≤H1−ǫ

|an|2

(otherwise the result is trivially true). Hence

∫ H

0
|g(it)|dt =

∫ H

0
|A(−it)B(it)|dt

≤
∫ H

0
|A(−it)|2dt +

∫ H

0
|B(it)|2dt

≤
∫ H

0
|A(−it)|2dt +

∫ H

0
|F(it) − Ā(it)|2dt

≤ 3
∫ H

0
|A(−it)|2dt + 2

∫ H

0
|F(it)|2dt

≤ 3
∑

n≤M

(H + 100C2n)|an|2 + 2H
∑

n≤M

|an|2
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≤ (300C2 + 5)H
∑

n≤M

|an|2.

S2 ≤
∑

m≤M,n≥N

|bmcn|
(

λm

λn

)A+2

≤
∑

m≤M,n≥N

|aman|
(

λm

λn

)A+2

≤
∑

m≤M,n≥N

mAH
rǫ
8 nAH

rǫ
8 (C2mn−1)A+2

≤ H
rǫ
4 C2A+4

∑

m≤M

m2A+2
∑

n≥N

n−2

≤ H
rǫ
4 +2A+3C2A+4 since

π2

6
− 1 < 1.

Now

S1 ≤
(

U log
λN

λM

)−r

2rS2

and

log
λN

λM
≥ 1

2
λN − λM

λM
≥ (2C2M)−1,

U log

(

λN

λM

)

≥ (2C2)−1H
ǫ
2 .

Thus49

|J2| ≤
2B2

U10
+ 54B(300C2 + 5)HU−1

∑

n≤M

|an|2

(H + 64B2)H−
rǫ
4 +2A+32r (2C2)rC2A+4

+ 16B2 Exp
(

− U
8B

)

H
rǫ
4 +2A+3C2A+4.(Notea1 = λ1 = 1).

So

(r + 5)U + 100C2H1−ǫ + 2|J2|
















∑

n≤M

|an|2
















−1
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≤ (r + 5)H1− ǫ2 + 100C2H1−ǫ + 100Br log logK1

+
4B2

H5
+ 108B(300C2 + 5)H

ǫ
2 + 128(2r )(2C2)r B2H2A+4−50AC2A+4

+ 32B2C2A+4r!(8B)r H2A+3+ rǫ
2 −

r
2

≤ 100Br log logK1 + rC2H1− ǫ4

{

r + 5

rC2H
ǫ
4
+

100C2

H
3ǫ
4

+
4B2

H5

+
108B(300C2 + 5)

H1− 3ǫ
4

+ 128(2r )(2C2)r B2H−1C2A+4

+32B2C2A+4r!(8B)r H−1
}

≤ 100Br log logK1 + 10C2rH1− ǫ4 .

This completes the proof of the theorem. �

2.4 Second Main Theorem

We assume the same conditions as in the first main theorem except that
we change the definition ofU to U = H

7
8 + 50B log logK2. Then there

holds
∫ H

0
|F(it)|dt ≥ H − 10rH

7
8 − 100rB log logK2,

whereK2 = K + 1.

Corollary . Let A and C be as in the introduction§ 2.1, |an| ≤ (nH)A.

Then F(s) =
∞
∑

n=1
anλ
−s
n is analytic inσ ≥ A+ 2. Let K ≥ 30,

H ≥ (3456000A2C3)640000A + (240000A)20 log log(K + 1),

and that there exist T1,T2 with 0 ≤ T1 ≤ H
7
8 , H − H

7
8 ≤ T2 ≤ H, such 50

that uniformly inσ ≥ 0 we have

|F(σ + iT1)| + |F(σ + iT2)| ≤ K

where F(s) is assumed to be analytically continuable in(σ ≥ 0, 0 ≤ t ≤
H). Then

1
H

∫ H

0
|F(it)|dt ≥ 1− 8000AH−

1
8 − 240000A2H−1 log log(K + 1).
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The corollary is obtained by puttingǫ = 1
2, r = 800A in the second

main theorem.

Remark. Conditions likeH ≥ (r + 5)U, U ≥ 270(16B)2 are taken care
of by the inequality forH.

Proof. We have,

∫ H

0
|F(it)|dt ≥ U−r

∫ U

0
dur . . .

∫ U

0
du1

∫ H−(r+3)U+λ

2U+λ
|F(it)|dt

≥ U−r Re

(∫ U

0
dur . . .

∫ U

0
du1

∫ H−(r+3)U+λ

2U+λ
F(it)dt

)

= U−r Re

{∫ U

0
dur . . .

∫ U

0
du1

∫ H−(r+3)U+λ

2U+λ
(1+ A(−it)B(it))dt

}

(whereA(s) ≡ 1 (i.e. a1 = 1 = M) andB(s) = F(s) − 1) = J1 + ReJ2

say. ClearlyJ1 ≥ H − (r + 5)U. For J2 we use the main lemma.

|J2| ≤
2B2

U10
+

54B
U

∫ H

0
|g(it)|dt + (H + 64B2)S1 + 16B2 Exp

(

− U
8B

)

S2.

(2.4.1)
As in the proof of the first main theorem we can assume

∫ H

0
|F(it)|dt ≤ H

and so
∫ H

0
|g(it)|dt ≤ 2H. We have|g(s)| ≤ K + 1 = K2. Now

S2 ≤ H
rǫ
4 +2A+3C2A+4,

andU log
(

λN
λM

)

= U logλ2 ≥ (2C)−1U,

S1 ≤ 2rS2(U logλ2)−r ≤ 2rS2((2C)−1U)−r .

This shows that

(r + 5)U + |J2|

≤ (r + 5)U +
2B2

U10
+

54B
U

2H +
(H + 64B2)

(2C−1U)r
2rC2A+4H

rǫ
4 +2A+3

16B2 Exp
(

− U
8B

)

H
rǫ
4 +2A+3C2A+4
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≤ 100rB log logK2 + rH
7
8

{

r + 5
r
+

2B2

rH
69
8

+
108B

H
3
4

}

+ (H + 64B2)2rC2A+4H
rǫ
4 +2A+3+ r

16−(r+1)7
8

+ 16B2C2A+4(8B)rr!H
rǫ
4 +2A+3− 7r

8

≤ 10rH
7
8 + 100rB log logK2,

whenH satisfies the inequality of the theorem. � 51

2.5 Third Main Theorem

Let {an} and{λn} be as in the introduction and|an| ≤ (nH)A whereA ≥ 1

is an integer constant. ThenF(s) =
∞
∑

n=1
anλ
−s
n is analytic inσ ≥ A + 2.

SupposeF(s) is analytically continuable inσ ≥ 0. Assume that (for
someK ≥ 30) there existT1 andT2 with 0 ≤ T1 ≤ H

7
8 , H − H

7
8 ≤ T2 ≤

H such that|F(σ+ iT1)|+ |F(σ+ iT2)| ≤ K uniformly in 0≤ σ ≤ A+ 2.
Let

H ≥ (4C)9000A2
+ 520000A2 log logK3.

Then

∫ H

0
|F(it)|2dt ≥

∑

n≤αH

(H − (3C)1000AH
7
8 − 130000A2 log logK3 − 100C2n)|an|2,

whereα = (200C2)−12−8A−20 and

K3 =

















∑

n≤H

|an|λB
n

















K +

















∑

n≤H

|an|λB
n

















2

.

Corollary . Let A and C be as in the introduction§ 2.1, |an| ≤ (nH)A. 52

Then F(s) =
∞
∑

n=1
anλ
−s
n is analytic inσ ≥ A + 2. Let K ≥ 30, K2 =

(HC)12AK,

H ≥ (4C)9000A2
+ 520000A2 log logK2,
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and that there exist T1,T2 with 0 ≤ T1 ≤ H
7
8 , H − H

7
8 ≤ T2 ≤ H, such

that uniformly inσ ≥ 0 we have

|F(σ + iT1)| + |F(σ + iT2)| ≤ K,

where F(s) is assumed to be analytically continuable in(σ ≥ 0, 0 ≤ t ≤
H). Then

1
H

∫ H

0
|F(it)|2dt ≥

∑

n≤αH

(1− (3C)1000AH−
1
8 − 130000A2H−1 log logK2

−100C2H−1n)|an|2,

whereα = (200C2)−12−8A−20.

To prove this theorem we need the following two lemmas.

Lemma 2.5.1. In the interval[αH, (1600C2)−1H] there exists an X such
that

∑

X≤n≤X+H
1
4

|an|2 ≤ H−
1
4

∑

n≤X

|an|2,

provided H≥ 21000A2
C50A.

Proof. Assume that such anX does not exist. Then for allX in [αH,
(1600C2)−1H],

∑

X≤n≤X+H
1
4

|an|2 > H−
1
4

∑

n≤
∑

|an|2. (2.5.1)

Let L = αH, I j = [2 j−1L, 2 jL] for j = 1, 2, . . . 8A + 17. Also let I0 =

[1, L]. PutS j =
∑

n∈I j

|an|2( j = 0, 1, 2, . . . , 8A + 17). For j ≥ 1 divide the

intervalI j into maximum number of disjoint sub-intervals each of length53

H
1
4 (discarding the bit at one end). Since the lemma is assumed tobe

false the sum over each sub-interval is≥ H−
1
4 S j−1. The number of sub-

intervals is≥ [2 j−1LH−
1
4 ] − 1 ≥ 2 j−2LH−

1
4 (provided 2j−1LH−

1
4 − 2 ≥

2 j−2LH−
1
4 , i.e. 2j−2LH−

1
4 ≥ 2 i.e. αH

3
4 ≥ 4 i.e. H ≥ (4α−1)

4
3 ). It
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follows that S j ≥ 2 j−2LH−
1
2 S j−1. By induction S j ≥ (1

2LH−
1
2 ) jS0.

SinceS0 ≥ 1 we have in particular

S8A+17 ≥
(

1
2
αH

1
2

)8A+17

≥
(

1
2
α

)8A+17

H4A+ 1
2 ·17.

On the other hand

S8A+17 =
∑

α1H≤n≤α2H

|an|2 ≤
∑

n≤α2H

(nH)2A,

whereα1 = 16−1(200C2)−1 andα2 = 8−1(200C2)−1. ThusS8A+17 ≤
H4A+1. Combining the upper and lower bounds we are led to

H
1
2 ·15 ≤ (2α−1)8A+17 (2.5.2)

providedH ≥ (4α−1)
4
3 (the latter condition is satisfied by the inequality

for H prescribed by the Lemma). But (2.5.2) contradicts the inequality
prescribed forH by the lemma. This contradiction proves the Lemma.

�

From now on we assume thatX is as given by Lemma 2.5.1.

Lemma 2.5.2.LetĀ(s) =
∑

n≤X
anλ
−s
n , E(s) =

∑

X≤n≤X+H
1
4

anλ
−s
n and B(s) =

F(s) − Ā(s) − E(s). Clearly inσ ≥ A+ 2 we have B(s) =
∑

n≥X+H
1
4

anλ
−s
n .

Let H ≥ 21000A2
C50A, U = H

7
8 + 100B log logK3, K3 ≥ 30 and H ≥

(2r + 5)U. Then we have the following five inequalities.

(a)
∫ H

0 |Ā(it)|2dt ≤ 100C2H
∑

n≤X
|an|2,

(b)
∫ H−(r+3)U
2U+rU

|Ā(it)|2dt ≥ ∑

n≤X
(H − (2r + 5)U − 100C2n)|an|2,

(c)
∫ H

0
|E(it)|2dt ≤ 100C2H

3
4

∑

n≤X
|an|2, 54

(d)
∫ H

0
|B(it)|2dt ≤ 1000C2H

∑

n≤X
|an|2, and finally
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(e)
∫ H

0 |A(−it)B(it)|dt ≤ 400C2H
∑

n≤X
|an|2,

where (d) and (e) are true provided

∫ H

0
|F(it)|2dt ≤ H

∑

n≤X

|an|2.

Proof. The inequalities (a) and (b) follow from the Montgomery - Vau-
ghan theorem. From the same theorem

∫ H

0
|E(it)|2dt ≤

∑

X≤n≤X+H
1
4

(H + 100C2n)|an|2

≤ 100C2H
∑

X≤n≤X+H
1
4

|an|2

and hence (c) follows from Lemma 2.5.1. Since

|B(it)|2 ≤ 9(|F(it)|2 + |Ā(it)|2 + |E(it)|2)

the inequality (d) follows from (a) and (c). Lastly (e) follows from (a)
and (d). Thus the lemma is completely proved. �

We are now in a position to prove the theorem. We write (with
λ = u1 + u2 + . . . + ur as usual)

∫ H

0
|F(it)|2dt ≥ U−r

∫ U

0
dur . . .

∫ U

0
du1

∫ H−(r+3)U+λ

2U+λ
|F(it)|2dt

(where (r+5)U ≤ H and 0≤ ui ≤ U. In fact we assume (2r+5)U ≤ H).
Now55

|F(it)|2 ≥ |Ā(it)|2 + 2 Re(A(−it)B(it)) + 2 Re(A(−it)E(it)) + 2 Re(B̄(−it)E(it)),

whereB̄(s) is the analytic continuation of
∑

n≥X+H
1
4

anλ
−s
n . Accordingly

∫ H

0
|F(it)|2dt ≥ J1 + J2 + J3 + J4 (2.5.3)
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where

J1 =

∫ H

0
|Ā(it)|2dt, J2 = 2 Re

∫ H

0
(A(−it)B(it))dt,

J3 = 2 Re
∫ H

0
(A(−it)E(it))dt andJ4 = 2 Re

∫ H

0
(B̄(−it)E(it))dt.

By Lemma 2.5.2 (b), we have,

J1 ≥
∑

n≤X

(H − (2r + 5)U − 100C2n)|an|2.

Also by Lemma 2.5.2 ((a) and (c)), we have,

|J3| ≤ 2
∫ H

0
|A(−it)E(it)|dt ≤ 200C2H

7
8

∑

n≤X

|an|2.

Similarly by Lemma 2.5.2 ((c) and (d)),

|J4| ≤ 800C2H
7
8

∑

n≤X

|an|2.

For J2 we use the main lemma. We chooseU = H
7
8 + 100B log logK3.

We haveg(s) = A(−s)B(s). We have

|g(s)| ≤
















∑

n≤H

|an|λB
n

















K +

















∑

n≤H

|an|λB
n

















2

= K3.

By Lemma 2.5.2 ((e)) we have 56

∫ H

0
|g(it)|dt ≤ 400C2H

∑

n≤X

|an|2.

Again

S2 ≤
∑

m≤X,n≥X+H
1
4

|am||an|
(

λm

λn

)A+2
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∑

m≤X,n≥X+H
1
4

(mH)A(nH)A(C2mn−1)A+2

≤ C2A+4H4A+3.

Putx = λN
λM
− 1 whereN =

[

X + H
1
4

]

, M = [X]. Then 0< x < 2c(n−M)
c−1M <

3C2H
1
4

αH < 1
2 under the conditions onH imposed in the theorem. Hence

U log

(

λN

λM

)

≥ U
2

(

λN − λM

λM

)

≥ U
2

(

N − M − 3
C2M

)

≥ 1
2

H
7
8















H
1
4 − 3

C2H















≥ H
1
8

3C2
,

(under the conditions onH imposed in the theorem). Thus

S1 ≤ 2rS2H−
r
8 (3C2)r .

We chooser = 100A + 100 and check thatU ≥ 270(16B)2, and that
H ≥ (2r + 5)U. Thus by applying the main Lemma we obtain

|1
2

J2| ≤














2B2

U10
+

54B
U

(400C2H) +
(H + 64B2)2rC2A+4H4A+3

((3C2)−1H
1
8 )r

+16B2 Exp
(

− U
8B

)

C2A+4H4A+3
∑

n≤X

|an|2.

Hence
∫ H

0
|F(it)|2 ≥

∑

n≤αH

(H − D − 100C2n)|an|2,

where

D = (2r + 5)U + 1000C2H
7
8 +

4B2

U10
+

43200C2BH
U
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+ (H + 64B2)2r+1C2A+4(3C2)r H4A+3− r
8

+ 32B2 Exp
(

− U
8B

)

C2A+4H4A+3

< 130000A2 log logK3 + 405AH
7
8 + 1000C2H

7
8 + 36A2H

7
8

+ 43200C2(3A)H
7
8

+ 600A2H(2100A+101)C2A+43100A+100C200A+200H4A+3−12A−12

+ 300A2C2A+4(720)(56)(24A)8H
7
8

≤ 130000A2 log logK3 + H
7
8
{

405A + 1000C2 + 36A2 + 129600AC2

+600A2C406A3401A + 358A10C6A
}

≤ 130000A2 log logK3 + (3C)1000A.

This proves the theorem completely. 57

Notes at the end of Chapter II

The previous history of the fundamental theorems proved in this
chapter is as follows. In 1928 E.C. Titchmarsh proved (see Titchmarsh’s
book [100] p. 174 and also E.C. Titchmarsh [103]) that for every fixed
integerk ≥ 1 and anyδ > 0, we have

δ

∫ ∞

0
|ζ

(

1
2
+ it

)

|2ke−δtdt≫
(

log
1
δ

)k2

,

where the constant implied by≫ depends only onk. Later these ideas
were developed by the author to proveΩ-theorems for short intervals
on the lineσ = 1

2,
1
2 < σ < 1, and onσ = 1 (see K. Ramachan-

dra [69]). These were taken up again by the author who introduced
“TITCHMARSH SERIES” and proved very general theorems which
gave

1
H

∫ T+H

T
|ζ

(

1
2
+ it

)

|2kdt≫ (log H)k2
, (k ≥ 1 fixed integer),

whereH ≫ log logT and at the same time gaveΩ-theorems for short 58
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intervals on the said lines. These results were presented bythe author in
Durham Conference (1979) (See K. Ramachandra, [70]). The three fun-
damental theorems proved in this chapter are due to R. Balasubramanian
and K. Ramachandra. (See R. Balasubramanian and K. Ramachandra,
[10], [9] and also R. Balasubramanian, [2]). The word Titchmarsh’s
phenomenon is used to mean the swayings of|ζ(s)| ast varies andσ is
fixed.



Chapter 3

Titchmarsh’s Phenomenon

3.1 Introduction

We have used the term “TITCHMARSH’S PHENOMENON” for the59

swayings of|ζ(σ + it)| asσ is fixed andt varies. More generally we
consider the swayings of|(ζ(σ + it))z|(= fσ(t) say) wherez = eiθ, θ and
σ being constants (with12 ≤ σ ≤ 1 and 0≤ θ < 2π; we will always use
z for eiθ). First of all a remark about extendingσ to be a constant with
σ < 1

2. By the functional equation (see equation (4.12.3) on page 78 of
E.C. Titchmarsh [100]), we obtain fort ≥ 20 andσ < 1

2,

fσ(t) = |(ζ(σ + it))z| ≍












( t
2π

)( 1
2−σ) Cosθ+t Sinθ

e−t Sinθ













|(ζ(1− σ − it))z|,

and so RH impliesfσ(t) → ∞ as t → ∞ provided that 0≤ θ < π,
(because log|(ζ(1−σ− it))z| = Re log(ζ(1−σ− it))z = o(log t) if σ < 1

2;
see equation (14.2.1) on page 336 of E.C. Titchmarsh [100]).Also when
π ≤ θ < 2π we havez = −eiφ where 0≤ φ < π. Hence (on RH) when
π ≤ θ < 2π andσ < 1

2, we havefσ(t)→ 0 ast → ∞. The main question
which we ask in this chapter is this: Let us fixσ in 1

2 ≤ σ ≤ 1, and put

f (H) = min
|I |=H

max
t∈I

fσ(t).

Then doesf (H) → ∞ asH → ∞? If so can we obtain an asymptotic
formula for f (H)? We obtain a completely satisfactory answer ifσ = 1.

63
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Putλ(θ) =
∏

p
λp(θ) where

λp(θ) =

(

1−
1
p

)



















√

1−
Sin2 θ

p2
−

Cosθ
p



















−Cosθ

Exp

(

SinθSin−1

(

Sinθ
p

))

.

Then we prove that

| f (H)e−γ(λ(θ))−1 − log logH| ≤ log log logH +O(1).

(Putting θ = 0 andπ we obtain stronger forms of two results due to60

earlier authors. For the earlier history see Theorems 8.9(A) and 8.9(B)
on page 197 and also pages 208 and 209 of E.C. Titchmarsh [100]).
However we are completely in the dark if1

2 ≤ σ < 1. We can only
prove that ifT ≥ H ≥ C log logT whereC is a certain positive constant,
then

max
T≤t≤T+H

fσ(t) >























Exp
(

3
4

√

log H
log logH

)

if σ = 1
2;

Exp
(

ασ(log H)1−σ

log logH

)

if 1
2 < σ < 1,

whereασ is a certain positive constant. The result just mentioned does
not need RH ifθ = 0. But we need RH if 0< θ < 2π. Whenσ = 1 our
results are completely satisfying since the results are allfree from RH.
It may also be mentioned (see the two equations proceeding (1.1.1)) that
we do not need RH in proving (that ifσ < 1

2)

max
|t−t0|≤C(ǫ)

|ζ(σ + it)| ≫ t
1
2−σ−ǫ
0

whereC(ǫ) depends only onǫ(0 < ǫ < 1), and is positive. But RH gives
|ζ(σ+it)| ≫ t

1
2−σ−ǫ . The results (with the conditionT ≥ H ≥ C log logT

mentioned above will be proved by an application of the corollary to the
third main theorem (in§ 2.5) and will form the substance of§ 3.2 and
§ 3.3. However we include in§ 3.3 some other “Upper bound results”
regarding the maximum offσ(t) over certain intervals still with12 < σ <

1). These results will also be used in the proof of the result on σ = 1,
which forms the subject matter of§ 3.4.
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A new approach to the simpler question (than whetherf (H) → ∞
and so on) is due to H.L. Montgomery. He developed a method of prov-
ing anΩ result for fσ(t) namely

f 1
2
(t) = Ω

















Exp

















1
20

√

log t
log logt

































onRH,

and 61

fσ(t) = Ω

















Exp

















1
20

(

σ − 1
2

)
1
2 (log t)1−σ

(log logt)σ

































if
1
2
< σ < 1

the latter being independent of R.H. In theΩ result in 1
2 < σ < 1

it is possible (using Montgomery’s method) to replacec(σ − 1
2)

1
2 by

c(σ − 1
2)

1
2 (1 − σ)−1. The method also succeeds in gettingΩ results for

Re(eiθζ(1 + it)). For references to these results see the notes at the end
of this chapter.

3.2 On The lineσ = 1
2

As a first theorem we prove

Theorem 3.2.1(on RH). Let z = eiθ whereθ is a constant satisfying
0 ≤ θ < 2π. If H ≤ T and H(log logT)−1 exceeds a certain positive
constant, then

max
T≤t≤T+H

|(ζ(1
2
+ it))z| ≥ Exp

















3
4

√

logH
log logH

















.

Remark 1. We do not readRH if z= 1.

Remark 2. We prove the theorem with a certain positive constant< 3
4

in place of3
4. Replacing Lemma 3.2.2 of the present section by a more

powerful lemma due to R. Balasubramanian we get3
4. See the notes at

the end of this chapter.
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Lemma 3.2.1.Given any t≥ 10there exists a real numberτwith |t−τ| ≤
1, such that

ζ′(σ + iτ)
ζ(σ + iτ)

= ((log t)2) (3.2.1)

uniformly in−1 ≤ σ ≤ 2. Hence

logζ(σ + iτ) = O((log t)2) (3.2.2)

uniformly in−1 ≤ σ ≤ 2.

Proof. See Theorem 9.6(A), page 217 pf E.C. Titchmarsh [100].�

Lemma 3.2.2. Let

F(s) =

(

ζ

(

1
2
+ s

))kz

=

∞
∑

n=1

an

ns (σ ≥ 2), (3.2.3)

where k≥ 10000is any integer. Let x≥ 1000,62

∏

k3≤p≤k4

(

1+
k2

ps

)

=

∞
∑

n=1

bn

ns . (3.2.4)

Then

∑

n≤x

bn

n
≤

∑

n≤x

|an|2, (3.2.5)

∏

k3≤p≤k4

(

1+
k2

p

)

> Exp(k2 log
5
4

), (3.2.6)

and
∏

k3≤p≤k4

(

1+
k2

p1+δ

)

< Exp(k2e−C1), (3.2.7)

whereδ = C1
logk and C1 is any positive constant. Also

∑

n≤x

bn

n
> Exp

(

k2 log
5
4

)

− xδ
∑

n>x

bn

n1+δ
(3.2.8)



On The lineσ = 1
2 67

>
1
2

Exp

(

k2 log
5
4

)

(3.2.9)

provided

k ≥ C2

(

log x
log logx

)
1
2

(3.2.10)

where C2 is a positive constant.

Proof. The equation (3.2.5) is trivial. The equations (3.2.6) and (3.2.7)
follow from log(1+ y) < y and log(1+ y) > y− 1

2y2 for 0 < y < 1. The
equation (3.2.8) is trivial whereas (3.2.9) follows ifxδ ≤ Exp(k2e−C1)
andC1 is large. This leads to the condition (3.2.10) for the validity of
(3.2.9). �

Lemma 3.2.3. We have, with k= [C3(logH)
1
2 (log logH)−

1
2 ],

















1
2

∑

n≤αH

|an|2
















1
2k

> Exp(k log(100/99)) (3.2.11)

whereα is an in corollary to the third main theorem (see§ 2.5) and C3 63

is a certain positive constant.

Proof. Follows from (3.2.5), (3.2.9) and (3.2.10). �

Lemma 3.2.4. The condition|an| < (nH)A is satisfied for some integer
constant A> 0.

Proof. Trivial since, for largeH, we have

|an|
n2
≤
∞
∑

n=1

|an|
n2
≤
∞
∑

n=1

dk(n)
n2
= (ζ(2))k ≤ H2.

Lemmas 3.2.1, 3.2.2, 3.2.3 and 3.2.4 complete the proof of Theorem
3.2.1, since by Lemma 3.2.1 we have

(ζ(σ + it))z = Exp(O((log t)2))

(

σ ≥ 1
2

)

(3.2.12)

on two suitable lines (necessary for the application of the third main
theorem)t = t1 and t = t2. (It is here that we need the condition that
H(log logT)−1 should exceed a large positive constant). �
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Theorem 3.2.2(On RH). For all H exceeding a suitable positive con-
stant, we have,

max
σ≥ 1

2

max
T≤t≤T+H

|(ζ(σ + it))z| > Exp

















3
4

√

log H
log logH

















,

z being as in Theorem 3.2.1.

Remark . As in Theorem 3.2.1 we do not need RH ifz = 1. Also the
previous remark regarding the constant3

4 stands.

Proof. Assume that Theorem 3.2.2 is false. Then

max
σ≥ 1

2

max
T≤t≤T+H

|(ζ(σ + it))z| < H.

This is enough to prove (by the method of proof of Theorem 3.2.1) that64

onσ = 1
2 + (log H)−1 we have

max
T≤t≤T+H

|(ζ(σ + it))z| > Exp

















3
4

√

log H
log logH

















.

This completes the proof of Theorem 3.2.2. �

If we are particular about the lineσ = 1
2 (and smallerH than in

Theorem 3.2.1) we have

Theorem 3.2.3.From the interval[T, 2T] we can exclude T(logT)−20

intervals of length(logT)2 with the property that in the remaining in-
tervals I, we have

max
s∈( 1

2 ,∞)×I
|ζ(s)|2 ≤ (logT)30. (3.2.13)

Let H ≤ (logT)2 and I0 be any interval of length H contained in I. Then
for z= eiθ, we have

max
t∈I0

|(ζ(1
2
+ it))z| > Exp

















3
4

√

log H
log logH
















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provided only that H(log log logT)−1 exceeds a suitable positive con-
stant and z= 1. If z , 1, then we have to assume RH and to replace1

2
by 1

2 + (log logT)−1.

Remark 1. The previous remark about the constant3
4 stands. The ques-

tion of proving Theorem 3.2.3 (whenz , 1) without replacing1
2 by

1
2 + (log logT)−1 is an open question.

Remark 2. We can forz, 1 replace1
2 by 1

2 + (log logT)−1000.

Remark 3. Theorems such as 3.2.1, 3.2.2 and 3.2.3 have applications to
the variation of argζ(s) over shortt-intervals.

3.3 On the Lineσ with 1
2 < σ < 1

As a simple application of the corollary to the third main theorem (see
§ 2.5) we first prove Theorems 3.3.1, 3.3.2, and 3.3.3 to follows. 65

Theorem 3.3.1.Let fσ(t) = |(ζ(σ+ it))z|where z= eiθ and T
1
3 ≤ H ≤ T.

Then for1
2 < α < 1, there holds

max
T≤t≤T+H

fα(t) > Exp

(

C1
(log H)1−α

log logH

)

where C1 is a certain positive constant.

Remark . If z = 1 then the restriction onH can be relaxed toH ≤ T
and thatH(log logT)−1 shall be bounded below by a certain positive
constant. However whenz , 1, we need to assume RH to uphold the
corresponding result.

Theorem 3.3.2(on RH). For all H exceeding a suitable positive con-
stant, we have, for12 < α < 1,

max
σ≥α

max
T≤t≤T+H

|(ζ(σ + it))z| > Exp

(

C1
(logH)1−α

log logH

)

z and C1 being as before.
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Remark. If z= 1 RH is not necessary.

Theorem 3.3.3.Divide [T, 2T] into abutting intervals I of fixed length
H (ignoring a bit at one end) where H exceeds a sufficiently large con-
stant and H(log logT)−1 is bounded above by any fixed constant. Then
there exists a positive constantβ′ such that with the exception of T(Exp
Exp(β′H))−1 intervals I, we have,

max
t∈I
|(ζ(α + it))z| > Exp

(

C1
(logH)1−α

log logH

)

where as usual z= eiθ.

Remark 1. Note that this theorem does not depend on RH.

Remark 2. We can replace [T, 2T] by [T,T + T
1
3 ]. The number of ex-

ceptions will then beT
1
3 (Exp Exp(β′H))−1.

First we give details of proof for Theorem 3.3.1 and then briefly66

sketch the proof of Theorem 3.3.3. The proof of Theorem 3.3.2is simi-
lar to that of Theorem 3.2.2. We begin with

Lemma 3.3.1. Let 1
2 ≥ β ≤ 1 and H= T

1
3 . Then the number of zeros of

ζ(s) in (σ ≥ β, T ≤ t ≤ T + H) is

≪ H4(1−β)/(3−2β)(logT)100 (3.3.1)

where the constant implied by the Vinogradov symbol≪ is absolute.

Proof. This is a consequence of a deep result of R. Balasubramanian [3]
on the mean square of|ζ(1

2 + it)|. (See Theorem 6 on page 576 of his
paper; see also K. Ramachandra [65]). �

Lemma 3.3.2.Letα andβ be constants satisfying12 < β < α < 1. Then
there exists a t-interval I contained in T≤ t ≤ T+H of length Tδ (where
δ > 0 depends only onα andβ) such that the region(σ ≥ β, t ∈ I ) is free
from zeros ofζ(s).

Proof. Follows from lemma 3.3.1. �
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Lemma 3.3.3.Let I0 denote the t-interval obtained from I by removing,
on both sides, intervals of length1100Tδ. Then in(σ ≥ α, t ∈ I0), we
have,

logζ(s) = O(logT)

Proof. Follows by Borel-Caratheodory Theorem (see Theorem 1.6.1).
�

Lemma 3.3.4. We apply the corollary to the third main theorem (see§
2.5) to the interval I0 in place of T≤ t ≤ T +H. Then (with z= eiθ), we
have,

max
(σ=0,t∈I0)

|(ζ(α + s))z| ≥
(

1
2
|an|2

) 1
2k

(3.3.2)

where n is any integer not exceedingα′H whereα′ is theα of the corol-
lary to the third main theorem and k≥ 1000 is O(logH) and the num-
bers an are defined by 67

F(s) = (ζ(α + s))kz =

∞
∑

n=1

an

ns . (3.3.3)

Proof. It is easily seen (as before) that the conditions for the application
of the corollary to the third main theorem are satisfied. �

Lemma 3.3.5. Let
n =

∏

p (3.3.4)

where p runs over all the primes in the interval[( k
4)

1
α , ( k

2)
1
α ]. Then

|an|2 ≥ Exp















C1k
1
α

logk















where C1 is a positive constant.

Proof. Note thatk2p−2α is bounded below by a constant> 1 and that
the number of primes in (3.3.4) is≫ k

1
α (logk)−1. This proves Lemma

3.3.4. �
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Lemma 3.3.6. Let k= [C2(log H)α] where C2 > 0 is a small constant.
Then, we have,

n ≤ α′H, (3.3.5)

and so RHS of 3.3.2 exceeds

Exp

(

C3(log H)1−α

log logH

)

(3.3.6)

where C3 > 0 is a constant.

Theorem 3.3.1 follows from (3.3.2) and (3.3.6). We now briefly
sketch the proof of Theorem 3.3.3. Letβ be a constant satisfying12 <

β < α < 1. The number of zeros ofζ(s) in (σ ≥ β,T ≤ t ≤ 2T) is
< T1−δ for some positive constantδ. Omit those intervalsI for which
(σ ≥ β, t ∈ I ) contains a zero ofζ(s). (The number of intervals omitted
is ≤ T1−δ). Denote the remaining intervals byI ′. For these, we have, by68

standard methods (see Theorem 1.7.1) the inequality
∑

I ′
max

σ≥β,t∈I ′
|ζ(σ + it)|2 ≪ T

and so the number of intervalsI ′ for which the maximum exceeds Exp
Exp(2β′H) does not exceedT(Exp Exp(2β′H))−1. Omit these also. Call
the remaining intervalsI ′′. Applying Borel-Caratheodory theorem (see
Theorem 1.6.1), we find that for suitablet-intervals at both ends of
I ′′ and σ ≥ α we have logζ(s) = O(Exp(2β′H)) and so (ζ(s))z =

O(Exp Exp(2β′H)). We can now apply the corollary to the third main
theorem to obtain Theorem 3.3.3 since plainly the number of omitted
intervals is

≤ T1−δ + T(Exp Exp(2β′H))−1 ≤ T(Exp Exp(β′H))−1

if β′ is small enough.
In the remainder of this section namely§ 3.3, we concentrate on

proving the following theorem. (For the history of this theorem and
other interesting results see R. Balasubramanian and K. Ramachandra
[12]). This theorem will be used in§ 3.4. For the sake of convenience
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we adopt the notation of the paper of R. Balasubramanian and myself
cited just now and whenever we apply this theorem we take careto see
that there is no confusion of notation.

Theorem 3.3.4.Letα be a fixed constant satisfying12 < α < 1 and E>

1 an arbitrary constant. Let C≤ H ≤ T/100 and K = Exp
(

D log H
log logH

)

where C is a large positive constant and D an arbitrary positive con-
stant. Then there are≥ TK−E disjoint intervals I of length K each,
contained in[T, 2T] such that

(log K)1−α

(log logK)α
≪ max

t∈I
| logζ(α + it)| ≪ (log K)1−α

(log logK)α
.

Furthermore

max
σ≥α,t∈I

| logζ(σ + it)| ≪ (log K)1−α

(log logK)α
.

Remark . Here as elsewhere logζ(s) is the analytic continuation along69

lines parallel to theσ-axis (we chose those and only those lines which
do not contain a zero or a pole ofζ(s)) of logζ(s) in σ ≥ 2.

We first outline the proof of this theorem and reduce it to the proof of
Theorem 3.3.5 and 3.3.6 below. Letβ0, β1 andβ be constants satisfying
1
2 < β0 < β1 < β < α < 1. It is well-known that

1
T

∫ 2T

T
|ζ

(

1
2
+ it

)

|2dt = O(logT).

From this it follows that there are≫ TH−1 disjoint intervalsI0 for t
(ignoring a bit at one end) each of lengthH + 20(logH)2 contained in
[T, 2T] for which

∫

2≥σ≥β0

∫

t∈I0

|ζ(s)|2dtdσ ≪ H (3.3.7)

and
∫

t∈I0

|ζ(β1 + it)|2dt≪ H. (3.3.8)
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From (3.3.7) and (3.3.8) it follows by standard methods (explained in
my booklet on Riemann zeta-function published by RamanujanInsti-
tute, now using Jensen’s theorem see E.C. Titchmarsh [101] on page
125; See also Chapter 7 of the present book) thatN(β, IO) is the number
of zerosρ of ζ(s) with Reρ ≥ β and Imρ lying in I0. Hence if we di-
vide I0 into abutting intervals (ignoring a bit at one end)I1 each of length
Hθ+20(logH)2 wheeθ = δ

2, the number of intervalsI1 is∼ H1−θ. Out of
these we omit thoseI1 for which (σ ≥ β, t in I1) contains a zero ofζ(s).
(They are not more than a constant timesH1−δ in number). We now con-
sider a typical intervalI1 which is such that (σ ≥ β, t in I1) is zero-free.
Let us designate thist-interval by [T0−10(logH)2,T0+Hθ+10(logH)2].
Put

H1 = Hθ andk =

[

C1 logH
log logH

]

(3.3.9)

whereC1 is a small positive constant. Then we prove the following70

Theorem.

Theorem 3.3.5.We have,
∫ T0+H1

T0

| logζ(α + it)|2kdt > Ck
2A2k

k H1 (3.3.10)

and
∫ T0+H1

T0

| logζ(α + it)|4kdt < C2k
3 A4k

2kH1 < 24kC2k
3 A4k

k H1 (3.3.11)

where Ak = k1−α(logk)−α, and C2,C3 are positived constants indepen-
dent of C1.

Corollary. Divide [T0,T0+H1] into equal (abutting) intervals I each of
length K (neglecting a bit at one end). Then the number N of intervals
I for which

∫

I
| logζ(α + it)|2kdt >

1
4

Ck
2A2k

k K (3.3.12)

satisfies N≥ −1+ 1
16( C2

4C3
)2kH1K−1 and so, in these intervals

max
t∈I
| logζ(α + it)| ≫ Ak.
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Proof of the Corollary. PutJ =
∫

I
| logζ(α + it)|2kdt. Then

∑

1

J >
1
2

Ck
2A2k

k H1

since the contribution from the neglected bit is not more than K
1
2 (24k

C2k
3 A4k

k H1)
1
2 on using (3.3.11). Let

∑

1

J =
∑

I ,J≤ 1
4Ck

2A2k
k K

J

and
∑

2 the sum over the remaining intervalsI . Then
∑

2 J > 1
4Ck

2A2k
k H1. 71

Put
∑

2 1 = N. Then by Hölder’s inequality we have

1
4

Ck
2A2k

2 H1 < N
1
2















∑

2

J2















1
2

≤ N
1
2















∑

2

∫

I
| logζ(α + it)|4kdtK















1
2

≤ N
1
2 K

1
2 (24kC2k

3 A4k
k H1)

1
2 .

HenceN ≥ 1
16

(

C2
4C3

)2k
H1K−1. This proves the corollary.

Theorem 3.3.6. Let J1 be the maximum over(Res ≥ α, Im s in I) of
| logζ(s)|2k. Then with the notation introduced above and I= [a, b], we
have,

E2J1 ≤ (log H)2
∑

2

∫

α−1≤t≤b+1

∫

σ≥α−(log H)−1
| logζ(s)|2kdσ dt

≤ 2(logH)2
∫ ∫

T0−1≤t≤T0+H1+1
σ≥α−(log H)−1

| logζ(s)|2kdσ dt

≤ 2(logH)2Ck
4A2k

k H1, (3.3.13)

where C4 > 0 is independent of C1.
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Corollary. Of any N
2 of the summands J1 appearing in

∑

2 the minimum
J1 does not exceed

2(logH)2Ck
4A2k

k H1

−1+ 1
16( C2

4C3
)2kH1K−1

. (3.3.14)

Hence themax
t∈I
| logζ(α + it)| over those intervals I is≪ Ak.

Combining corollaries to Theorems 3.3.5 and 3.3.6, we have≥ −1+
1
32( C2

4C3
)2kH1K−1(= M say ) intervalsI contained inI1 for which there

holds
Ak ≪ max

t∈I
| logζ(α + it)| ≪ Ak. (3.3.15)

Now by choosingC1 small we haveM ≫ H1K−E whereH1 = Hθ and
the number of intervalsI1 is ∼ H1−θ. SinceI1 is contained inI0 and the
number of intervalsI0 is≫ TH−1 we have in all

HθK−EH1−θTH−1 = TK−E (3.3.16)

disjoint intervalsI of lengthK each, where (3.3.15) holds. This com-72

pletes the proof of Theorem 3.3.4 provided we prove Theorems3.3.5
and 3.3.6

We now develop some preliminaries to the proofs of Theorems 3.3.5
and 3.3.6. From (3.3.7) using the fact that the absolute value of an ana-
lytic function at a point does not exceed its mean-value overa disc (say
of radius (logH)−1) round that point as centre, we obtain

|ζ(s)| ≤ H2 in (σ ≥ β + (logH)−1,T0 − 9(logH)2 ≤ t ≤ T0 + H1 + 9(logH)2).

Hence in this region Re logζ(s) ≤ 2 logH. Now logζ(2 + it) = O(1)
and hence by Borel-Caratheodory theorem, we have,

logζ(s) = O(logH) in (σ ≥ 1
2

(α+β),T0−8(logH)2 ≤ t ≤ T0+H1+8(logH)2).

We now put
X = (log H)B (3.3.17)

whereB is a large positive constant. We have

∑

p

p−s Exp
(

− p
X

)

=
1

2πi

∫ 2+i∞

2−i∞
logζ(s+ w)XwΓ(w)dw+O(1)
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whereσ = α andT0 − 7(logH)2 ≤ t ≤ T0 + H1 + 7(logH)2. Here first
break off the portion| Im w| ≥ (logH)2 and move the rest of the line of
integration to Rew given by Re(s+ w) = 1

2(α + β). Also observe that

∑

p≥X2

p−s Exp
(

− p
X

)

= O(1).

Collecting our results we have (since|Γ(w+ 1)| ≪ Exp(−| Im w|)),

logζ(s) =
∑

p≤X2

p−s Exp
(

− p
X

)

+O(1) (3.3.18)

whereσ = α andT0 − 7(logH)2 ≤ t ≤ T0 + H1 + 7(logH)2. Let 73

X2k ≤ H
1
2
1 and



















∑

p≤X2

p−s Exp
(

− p
X

)



















k

=
∑

p≤X2k

ak(n)n−s = F(s),

(3.3.19)
say.

Then we have

|F(s)|2 ≤ (| logζ(s)| +C5)2k ≤ 22k| logζ(s)|2k + (2C5)2k, (3.3.20)

and also
| logζ(s)|2k ≤ 22k|F(s)|2 + (2C5)2k. (3.3.21)

We now integrate these equations fromt = T0 to t = T0 + H1. Also
we note that these inequalities are valid even when11

10 ≥ Res ≥ α −
(logH)−1, T0 − 6(logH)2 ≤ t ≤ T0 + H1 + 6(logH)2. Now inσ ≥ 11

10,
we have| logζ(s)| ≪ 2−σ and so

∫ ∫

σ≥ 11
10 ,T0−1≤t≤T0+H1+1

| logζ(s)|2kdσdt ≤ Ck
6

∫ ∫

2−2kσdσdt ≤ H1C
k
6.

(3.3.22)
Therefore in order to prove Theorem 3.3.6 it suffices to consider

22k
∫ ∫

|F(s)|2dσ dt + H1C
k
7 (3.3.23)
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where the area integral extends over
(

11
10
≥ Res≥ α − (logH)−1,T0 − 1 ≤ t ≤ T0 + H1 + 1

)

.

By a simple computation, we have sinceX2k ≤ H
1
2
1 ,

G(σ)≪ 1
H1

∫ T0+H1+1

T0−1
|F(s)|2dt≪ G(σ) (3.3.24)

where
G(σ) =

∑

n≤X2k

(ak(n))2n−2σ. (3.3.25)

Thus in order to prove Theorems 3.3.5 and 3.3.6, we see (by (3.3.20),74

(3.3.21), (3.3.24) and (3.3.25)) that we have to obtain upper and lower

bounds for (G(σ))
1

(2k) . (Things similar toG(σ) were first studied by
H.L. Montgomery. See the notes at the end of this chapter). Let p1 = 2,
p2 = 3, . . . , pk be the firstk primes. By prime number theorem

p1p2 . . . pk = Exp(pk +O(k)) = Exp(k logk + k log logk+O(k)).
(3.3.26)

Taking only the contribution toG(σ) from n = p1 . . . pk, we have, since
Exp(− pi

X ) ≥ 1
2(i = 1, 2, . . . , k),

(G(σ))
1

(2k) ≥
(

(k!)22−2k

(p1 . . . pk)2σ

)
1

(2k)

≫ k1−σ

(logk)σ
= Ak(σ) say. (3.3.27)

This proves the lower bound

G(σ) ≥ (Ak(σ))2kC2k
8 . (3.3.28)

As regards the upper bound we write

∑

p≤X2

p−s Exp
(

− p
X

)

=
∑

1

+
∑

2

(3.3.29)

where
∑

1 extends overp ≤ k logk and
∑

2 the rest.
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Note that

|F(s)|2 ≤ 22k|
∑

1

|2k + 22k|
∑

2

|2k. (3.3.30)

Put














∑

1















k

=

∞
∑

n=1

bk(n)
ns = F1(s) say, (3.3.31)

and














∑

2















k

=

∞
∑

n=1

ck(n)
ns = F2(s) say. (3.3.32)

By a simple computation we have

1
H1

∫ T0+H1+1

T0−1
|F1(s)|2dt≪ G1(σ) and

1
H1

∫ T0+H1−1

T0−1
|F2(s)|2dt≪ G2(σ)

(3.3.33)
where 75

G1(σ) =
∑ (bk(n))2

n2σ
≤

(

∑ bk(n)
nσ

)2

=



















∑

p≤k logk

p−σExp
(

− p
X

)



















2k

(3.3.34)
and

G2(σ) =
∑ (ck(n))2

n2σ
≤ k!

∑ ck(n)
n2σ

≤ k!



















∑

p≤k logk

p−2σ Exp
(

− p
X

)



















2k

.

(3.3.35)
If σ < 1, we have easily,

(G1(σ))
1

(2k) ≪ (k logk)1−σ

logk
=

k1−σ

(logk)σ
(3.3.36)

and by Stirling’s approximation tok! we have also

(G2(σ))
1

(2k) ≪ k
1
2

(

k(logk)1−2σ

logk

)
1
2

=
k1−σ

(logk)σ
. (3.3.37)
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This proves the upper bound

(G(σ))
1

(2k) ≪
(

1
H1

∫ T0+H1+1

T0−1
|F(s)|2dt

)

1
(2k)

≪ Ak(σ) (3.3.38)

which in turn gives an upper bound for (G(σ))
1

(2k) if β0 ≤ σ ≤ 1 − δ1

uniformly in σ for every small constantδ1 > 0. If 11
10 ≥ σ ≥ 1 − δ1 the

bounds for the area integral are negligible ifδ1 is small since it is

≤ 2

(

∑ ak(n)
nσ1

)2

≤ 2



















∑

p≤X2

p−σ1 Exp
(

− p
X

)



















2k

whereσ1 = 1− δ1.
This completes the proof of Theorems 3.3.5 and 3.3.6. Thus the

proof of Theorem 3.3.4 is complete.

3.4 Weak Titchmarsh series and Titchmarsh’s Phe-
nomenon on the lineσ = 1

The main object of this section is to prove the asymptotic formula for76

f (H) (of course withσ = 1). This is a long story and we will state it
as a theorem at the end of this section. We find it convenient tosplit up
this section into part A (weak Titchmarsh series), part B (application to
lower bound), part C (upper bound) and part D (the main theorem).

PART A

Weak Titchmarsh Series.Let 0 ≤ ǫ < 1, D ≥ 1, C ≥ 1 andH ≥ 10.
PutR = Hǫ . Let a1 = λ1 = 1 and{λn}(n = 1, 2, 3, . . .) be any sequence
of real numbers with1

C ≤ λn+1 − λn ≤ C(n = 1, 2, 3, . . .) and{an}(n =
1, 2, 3, . . .) any sequence of complelx numbers satisfying

∑

λn≤X

|an| ≤ D(log X)R
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for all X ≥ 3C. Then for complexs = σ + it(σ > 0) we define the an-

alytic functionF(s) =
∞
∑

n=1
anλ
−s
n as a weak Titchmarsh series associated

with the parameters occuring in the definition.

Theorem 3.4A.1 (FOURTH MAIN THEOREM). For a weak Titch-
marsh series F(s) with H ≥ 36C2Hǫ , we have

lim inf
σ→+0

∫ H

0
|F(σ + it)|dt ≥ H − 36C2Hǫ − 12CD.

Theorem 3.4A.2(FIFTH MAIN THEOREM). For a weak Titchmarsh
series F(s) with log H ≥ 4320C2(1− ǫ)−5, we have,

lim inf
σ→+0

∫ H

0
|F(σ + it)|2dt ≥

∑

n≤M

(

H − H
logH

− 100C2n

)

|an|2 − 2D2

where M= (36C2)−1H1−ǫ (log H)−4. 77

Remarks .The two theorems just mentioned have been referred to in
the published papers as the fourth and the fifth main theorems. (See the
notes at the end of this chapter). Theorem 3.4A.1 will be usedlater.

Proof of Theorem 3.4A.1We can argue withσ > 0 and then pass to
the limit asσ → +0. But formally the notation is simplified if we treat
as thoughF(s) is convergent absolutely ifσ = 0 and there is no loss of
generality. Letr be a positive integer and 0< U ≤ r−1H. Then since
|F(s)| ≥ 1+ Re(F(s)), we have (withλ = u1 + . . . + ur ),

∫ H

0
|F(it)|dt ≥ U−r

∫ U

0
dur . . .

∫ U

0
du1

∫ H−rU+λ

λ

|F(it)|dt

≥ U−r
∫ U

0
dur . . .

∫ U

0
du1

∫ H−rU+λ

λ

{1+ Re(F(it))}dt

≥ H − rU − 2r+1U−r J

whereJ =
∞
∑

n=2
|an|(logλn)−r−1. Now J = S0 +

∞
∑

j=1
S j whereS0 =

∑

λn≤3C

|an|(logλn)−r−1 and S j =
∑

3jC≤λn≤3j+1C
|an|(logλn)−r−1. In S0 we use
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λn ≥ λ2 ≥ 1 + C−1 and so (logλn)−r−1 ≤ (2C)r+1 and we obtain
S0 ≤ D(2C)r+1(3C)r . Also, we have,

S j ≤ D(log(3j+1C))R(log(3jC))−r−1

≤ D2R(log(3jC))R−r−1, (since 3j+1C ≤ (3 jC)2).

≤ D2R j−2 by fixing r = [3R].

Thus forr = [3R] we have

J ≤ D(2C)r+1(3C)R+ 2D2R, (since
∞
∑

j=1

j−2 < 2),

≤ 3D(2C)r+1(3C)R.

Collecting we have,78

2r+1U−r J ≤ 12CD(3C)R
(

4C
U

)r

≤ 12CD

(

12C2

U

)R

if U ≥ 4C

≤ 12CD by fixing U = 12C2.

The only condition which we have to satisfy isrU ≤ H which is secured
by H ≥ 36C2Hǫ . This completes the proof of Theorem 1.

Proof of Theorem 3.4A.2
We writeλ = u1 + . . . + ur , where 0≤ ui ≤ U and 0< U ≤ r−1H.

We putM1 = [M], A(s) =
∑

m≤M1

amλ
−s
m andB(s) =

∑

n≤M1+1
anλ
−s
n so that

F(s) = A(s)+B(s). For the moment we supposeM to be a free parameter
with the restriction 3≤ M ≤ H. We use

|F(it)|2 ≥ |A(it)|2 + 2 Re(A(it)B(it)).

Now by a well-known theorem of H.L. Montgomery and R.C. Vaughan
(see Theorems 1.4.1 and 1.4.2) we have

∫ H−rU+λ

λ

|A(it)|2dt ≥
∑

n≤M

(H − rU − 100C2n)|an|2.



Weak Titchmarsh series and Titchmarsh’s... 83

Next the absolute value of

2U−r
∫ U

0
dur . . .

∫ U

0
du1

∫ H−rU+λ

λ

(A(it)B(it))dt (3.4A.1)

does not exceed

2r+2U−r
∑

m≤M1,n≥M1+1

|amān|
(

log
λn

λm

)−r−1

≤ 2r+2U−r

















∑

m≤M1

|an|
































∑

n≥M1+1

|an|
(

log
λn

λM1

)r+1
















.

Here them-sum is≤ D(logλM1)
R ≤ D(log(3MC))R, sinceλM1 ≤ M1C ≤ 79

MC. It is enough to chooseM ≥ 1 for the bound for them-sum. The
n-sum can be broken up intoλn ≤ 3λM1 and 3jλM1 < λn ≤ 3 j+1λM1( j =
1, 2, 3, . . .). Let us denote these sums byS0 andS j . Now since

(

log
λn

λM1

)

≥
(

log
λM1+1

λM1

)

≥ log

(

1+
1

CλM1

)

≥ (2CλM1)
−1 ≥ (2C2M)−1,

we obtain

S0 ≤ D(log(3λM1))
R(2C2M)r+1 ≤ D(log(3MC))R(2C2M)r+1.

Also

S j ≤ D(log(3j+1λM1))
R( j log 3)−r−1

≤ D( j log 3+ log(3MC))R j−r−1

≤ 2RD( j log 3)R(log(3MC))R j−r−1

≤ 4RD(log(3MC))R j−2, if r ≥ R+ 1,

and so (since
∞
∑

j=1
j−2 < 2),















∑

m

. . .





























∑

n

. . .















≤ D2(log(3MC))R(log(3MC))RY
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(whereY = (2C2M)r+1 + 2(4R))

≤ D2(log(3MC))2R((2C2M)r+1 + 2(4R)).

Hence the absolute value of the expression (3.4A.1) does notexceed

D2(log(3MC))2R
(

(8C2M)

(

4C2M
U

)r

+ 2

(

4R

Ur

))r

(3.4A.2)

≤ D2



















8C2M

(

4C2M(log(3MC))2

U

)R+log(8C2M)

+ 2

(

4
U

)R


















if U ≥ 4C2M andr ≥ R+ log(8C2M). We putU = 12C2M(log(3MC))2

and obtain for (3.4A.2) the boundD2{1+ 1} ≤ 2D2. The conditions to
be satisfied areM ≥ 1 and

12C2M(log(3MC))2(R+ log(8C2M) + 1) ≤ H.

In fact we can satisfyUr ≤ H
log H by requiring80

12C2M(log(3MC))2(R+ log(8C2M) + 1) ≤ H
log H

.

This is satisfied if

36C2M(log(8C2M))3R≤ H(logH)−1.

Let 8C2M ≤ H. Then 36C2MR≤ H(log H)−4 gives what we want. We
chooseM = (36C2)−1H1−ǫ(log H)−4. Clearly this satisfies 8C2M ≤ H.
In order to satisfyM ≥ 1 we have to secure that

(36C2)−1 ((1− ǫ)(log H))5

120
(logH)−4 ≥ 1

i.e. logH ≥ 4320C2(1− ǫ)−5.
This completes the proof of Theorem 3.4A.2.
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PART B

The main result of part B is

Theorem 3.4B.1.We have (with z= eiθ)

min
T≥1

max
T≤t≤T+H

|(ζ(1+ it))z|

≥ eγλ(θ)(log logH − log log logH) +O(1), (3.4B.1)

where H≥ 10000and
λ(θ) =

∏

p

λp(θ) (3.4B.2)

and

λp(θ) =

(

1− 1
p

)

























√

p2 − Sin2 θ + Cosθ

p− p−1

























Cosθ

Exp

(

SinθSin−1
(

Sinθ
p

))

.

(3.4B.3)

Remark. Note that 81

























√

p2 − Sin2 θ + Cosθ

p− p−1

























Cosθ

=



















√

1− Sin2 θ

p2
− Cosθ

p



















−Cosθ

(3.4B.4)
The outline of the proof of this theorem is as follows. By Theorem

3.4A.2 withǫ = 1
3, k0 = kzandF(s) = (ζ(1+ s))k0 we have

1
H

∫ T+H

T
|(ζ(1+ it))k0 |2dt ≥ 1

2

∑

n≤H
1
4

|dk0(n)|2

n2
(3.4B.5)

uniformly in T ≥ 1, andk any positive integer satisfying 1≤ k ≤ logH,
providedH exceeds an absolute positive constant. Denote byS the RHS
of (3.4B.5). We prove (by considering “the maximum term” inS) the
following Theorem.
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Theorem 3.4B.2.We have

max
1≤k≤log H

(

S
1

(2k)

)

≥ eγλ(θ)(log logH − log log logH) +O(1). (3.4B.6)

Remark. This would complete the proof of Theorem 3.4B.1.
We select a single term ofS as follows. To start with we recall that

we have to impose 1≤ k ≤ log H, k0 = kz. We selectn as follows. Let
n ≥ 2 and letn =

∏

p
pm be the prime factor decomposition ofn. Then

(in the notation of Theorem 3.4A.2) we have

a1 = 1, andan =
∏

p

apm =
∏

p

k0(k0 + 1) . . . (k0 +m− 1)
m!pm , (3.4B.7)

by using the Euler product forζ(s). For eachp(≤ k) we select an
m = m(p) for which |apm| is nearly maximum. Then we have to sat-

isfy n =
∏

p≤k
pm ≤ H

1
4 . In fact we choosek as large as possible with

these properties. We now proceed to the details.

Lemma 4B.1. Let, for each p≤ k,82

ℓ = k

























Cosθ +
√

p2 − Sin2 θ

p2 − 1

























=
k
q

say, and m= [ℓ]. (3.4B.8)

Then, putting n=
∏

p≤k
pm, we have

1
2k

log |an|2 =
1
2k

∑

p≤k

{−2mlogm+ 2m+O(logm) − 2mlog p+ E(k,m)}

(3.4B.9)
where

E(k,m) =
m−1
∑

v=0

log(k2 + v2 + 2kvCosθ). (3.4B.10)

Proof. Follows from the formula

logm! = mlogm−m+O(logm).

�
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Lemma 4B.2. We have,

E(k,m) = 2mlogk+k
∫ 1

q

0
log(1+u2+2uCosθ)du+O

(

1
p

)

. (3.4B.11)

Proof. We have

E(k,m) =
m−1
∑

v=0

{

log(k2 + v2 + 2kvCosθ)

−
∫ v+1

v
log(k2 + u2 + 2kuCosθ)du

}

+

∫ m

0
log(k2 + u2 + 2kuCosθ)du.

Here the sum on the right is easily seen to beO
(

1
p

)

. The integral on the
right is

2mlogk+
∫ m

0
log

(

1+
u2

k2
+ 2

u
k

Cosθ

)

du.

Here we can replace the upper limitm of the integral byℓ with an error
O(m

k ) = O( 1
p). The lemma now follows by a change of variable. �

Lemma 4B.3. We have, 83

1
k

∑

p≤k

logm= O

(

1
logk

)

(3.4B.12)

and
1
k

∑

p≤k

1
p
= O

(

1
logk

)

Proof. Follows by prime number theorem. �

Lemma 4B.4. We have,

1
2k

∑

p≤k

{−2mlogm+ 2m− 2mlog p+ 2mlogk}

=
∑

p≤k

{

−1
q

log
p
q
+

1
q

}

+O

(

1
logk

)

. (3.4B.13)
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Proof. On the LHS we can replacem by ℓ with a total error

≤ 1
2k

∑

p≤k

O(logm) = O(
1

logk
).

The rest is
∑

p≤k

{

−1
q

log
k
q
+

1
q
− 1

q
log p+

1
q

logk

}

which gives the lemma. �

Lemma 4B.5. We have,

1
2k

∑

p≤k

k
∫ 1

q

0
log(1+ u2 + 2uCosθ)du

= Re
∑

p≤k

















1+ 1
qeiθ

eiθ
log

(

1+
1
q

eiθ
)

− 1
q

















(3.4B.14)

Proof. Trivial. �

Lemma 4B.6. We have,

1
2k

log |an|2 = log logk+ γ + logλ(θ) +O

(

1
logk

)

, (3.4B.15)

whereλ(θ) is as in Theorem 4B.1.

Proof. By Lemmas 4B.1, 4B.2, 4B.3 and 4B.4 we see that LHS of84

(3.4B.15) is, (with an errorO( 1
logk)),

Re
∑

p≤k

{

−1
q

log
p
q
+

1
q

log

(

1+
1
q

eiθ
)

+ e−iθ log

(

1+
1
q

eiθ
)}

.

Now the contribution from the first two terms (in the curly bracket) to
the sum is

Re
∑

p≤k

1
q

log |q+ eiθ

p
| = 0,
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since

|q+ eiθ |2 =

























p2 − 1
√

p2 − Sin2 θ + Cosθ
+ Cosθ

























2

+ Sin2 θ

=

























p2 − 1+ Cos2 θ + Cosθ
√

p2 − Sin2 θ
√

p2 − Sin2θ + Cosθ

























2

+ Sin2 θ

= p2.

The third term contributes

∑

p≤k

(

Cosθ log
p
q
+ Sinθ tan−1

(

Sinθ
q+ Cosθ

))

=
∑

p≤k

{

log

(

1− 1
p

)

+ Cosθ log
p
q
+ Sinθ tan−1

(

Sinθ
q+ Cosθ

)}

+
∑

p≤k

log

(

1− 1
p

)−1

.

This together with the well-known formula
∏

p≤k

(

1− 1
p

)−1
= eγ logk +

O(1) proves the lemma. �

Lemma 4B.7. For the n defined in Lemma 3.3.5, we have,

logn =
∑

p≤k

mlog p = k logk+O(k). (3.4B.16)

Proof. Replacement ofmby ℓ involves an errorO(k) by the prime num- 85

ber theorem. Nowℓ = k
q and

q = p

(

p− 1
p

)



















p

√

1− Sin2 θ

p2
+ Cosθ



















−1
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= p

(

p− 1

p2

)



















p

√

1− Sin2 θ

p2
+

Cosθ
p



















−1

= p+O(1).

This proves the lemma. �

Lemma 4B.8. Set k=
[

log H
2 log logH

]

. Then for all H exceeding a large
positive constant, we have,

m≤ H
200

.

Proof. Follows from Lemma 4B.7.
Lemmas 4B.6 and 4B.8 complete the proof of Theorem 3.4B.2 and

as remarked already this proves Theorem 3.4B.1 completely. �

PART C

The main result of part C is

Theorem 3.4C.1.We have (with z= eiθ),

min
T≥1

max
T≤t≤T+H

|(ζ(1+ it))z|

≤ eγλ(θ)(log logH + log log logH) +O(1), (3.4C.1)

where H≥ 10000andλ(θ) is as in Theorem 3.4B.1.

We begin by

Lemma 4C.1. Let T = Exp((logH)2) where H exceeds an absolute
constant. Then there exists a sub-interval I of[T, 2T] of length H+
2(logH)10, such that the rectangle(σ ≥ 3

4, t ∈ I ) does not contain any86

zero ofζ(s) and moreover

max| logζ(σ + it)| = O((logH)
1
4 (log logH)−

3
4 ) (3.4C.2)

the maximum being taken over the rectangle referred to.
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Proof. Follows from Theorem 3.3.4 and the result (due to A.E. Ingham
[41], see also E.C. Titchmarsh [100], page 236, and p. 293-295 of A.
Ivić [42]) that the number of zeros ofζ(s) in (σ ≥ 3

4,T ≤ t ≤ 2T) is

O(T
3
4 ). �

Lemma 4C.2. Let J be the interval obtained by removing from I inter-
vals of length(log H)10 from both ends. Then for t∈ J, we have,

logζ(1+ it) =
∑ ∑

m≥1,p

(mpms)−1 Exp

(

− pm

X

)

+O((log logH)−1)

(3.4C.3)
where X= log H log logH and s= 1+ it.

Proof. The lemma follows from the fact that the double sum on the right
is

1
2πi

∫ 2+i∞

2−i∞
logζ(s+ w)XwΓ(w)dw (3.4C.4)

wherew = u + iv is a complex variable. Here we break off the portion
|v| ≥ (log H)9 with an errorO((log logH)−1) and move the line of inte-
gration tou = −1

4. Using Lemma 4C.1 it is easily seen that the horizon-
tal portions and the main integral contribute togetherO((log logH)−1).

�

Lemma 4C.3. Denote the double sum in (3.4C.3) by S . Then

S = log
∏

p≤X

(1− p−s)−1 +O((log logH)−1). (3.4C.5)

Proof. We use the fact Exp(−pmX−1) = 1 + O(pmX−1) if pm ≤ X and
= O(Xp−m) if pm ≥ X. Using this it is easy to see that

S =
∑ ∑

pm≤X

(mpms)−1 +O



















∑ ∑

pm≤X

X−1



















+O



















∑ ∑

pm≥X

X(mp2m)−1



















=
∑ ∑

pm≤X

(mpms)−1 +O((log logH)−1).

Denoting the last double sum byS0, we have, 87
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S0 −
∑

p≤X

log(1− p−s)−1 = O



















∑ ∑

pm≥X,m≥2

(mpm)−1



















= O((log logH)−1).

�

Lemma 4C.4. We have, for t∈ J,

logζ(1+ it) =
∑

p≤X

log(1− p−s)−1 +O((log logH)−1), (3.4C.6)

where s= 1+ it.

Proof. Follows from Lemmas 4C.1, 4C.2 and 4C.3. �

Lemma 4C.5. Let0 ≤ r < 1, 0 ≤ φ < 2π. Then, we have,

log |(1− reiφ)−z| ≤ −Cosθ log
(
√

1− r2 Sin2 θ − r Cosθ
)

+

+SinθSin−1(r Sinθ). (3.4C.7)

Remark. Put

λp(θ) = (1− p−1)

(
√

1− p−2 Sin2 θ − p−1 Cosθ

)−Cosθ

Exp

(

SinθSin−1
(

Sinθ
p

))

. (3.4C.8)

In the lemma replacereiφ by p−s. Lemmas 4C.4 and 4C.5 complete
the proof of Theorem 3.4C.1 since

∑

p≥X
logλp(θ) = O(X−1) and

∏

p≤X
(1 −

p−1)−1 = eγ logX +O(1). (See page 81 of K. Prachar [63]).

Proof of Lemma 4C.5.Denote the LHS of (11) byg(φ). Then

g(φ) =
∞
∑

n=1

n−1rn Cos(nφ + θ)

g′(φ) = −
∞
∑

n=1

rn Sin(nφ + θ)
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= Im

{

−rei(φ+θ)(1− re−iφ)
(1− reiφ)(1− re−iφ)

}

.

Henceg′(φ) = 0 if Sin(φ + θ) = r Sinθ, i.e. if88

φ = −θ + Sin−1(r Sinθ). (3.4C.9)

At this point g(φ) attains the maximum as we shall show in the end.
Now

g(φ) = Re















−eiθ















log
√

1− 2r Cosφ + r2 − i Sin−1 r Sinφ
√

1− 2r Cosφ + r2





























= −Cosθ log
√

1− 2r Cosφ + r2 − SinθSin−1















r Sinφ
√

1− 2r Cosφ + r2















.

(3.4C.10)

From (3.4C.9) we have

Sinφ = r SinθCosθ −
√

1− r2 Sin2 θSinθ

= −Sinθ(
√

1− r2 Sin2 θ − r Cosθ),

Cosφ =
√

1− r2 Sin2 θCosθ + r Sin2 θ,

1− 2r Cosφ + r2 = 1− 2r Cosθ
√

1− r2 Sin2 θ − 2r2 Sin2 θ + r2

= (
√

1− r2 Sin2 θ − r Cosθ)2,

since−r2 Sin2 θ + r2 Cos2 θ = −2r2 Sin2 θ + r2. Hence

g(φ) ≤ h(θ) (3.4C.11)

whereh(θ) is the RHS of (3.4C.7), providedg(φ) attains its maximum
for the valueφ gives by (3.4C.9). We now show that

(a) If Cosθ ≥ 0 theng(π) < h(θ)

and

(b) If Cosθ < 0 theng(0) < h(θ).
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Note that SinθSin−1(r Sinθ) ≥ 0. Hence it suffices to prove (in case (a))

g(π) = Re log{(1− reiφ)−z}φ=π

= −Cosθ log(1+ r) < −Cosθ log(
√

1− r2 Sin2 θ − r Cosθ)

i.e. log(1+ r) > log(
√

1− r2 Sin2 θ − r Cosθ)89

i.e. (1+ r + r Cosθ)2 > 1− r2 Sin2 θ

i.e. (1+ r)2 + 2r(1+ r) Cosθ > 1− r2

i.e. 1+ r + 2r Cosθ > 1− r (true since Cosθ ≥ 0)
In case (b) it suffices to prove

g(0) = Re log{(1− reiφ)−z}φ=0

= −Cosθ log(1− r) < −Cosθ log(
√

1− r2 Sin2 θ − r Cosθ)

i.e. log(1− r) < log(
√

1− r2 Sin2 θ − r Cosθ)

i.e. 1− r <
√

1− r2 Sin2 θ − r Cosθ
i.e. (1− r + r cosθ)2 < 1− r2 Sin2 θ

i.e. (1− r)2 + 2r(1− r) Cosθ < 1− r2

i.e. 1− r + 2r Cosθ < 1+ r (which is true).
Thus Lemma 4C.5 is completely proved and hence Theorem 3.4C.1

is completely proved.

PART D

Collecting together the main results of parts B and C we conclude§
3.4 by stating the following theorem.

Theorem 3.4D.1.The function f(H) defined by

f (H) = min
T≥1

max
T≤t≤T+H

|(ζ(1+ it))z| (3.4D.1)

where z= eiθ (θ being a constant satisfying0 ≤ θ < 2π) satisfies the
asymptotic estimate

| f (H)e−γ(λ(θ))−1 − log logH| ≤ log log logH +O(1). (3.4D.2)



Weak Titchmarsh series and Titchmarsh’s... 95

We recall thatλ(θ) =
∏

p
λp(θ), where90

λp(θ) =

(

1− 1
p

)



















√

1− (Sinθ)2

p2
− Cosθ

p



















−Cosθ

Exp

(

SinθSin−1

(

Sinθ
p

))

(3.4D.3)
Sin−1 x being as usual the expansion valid in|x| < 1, vanishing at x= 0.

Remark. It is an open problem to improve the RHS of (3.4D.2).

Notes at the end of Chapter III

In the year 1928 E.C. Titchmarsh [103] proved (the earlier discover-
ies in this direction depended on RH, for references see E.C.Titchmarsh
[100]) that

|ζ(σ + it)| = Ω(Exp((logt)1−σ−ǫ )), (ǫ, σ fixed ǫ > 0,
1
2
≤ σ < 1).

Extending this method of Titchmarsh, K. Ramachandra [69] proved the
lower bound≫ Exp((logH)1−σ−ǫ ) for the maximum of|ζ(σ + it)| taken
over T ≤ t ≤ T + H with T ≥ H ≥ (logT)

1
100. (It was not difficult

to relax the lower bound forH to≫ log logT with a suitable implied
constant). Around the same time (see§ 5 of [69] for an explanation of
this remark, and further results over short intervals) N. Levinson [53]
independently proved that

max
1≤t≤T

log |ζ(σ + it)| ≫ (logT)1−σ(log logT)−1, (σ fixed,
1
2
≤ σ < 1)

and that
max
1≤t≤T

|ζ(1+ it)| ≥ eγ log logT +O(1)

and also

max
1≤t≤T

|ζ(1+ it)|−1 ≥ 6
π2

eγ(log logT − log log logT) +O(1).

A few years later H.L. Montgomery [57] developed a new methodof 91
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proving things like (note that we writez= eiθ)

|
(

ζ

(

1
2
+ it

))z

| = Ω
















Exp

















1
20

√

log t
log logt

































(on RH)

and

|(ζ(σ + it))z| = Ω
















Exp

















1
20

(

σ − 1
2

)
1
2 (log t)1−σ

(log logt)σ

































(σ fixed,
1
2
< σ < 1).

It should be mentioned that Montgomery’s method needs RH even for
θ = 0. Developing the method of K. Ramachandra ([69]), R. Balasubra-
manian [2] and R. Balasubramanian and K. Ramachandra ([11])proved
Theorem 3.2.1 and in particular the result

|ζ
(

1
2
+ it

)

| = Ω
















Exp

















3
4

√

log t
log logt

































without any hypothesis. For the result which asserts the replacement of
(σ− 1

2)
1
2 by c(σ− 1

2)
1
2 (1−σ)−1, (1

2 < σ < 1), and some other results see
the two papers [90] [91] by K. Ramachandra and A. Sankaranarayanan.
We have not included the proof of these results in this monograph. A
part from a paper [26] by R. Balasubramanian, K. Ramachandraand A.
Sankaranarayanan all the results of this chapter are completely due to
various results of R. Balasubramanian and K. Ramachandra developed
in various stages most of the time jointly and very rarely individually.
Hence it is very well justified to refer to all the theorems of this chap-
ter as joint work of R. Balasubramanian and K. Ramachandra (see the
following 15 papers by us: (a) Papers I to IX with the title “Onthe fre-
quency of Titchmarsh’s phenomenon forζ(s)”, (b) Papers I to III with
the title “Progress towards a conjecture on the mean-value of Titchmarsh
series”, (c) one paper with the title “Proof of some conjectures on the
mean-value of Titchmarsh series - I”, (d) one paper with the title “Proof
of some conjectures on the mean-value of Titchmarsh series with appli-92

cations to Titchmarsh’s phenomenon” and (e) one paper with the title
“On the zeros of a class of generalished Dirichlet series-III. The paper
V of the series (a) uses some ideas of the paper (e)).
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Regarding limitation theorems for our method R. Balasubramanian
showed in [2]) that it is not possible to get even 0.76 in pace of 3

4 in
Theorem 3.2.1. Also, R. Balasubramanian and K. Ramachandrashowed
in ([11]) that for 1

2 < σ < 1, we cannot get better results than

max
T≤t≤T+H

log |ζ(σ + it)| ≫ (log H)1−σ(log logH)−1

whereH(≤ T) and exceeds a certain constant multiple of log logT. In
(H.L. Montgomery [58]) H.L. Montgomery showed that (by Balasubra-
manian Ramachandra method) it is not possible to get better results than
even

max
T≤t≤2T

| logζ(σ + it)| ≫ (logT)1−σ(log logT)−1
(

σ fixed,
1
2
< σ < 1

)

.

This shows the supremacy of some aspects of Montgomery’s method
although it fails for short intervals. It will be of some interest to examine
hte limitation of our method forσ = 1. In view of Levinson’s results

max
1≤t≤T

|ζ(1+ it)| > eγ log logT +O(1)

one may conjecture that we may drop the term log log logH in (3.4D.2).
But this may be very very difficult to achieve.





Chapter 4

Mean-Value Theorems for
the Fractional Powers of
|ζ(1

2 + it)|

4.1 Introduction

In § 4.2 of this chapter we consider lower bounds for 93

max
σ≥α

(

1
H

∫ T+H

T
| d

m

dsm(ζ(s))2k|dt

)

where1
2 ≤ α ≤ 2,m≥ 0 is an integer constant,k is any complex constant

andT ≥ H ≫ log logT. Let nowα = 1
2. If Riemann hypothesis (RH) is

true then we establish (we mean than our method gives) the lower bound

≫ (logH)|k
2|+m.

If we do not assume RH then we can deal only withk = p
q (whereq ≥ 1

andp > 0 are integers) and 0≤ m≤ k. In that case we obtain the lower
bound

≫ (q−1 logH)k2+m

providedα = 1
2 + q(log H)−1. We can also allowk(> 0) to be real with

|k − p
q | ≤ (log logH)−1 and 1≤ q ≤ 10 log logH. Here uniformly we

99
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have the lower bound

≫ (q−1 logH)k2+m ≥
(

log H
10 log logH

)k2+m

.

So far (in this book) we have not used the functional equationfor ζ(s).
In the upper bounds problem for the same integral very littleis known.
The best known result is that (see§ 4.3 of this chapter)

max
σ≥α

(

1
H

∫ T+H

T
| d

m

dsm(ζ(s))2k|dt

)

≪ (logT)k2+m

providedα = 1
2, k = 1

2 and H = Tλ0 with any constantλ0 satisfying
1
2 < λ0 ≤ 1. Of course it is enough to prove the upper bound form= 0.
The result for generalm is deducible from the casem = 0 from easy
principles (unlike the lower bound). However the result with k = 1

n,94

m = 0 is true for alln ≥ 1 (the casen = 1 is trivial). In the case
n ≥ 3 we can not talk of upper bounds unlessm = 0. (We can however
manage for allm if k = 1

2). Except the casek = 1 all other cases depend
on the functional equation. It will be a great achievement toprove (even
assuming RH) results like

1
T

∫ 2T

T
|ζ(1

2
+ it)|2kdt≪ (logT)A

for someA > 0 and somek > 2. The biggest integerk for which this is
known isk = 2 and in this case we have an asymptotic formula for the
mean-value. (For this we do not need RH). Trivially given this for any
k > 0, its truth for all smaller positivek follow by Holder’s inequality.
Of course RH implies that the upper bound is≪ Exp

(

10k logT
log logT

)

and it
would be of great interest to know whether for any constantk > 2 (of
course bigger thek the better) the inequality

1
T

∫ 2T

T
|ζ(1

2
+ it)|2kdt≪ǫ Tǫ

holds for everyǫ > 0 (without assuming RH). This knowledge improves
the range forh in the asymptotic formula

π(x+ h) − π(x) ∼ h
log x

.



Lower Bounds 101

The truth of
1
T

∫ 2T

T
|ζ(1

2
+ it)|2kdt≪ǫ,k Tǫ

for every integerk > 0 and everyǫ > 0 is equivalent to Lindelöf hypoth-
esis as can be easily seen fromζ′(1

2 + it) = O(t).

4.2 Lower Bounds

We divide this section conveniently into three parts. Part Adeals with
statement of the result and remarks, and statement of some preliminary
results. Part B deals with a reduction of the problem. Part C deals with
completion of the proof.

PART A

Theorem 4.2.1.Letα and k be real numbers subject to1
2+q(log H)−1 ≤ 95

α ≤ 2 (where q is a positive integer to be defined presently) andδ ≤ k ≤
δ−1 whereδ is any positive constant. Let m be any non-negative integer
subject to0 ≤ m≤ 2k (no restriction on m if2k is an integer). Then

max
σ≥α

(

1
H

∫ T+H

T
| d

m

dsm(ζ(s))2k|dt

)

> C(δ,m)

(

α − 1
2

)−k2−m

,

where s= σ + it, T and H are subject to T≥ H ≥ H0 = H0(δ,m),
C(δ,m) and H0(δ,m) being positive constants depending only onδ and
m. The integer q is defined as follows. It is any integer subject to 1 ≤
q ≤ 10 log logH, |k− p

q | ≤ (log logH)−1 if 2k−m≥ δ, i.e. if m≤ [2k]−1,
provided2k ≤ [2k] + δ (p being a positive integer). If2k ≥ [2k] + δ then
p
q − k ≥ 0 is another extra condition in addition to m≤ 2k (in place of

m≤ 2k− δ). Here after we writeρ = p
q .

Corollary. We have, for aC′(δ,m) > 0 depending only onδ and m,

1
H

∫ T+H

T
| d

m

dsm(ζ(s))2k|σ= 1
2
dt > C′(δ,m)(q−1 logH)k2+m,

provided only that T≥ H ≫ log logT with a certain positive constant
implied by the Vinogradov symbol≫.
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Remark 1. Our proof of Theorem 4.2.1 depends only on the Euler prod-
uct and the analytic continuation ofζ(s) in (σ ≥ α,T ≤ t ≤ T+H). Thus
it goes through for more general Dirichlet series where Euler product
and analytic continuation in the region (just mentioned) are available.
In particular it goes through for zeta andL-functions of algebraic num-
ber fields.

Remark 2. If we assume Riemann hypothesis (ζ(s) , 0 in σ ≥ α, T ≤
t ≤ T + H will do) then we can prove much more namely this: Letα

be real subject to12 + (log H)−1 ≤ α ≤ 2 andk be any complex number
suject toδ ≤ |k| ≤ δ−1. Then for all integersm≥ 0, we have96

max
σ≥α

(

1
H

∫ T+H

T
| d

m

dsm(ζ(s))2k|dt

)

> C(δ,m)

(

α − 1
2

)−|k2|−m

,

whereC(δ,m) > 0 depends only onδ and m. As a corollary we can
obtain

(

1
H

∫ T+H

T
| d

m

dsm(ζ(s))2k|σ= 1
2
dt

)

> C′(δ,m)(log H)|k
2|+m,

whereC′(δ,m) > 0 depends only onδ andm andT ≥ H ≫ log logT,
with a suitable constant implied by≫. (Remark 1 is also applicable).

We prove Theorem 4.2.1 withα = 1
2 + q(log H)−1 and leave the

generalα as an exercise. Also we leave the deduction of the corollary to
Theorem 4.2.1 as an exercise (we have to use the fact that the integrand
in Theorem is bounded above onσ = 2 and use the convexity result
stated in Theorem 4.2.3 below, with the kernel related to Exp((sins)2)).

§ 2. Some Preliminaries.Before commencing the proof we
recall four theorems with suitable notation and remarks. The first is
the convexity theorem of R.M. Gabriel. In this section we useq for a
positive real number which may or may not be the integer introduced
already.

Theorem 4.2.2. Let z = x + iy be a complex variable. Let D0 be a
closed rectangle with sides parallel to the axes and let L be the closed
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line segment parallel to the y-axis which divides D0 into two equal parts.
Let D1 and D2 be the two congruent rectangles into which D0 is divided
by L. Let K1 and K2 be the boundaries of D1 and D2 (with the line
L excluded). Let F(z) be analytic in the interior of D0 and | f (z)| be
continuous on the boundary of D0. Then, we have,

∫

L
| f (z)|q|dz| ≤

(∫

K1

| f (z)|q|dz|
) 1

2
(∫

K2

| f (z)|q|dz|
) 1

2

,

where q> 0 is any real number.

Remark . The assertion of the theorem still holds if| f (z)|q is replaced 97

by |ϕ(z)|| f (z)|q, whereϕ(z) is any function analytic insideD0 and such
that |ϕ(z)| is continuous on the boundary ofD0. To see this replacef (z)
by ( f (z)) j (ϕ(z))r andq by q j−1 where j andr are positive integers andj
andr tend to infinity in such a way thatr j−1→ q−1.

Proof. See Theorem 1.3.2.
We now slightly extend this as follows. Consider the rectangle de-

fined by 0≤ x ≤ (2n + 1)a (wheren is a non-negative integer anda
any positive real number), and 0≤ y ≤ R. Let Ix denote the integral
∫ R

0 | f (z)|qdy, where as beforez= x+ iy. Let Qα denote the maximum of
| f (z)|q on (0≤ x ≤ α, y = 0 andy = R). Then we have (assumingf (z)
to be analytic in the interior of (0≤ x ≤ (2n + 1)a, 0 ≤ y ≤ R) and| f (z)|
continuous on its boundary) the following theorem. �

Theorem 4.2.3.Put bν = 2ν + 1. Then forν = 0, 1, 2, . . . , n we have,

Iα ≤ (I0 + U)
1
2 (Iα + U)

1
2−2−ν−1

(Iabν + U)2−ν−1

where U= 22(ν+1)aQabν .

Remark. The remark below Theorem 4.2.2 is applicable here also.

Proof. See Theorem 1.3.3. �

Theorem 4.2.4. Let f(z) be analytic in|z| ≤ R, q be any positive real
constant (not necessarily the same q and R as before). Then, we have,

| f (0)|q ≤ 1

πR2

∫

|z|≤R
| f (z)|qdxdy.
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Remark. The remark below Theorem 4.2.2 is applicable here also.

Proof. This result follows from Cauchy’s theorem with proper zero can-
cellation factors.

The next theorem is a well-known theorem due to H.L. Montgomery
and R.C. Vaughan, (see Theorem 1.4.3). �

Theorem 4.2.5. Let {an}(n = 1, 2, 3, . . .) be any sequence of complex98

numbers which may or may not depend on H(≥ 2). Then subject to the

convergence of
∞
∑

n=1
n|an|2, we have,

1
H

∫ H

0
|
∞
∑

n=1

annit |2 =
∞
∑

n=1

|an|2
(

1+O
( n
H

))

,

where the O-constant is absolute.

Remark . This theorem is not very easy to prove but very convenient
to use in several important situations. But it should be mentioned that
for the proof of Theorem 4.2.1 it suffices to use a rough result for the
mean-value of|

∑

n≤N
annit |2 whereN is a small positive constant power of

H. The result which we require in this connection is very easy to prove.

PART B

For any Dirichlet seriesF(s) =
∞
∑

n=1
ann−s and Y ≥ 1 we write

F(s,Y) =
∑

n≤Y
ann−s. Also we write

Z1 =

(

dm

dsm(ζk(s,Y))2
)

(ζρ−k(s,Y))2.

Note thatζk(s,Y) , (ζ(s,Y))k. We will show in a few lemmas that the
proof of Theorem 1 reduces to proving that

1
H

∫ T+H

T
|Z1|dt≫ D−µ

′′
(q−1 logH)k2+m (4.2.1)

whereµ′′ is a certain positive constant,σ0 =
1
2 + 10q(log H)−1, a =

Dq(log H)−1 s= σ0 + a+ it andD is a large positive constant. The rest
of the proof consists in proving (4.2.1).
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Lemma 1. Let 99

max
σ≥ 1

2+q(log H)−1

(

1
H

∫ T+H

T
| d

m

dsm(ζ(s))2k|dt

)

< (logH)k2+m. (4.2.2)

Then forν = 0, 1, 2, . . . ,m, we have,

max
σ≥ 1

2+q(log H)−1

(

1
H

∫ T+H

T
| d

ν

dsν
(ζ(s))2k|dt

)

< (log H)k2+m+1. (4.2.3)

Remark . Note that we are entitled to assume that the LHS of (4.2.2)
does not exceed(q−1 logH)k2+m since otherwise Theorem 4.2.1 is proved.

Proof. We have, for12 + q(log H)−1 ≤ σ ≤ 2,

∫ σ

2

dm

dsm(ζ(s))2kdσ =
dm−1

dsm−1
(ζ(s))2k +O(1).

So

| d
m−1

dsm−1
(ζ(s))2k| ≤

∫ σ

2
| d

m

dsm(ζ(s))2k|dσ +O(1).

Integrating this with respect tot we obtain the result forν = m−1. Con-
tinuing this process we can establish this lemma forν = 0, 1, 2, . . . ,m.

�

Lemma 2. Divide (T + 1,T + H − 1) into abutting intervals I of length
(logH)A (where A> 0 is a large constant) ignoring a bit at one end.
Let m(I ) be the maximum of|ζ(s)|2k in (σ ≥ 1

2 + (q+ 1)(logH)−1, t ∈ I ).
Then we have,

∑

I

m(I ) ≤ H(log H)k2+m+4. (4.2.4)

Proof. We observe that the value of|ζ(s)|2k at any point (wherem(I ) is
attained) is majorised by its mean-value over a disc of radius (logH)−1

with that point as centre. This follows by the application ofTheorem
4.2.4. Now by Lemma 1 the proof is complete. �
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Lemma 3. In (σ ≥ 1
2 + (q + 2)(logH)−1,T + 1 ≤ t ≤ T + H − 1), we

have,

| d
m

dsm(ζ(s))2k| ≤ H1.5 and so|ζ(s)|2k ≤ H2.

Proof. By Lemma 1 the proof follows by arguments similar to the one100

by which we obtained Lemma 2. �

Lemma 4. Let B > 0 be any (large) constant. Then the number of
intervals I for which m(I ) ≥ (log H)B is

≤ H(logH)k2+m+4−B.

Proof. By Lemma 2 the proof follows. �

Lemma 5. Let accent denote the sum over those I for which m(I ) <
(log H)B. Also letσ ≥ 1

2 + (q + 3)(logH)−1. Then forδ ≤ k ≤ δ−1, we
have,

1
H

∫ T+H

T
| d

m

dsm(ζ(s))2k|dt

≫ 1
H

′
∑

1

(∫

I
| d

m

dsm(ζ(s))2k | ζ(s)|2ρ−2kdt − (log H)A
)

, (4.2.5)

whereρ = p
q is a rational approximation to k such that either (i)2(log

logH)−1 ≥ 2ρ − 2k ≥ 0 and 0 ≤ m ≤ 2k (no restriction on m if2k is
an integer) or (ii) |2ρ − 2k| ≤ 2(log logH)−1 and 2k − m ≥ η > 0 for
some constantη > 0. In both the cases (i) and (ii) it is assumed that
1 ≤ q ≤ 10 log logH. The implied constant in the inequality asserted by
the lemma is independent of H, q and k.

Remark. There is always a solution of|ρ − k| ≤ (log logH)−1, 1 ≤ q ≤
10 log logH. This can be easily seen by box principle.

Proof. We introduce the factor|ζ(s)|2(ρ−k) × |ζ(s)|2(k−ρ). Now in case (i)

|ζ(s)|2(k−ρ)2k(2k)−1 ≥ ((log H)−B)(ρ−k)k−1 ≫ 1.
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In case (ii) we have only to considerρ − k < 0 and 2k −m≥ η > 0. We
divide I into two parts (iii) that for which max|ζ(s)| ≤ (logH)−B′ and
(iv) the rest, (B′ > 0 being a suitable large constant).

In (iv) we have

|ζ(s)|2(k−ρ) ≥ ((log H)−B′)2(k−ρ) ≥ ((log H)−B′)2(log logH)−1 ≫ 1.

In case (iii) we plainly omit it and consider 101
∫

I∗
| d

m

dsm(ζ(s))2k||ζ(s)|2(ρ−k)dt,

(whereI ∗ = I∩ (max|ζ(s)| > (log H)−B′))

=

∫

I
| d

m

dsm(ζ(s))2k||ζ(s)|2(ρ−k)dt −
∫

I∗∗
| d

m

dsm(ζ(s))2k||ζ(s)|2(ρ−k)dt

(whereI ∗∗ = I ∩ (max|ζ(s)| ≤ (log H)−B′)). For largeB′ it is easily seen,
since 2k − m ≥ η > 0, that the integral overI ∗∗ is ≤ (log H)A. (Note
that inσ ≥ 1

2 + (q+ 3)(logH)−1 the derivatives of order≤ m of ζ(s) are
in absolute value not more than a bounded power of logH, the bound
depending only onδ andm). �

Lemma 6. For any two complex numbers A0, B0 and any real number
q > 0, we have,

|A0|
1
q ≤ 2

1
q

(

|A0 − B0|
1
q + |B0|

1
q

)

. (4.2.6)

Proof. We haveA0 = A0 − B0 + B0 and so

|A0| ≤ 2 max(|A0 − B0|, |B0|).

This gives the lemma. �

Lemma 7. Let J denote the interval I with intervals of length(logH)2

being removed from both ends. Let Z1 be as already introduced in the
beginning of this section namely,

Z1 =

(

dm

dsm(ζk(s,Y))2
)

(ζρ−k(s,Y))2, (4.2.7)
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and let

A0 = Zq
1 and B0 =

((

dm

dsm(ζ(s))2k
)

(ζ2ρ−2k(s))

)q

. (4.2.8)

Then for anyσ ≥ 1
2, we have, by Lemma 6.102

2
1
q

∫

J
|
(

dm

dsm(ζ(s))2k
)

ζ2ρ−2k(s)|dt

≥
∫

J
|Z1|dt − 2

1
q

∫

J
|B0 − A0|

1
q dt. (4.2.9)

where q> 0 is any real number.

Proof. Follows from

2
1
q |B0|

1
q ≥ |A0|

1
q − 2

1
q |B0 − A0|

1
q .

�

Lemma 8. We have, forσ ≥ 1
2,

′
∑

I

∫

J
|Z1|dt =

∫ T+H

T
|Z1|dt +O(H(log H)−1), (4.2.10)

provided Y is a small positive constant power of H and also that the
constant A> 0 is large enough.

Proof. Follows by Holder’s inequality applied to the integral overthe
complementary interval and Montgomery-Vaughan theorem.

From now onq will be the denominator ofρ. We now apply Theo-
rem 4.2.3 with1

q in place ofq and state a lemma. �

Lemma 9. Write

f0(s) =

((

dm

dsm(ζ(s))2k
)

ζ2ρ−2k(s)

)q

− Zq
1 (4.2.11)
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and w= u + iv for a complex variable and put K(w) = Exp(w2). Also
write τ = (logH)2 and f(s,w) = f0(s+w)K(w). Then, we have for t∈ J
and a> 0,

∫

|v|≤r
| f (s,w)|

1
q

u=0|dw| ≤
(∫

|v|≤r
| f (s,w)|

1
q
u=−a|dw| + H−10

)
1
2

×

×
(∫

|v|≤r
| f (s,w)|

1
q

u=0|dw| + H−10
) 1

2−2−n−1

×
(∫

|v|≤r
| f (s,w)|

1
q

u=abn−α|dw| + H−10
)2−n−1

, (4.2.12)

providedσ0 >
1
2 and a(2n + 1) is bounded above. Here s,σ0 and a are 103

as in (4.2.1).

Proof. Follows by Theorem 4.2.3. �

Lemma 10. If a > 0 and abn is bounded above, we have,

∫

t

∫

v
| f (s,w)|

1
q

u=0|dw|dt ≤
(∫

t

∫

v
| f (s,w)|

1
q
u=−a|dw|dt + H−5

) 1
2

×

×
(∫

t

∫

v
| f (s,w)|

1
q

u=0|dw|dt + H−5
)

1
2−2−n−1

×

×
(∫

t

∫

v
| f (s,w)|

1
q

u=abn−a|dw|dt + H−5
)2−n−1

. (4.2.13)

The limits of integration are determined by t∈ J and |v| ≤ τ with τ =
(logH)2.

Proof. Follows by Holder’s inequality.
Summing overJ (counted by the accent) and applying Holder’s in-

equality we state a lemma. �

Lemma 11. We have, withσ ≥ 1
2 + 10q(log H)−1,

′
∑

J

∫

t

∫

v
| f (s,w)|

1
q

u=0|dw|dt ≤














′
∑

J

∫ ∫

. . .u=−a |dw|dt + H−3















1
2

×
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×














′
∑

J

∫ ∫

. . .u=0 |dw|dt + H−3















1
2−2−n−1

×

×














′
∑

J

∫ ∫

. . .u=abn−a |dw|dt + H−3















2−n−1

(4.2.14)

provided a> 0 and abn is bounded above.104

We now complete the reduction step as follows. In Lemma 11 either
LHS≤ H−3 in which case the quantity

2
1
q

′
∑

J

∫

J
|B0 − A0|

1
q dt

is small enough to assert that the sum overJ (accented ones) of the
quantity on the LHS of (4.2.9) exceeds

1
2

∫ T+H

T
|Z1|dt

whereσ = σ0 + a. On the other hand if in Lemma 11, LHS≥ H−3,















′
∑

J

∫

t

∫

v
| f (s,w)|

1
q

u=0|dw|dt















1
2+2−n−1

≤ 2

(∫ T+H−r

T+r

∫

v
| f (s,w)|

1
q
u=−a|dw|dt + H−3

)

1
2

×

×
(∫ T+H−r

T+r

∫

v
| f (s,w)|

1
q

u=abn−a|dw|dt + H

)2−n−1

Now by using the fact that|K(w)| ≪ Exp(−v)2 for all v, and also that
|K(w)| ≫ 1 for |v| ≤ 1, we obtain















′
∑

I

∫

t∈J
| f0(s)|

1
q
σ=σ0+adt















1
2+2−n−1

≪














′
∑

I

∫

t∈I
| f0(s)|

1
q
σ=σ0dt + H−3















1
2

×



Lower Bounds 111

×














′
∑

I

∫

t∈I
| f0(s)|

1
q

σ=σ0+abn
dt + H−3















2−n−1

. (4.2.15)

(From now on we stress that the constant implied by the Vinogradov105

symbols≪ and≫ depend only onδ andm). From now on we assume
that

max
σ≥ 1

2+q(log H)−1

(

1
H

∫ T+H

T
| d

m

dsm
(ζ(s))2k|dt

)

≤ (q−1 log H)k2+m. (4.2.16)

From this it follows (sinceY is a small positive constant power ofH) as
we shall see (by Lemma 5 and remark following it) that (see Part C for
explanations)

1
H

′
∑

1

∫

t∈I
| f0(s)|

1
q
σ=σ0

dt≪ (q−1 log H)k2+m

Also we shall see that (by choosingn such thatσ0 + abn lies between 2
large positive constants)

1
H

′
∑

I

∫

t∈I
| f0(s)|

1
q

σ=σ0+abn
dt≪ H−µ

′q−1

whereµ′ is a certain positive constant. Ifσ0 =
1
2 + 10q(log H)−1 and

a = Dq(log H)−1, D being a large positive constant (our estimations
will be uniform in D) we have 2nDq(log H)−1 lies between two positive
constants and so 2n ≍ (Dq)−1 log H and so 2−n−1 ≍ Dq(log H)−1. Hence
it would follow that

1
H

′
∑

I

∫

t∈J
| f0(s)|

1
q
σ=σ0+adt≪ (q−1 log H)k2+me−µD

whereµ is a certain positive constant.
The rest of the work consists in proving that

1
H

∫ T+H

T
|Z1|dt≫ D−µ

′′
(q−1 log H)k2+m

whereµ′′ is a certain positive constant.
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PART C

We recall that106

Z1 =

(

dm

dsm(ζk(s,Y))2
)

(ζρ−k(s,Y))2.

We now write

Z2 =
dm

dsm(ζρ(s,Y))2 (4.2.17)

and go on to prove that (for12 < σ ≤ 2)

1
H

∫ T+H

T
|Z1 − Z2|dt≪

(

(log logH)−1 + H−µq−1(σ− 1
2 )
)

(

σ − 1
2

)−k2−m

,

(4.2.18)
whereµ is a positive constant which we may take to be the same as
before. This will be done in three stages to be stated in Lemma12. We
introduce

Z3 =

(

dm

dsm

((

ζ
1
q (s,Y1)

)q)2k
)

((

ζ
1
q (s,Y1)

)q)2ρ−2k
(4.2.19)

whereYq
1 is a small positive constant power ofH, and

Z4 =
dm

dsm

((

ζ
1
q (s,Y1)

)q)2ρ
, (4.2.20)

We remark first of all thatZ1,Z2,Z3 andZ4 are Dirichlet polynomials
with Y and Yq

1 being small positive constant powers ofH and so the
contribution of the integrals of|Z j |2 from any interval of length (logH)2

contained in (T,T + H) is O(H(logH)−1). With this remark and some
standard application of Cauchy’s theorem we can prove

Lemma 12. We have, for12 < σ ≤ 2,

1
H

∫ T+H

T
|Z1 − z3|dt≪ H−µq−1(σ− 1

2 )
(

σ − 1
2

)−k2−m

, (4.2.21)

1
H

∫ T+H

T
|Z3 − Z4|dt≪ (log logH)−1

(

σ − 1
2

)−k2−m

, (4.2.22)
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and107

1
H

∫ T+H

T
|Z4 − Z2|dt≪ H−µq−1(σ− 1

2 )
(

σ − 1
2

)−k2−m

. (4.2.23)

Corollary. We have, for12 < σ ≤ 2,

1
H

∫ T+H

T
|Z1 − Z2|dt≪

(

(log logH)−1 + H−µq−1(σ− 1
2 )
)

(

σ − 1
2

)−k2−m

.

(4.2.24)

Proof of Lemma 12. We first consider the first and third assertions.
The Dirichlet polynomials in the integrands have the property that suf-
ficiently many terms (i.e. [Hµ′q−1

] terms for a certain positive constant
µ′) in the beginning vanish. Hence it suffices (by the method by which
we proved that

1
H

′
∑

I

∫

t∈J
| f0(s)|

1
q
σ=σ0+adt≪ (q−1 log H)k2+me−µD

holds) to check that forσ = σ0 the estimates

1
H

∫ T+H

T
|Z j |dt≪

(

σ − 1
2

)−k2−m

, ( j = 1, 2, 3, 4),

hold. Now Z3 andZ4 have the following property:Z3 is the same as
Z4 except that “the coefficients” differ by O(k − ρ). Hence the second
assertion follows if we prove that the mean-value of the absolute value
of “the terms” are≪ (σ − 1

2)−k2−m (the explanation of the terms in the
inverted commas will be given presently). We begin by checking the
mean-value estimates for|Z j |( j = 1 to 4). For any functionf1(s) analytic
in (σ > 1

2 ,T ≤ t ≤ T + H) we have, by Cauchy’s theorem,

| d
m

dsm f1(s)| ≤ 1
2π

∫

|w|=r
| f1(s+ w)dw

wm+1
|,



114 Mean-Value Theorems for the Fractional Powers of|ζ(1
2 + it)|

wherer = 1
2(σ − 1

2) andT + 2r ≤ t ≤ T + H − 2r. To prove the mean-
value assertion about|Z1| we put f1(s) = dm

dsm(ζk(s,Y))2 and observe that
the mean-value of

|(ζk(s+ w,Y))2(ζρ−k(s,Y))2|

with respect tot in T + (logH)2 ≤ t ≤ T +H − (log H)2 is O((σ− 1
2)−k2

)108

(uniformly with respect tow) and so the mean-value of|Z1| is O((σ −
1
2)−k2−m). Similar result about|Z2| follows sinceρ−k = O((log logH)−1).

Now let us look atf3(s) = dm

dsm( f2(s))k where f2(s) = (ζ
1
q (s,Y1))2q.

When m = 1, f3(s) = k( f2(s))k−1 f ′2(s). When m = 2 it is k(k −
1)( f2(s))k−2( f ′2(s))2 + k( f2(s))k−1 f ′′2 (s) and so on. By induction we see
that for generalm, we have,

f3(s) =
∑

j1+ j2+...+ jν=m

g j1,..., jν(k)( f2(s))k−ν( f ( j1)
2 (s))( f ( j2)

2 (s)) . . . ( f ( jν)
2 (s))

where theg′s depend only onj1, . . . , jν andk. To obtainZ3 we have
to multiply f3(s) by ( f2(s))ρ−k. HenceZ4 is the same asZ3 with g′s
replaced byg j1,..., jν(ρ). Thus

g j1,..., jν(k) − g j1,..., jν (ρ) = O(k− ρ) = O((log logH)−1).

The terms like (f2(s))k−ν( f ( j1)
2 (s)) . . . ( f ( jν)

2 (s)) contributeO((σ−1
2)−k2−m)

by using Cauchy’s theorem as before. Thus Lemma 12 is completely
proved.

Lemma 13. For 1
2 + C(log H)−1 ≤ σ ≤ 2 (C being a large positive

constant), we have,

1
H

∫ T+H

T
|Z2|dt≫ (σ − 1

2
)−k2−m. (4.2.25)

Proof. We recall thatZ − 2 = dm

dsm f4(s) where f4(s) = (ζρ(s,Y))2 and
Y is a small positive constant power ofH. By Montgomery-Vaughan
theorem

C1

(

σ − 1
2

)−k2

≤ 1
H

∫ T+H

T
| f4(s)|dt ≤ C2

(

σ − 1
2

)−k2
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whereC2 > C1 > 0 are constants, providedσ ≥ 1
2 + C(logH)−1. If

m = 0 we are through, (otherwise 2k ≥ 1 and sok ≥ 1
2). Let β′ =

(2C2C−1
1 )−4(α′ − 1

2) + 1
2 whereα′ > 1

2. Then

1
H

∫ T+H

T
| f4(s)|σ=β′dt − 1

H

∫ T+H

T
| f4(s)|σ=α′dt

≥ C1

(

(

2C2C
−1
1

)−4
(

α′ − 1
2

))−k2

−C2

(

α′ − 1
2

)−k2

≥ C1(2C2C
−1
1 )

(

α′ − 1
2

)−k2

−C2

(

α′ − 1
2

)−k2

= C2

(

α′ − 1
2

)−k2

Also 109

1
H

∫ T+H

T
(| f4(s)|σ=β′ − | f4(s)|σ=α′ )dt

≤ 1
H

∫ T+H

T
| f4(β′ + it) − f4(α′ + it)|dt

≤ 1
H

∫ α′

β′

(∫ T+H

T
| f ′4(u+ it)|dt

)

du.

Thus there exists a numberγ′ with β′ < γ′ < α′ such that ifm = 1 and
σ = γ′ the lower bounds is

C2

(

α′ − 1
2

)−k2

(α′ − β′)−1 ≫
(

γ′ − 1
2

)−k2−1

and by induction there is a numberσ = α′m where the lower bound

is ≫
(

α′m − 1
2

)−k2−m
for generalm (since the upper bound required at

each stage of induction is available by a simple applicationof Cauchy’s
theorem). Now from a givenα′m we can pass onto generalσ by an
application of Theorem 4.2.3. (Note that|Z2| is bounded both above and
below whenσ is large enough. We can select two suitable value ofσ).
Hence Lemma 13 is completely proved. �
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Lemma 14. We have, for12 + Dq(log H)−1 ≤ σ ≤ 2, (D > 0 being a
large constant),

1
H

∫ T+H

T
|Z1|dt

≥ C′m

(

σ − 1
2

)−k2−m

−C′′m

(

σ − 1
2

)−k2−m

H−µq−1(σ− 1
2 )

−C′′′m

(

σ − 1
2

)−k2−m

(log logH)−1,

where C′m,C
′′
m and C′′′m are positive constants independent of D. Also110

1
H

∫ T+H

T
(|Z1|σ= 1

2+Dq(log H)−1)dt≫ (q−1 logH)k2+m.

Proof. Follows from Lemma 13 and the corollary to Lemma 12. This
proves our main theorem (namely Theorem 4.2.1) completely. �

4.3 Upper Bounds

The object of this section is to prove the following theorem.

Theorem 4.3.1. Let k be a constant of the type1j where j(≥ 2) is an

integer. Let H= T
1
2+ǫ whereǫ(0 < ǫ < 1

2) is any constant. Then, we
have,

1
H

∫ T+H

T
|ζ(s)|2k

σ= 1
2
dt≪ (logT)k2

, (4.3.1)

1
H

∫ T+H

T
|ζ(m)(s)|σ= 1

2
dt≪ (logT)

1
4+m (4.3.2)

and

1
H

∫ T+H

T
| d

m

dsm
(ζ(s))2k|σ= 1

2+(logT)−1dt≪ (logT)k2+m. (4.3.3)

The last inequality however assumes RH. In the last two assertions of
the theorem m(≥ 0) is an integer constant.
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Remark. It is not hard to prove the modified results of the type

max
σ≥ 1

2

(

1
H

∫ T+H

T
|ζ(s)|2kdt

)

≪ (logT)k2
, (4.3.4)

and similar results. These can be proved by convexity principles.

The letterr denotes a large positive constant which will be chosen
in the end. We need the properties ofζ(s) only in the region (σ ≥
1
2−δ,T ≤ t ≤ T +H) for some arbitarily small constantδ > 0. We begin
by introducing the following notation.

M(σ) =
1
H

∫ T+H

T
|ζ(σ + it)|2kdt (4.3.5)

A(σ) =
1
H

∫ T+H

T
|
∑

n≤H

dk(n)
nσ+it

|2dt (4.3.6)

and 111

M1(σ) =
1
H

∫ T+H

T
|ζ(σ + it)| −

















∑

n≤H

dk(n)
nσ+it

















j

|2kdt. (4.3.7)

Remark. Sinceζ(1
2 + it) = 0(t

1
4 (log t)2) (this follows for example by the

functional equation or otherwise) it follows that the quantities M(σ),
A(σ) andM1(σ) get multiplied by 1+ o(1) when we change the limits
of integration by an amountO((logT)2).

We begin by proving three lemmas.

Lemma 1. We have

M(σ) ≤ 22k(M1(σ) + A(σ)).

Proof. The lemma follows from

ζ(s) = ζ(s) −
















∑

n≤H

dk(n)
ns

















j

+

















∑

n≤H

dk(n)
ns

















j

.

�
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Lemma 2. Letσ0 =
1
2+ r(logT)−1 and M= M(1−σ0). Then, we have,

M(σ0) ∼ M Exp(−2kr). (4.3.8)

Proof. The lemma follows by the functional equation. (Functional equa-
tion and this consequence will be proved in the appendix at the end of
this book). �

Lemma 3. We have at least one of the following two possibilities:

M(1− σ0) ≪ A(σ0) + A(1− σ0) (4.3.9)

or
M1(σ0) ≪ M1(1− σ0) Exp(−λ) (4.3.10)

whereλ = 4kr(log H)(logT)−1 and in the second of these possibilities112

the constant implied by≪ is independent of r.

Proof. We apply the convexity Theorem 4.2.3 in a manner similar to
what we did in Lemmas 9, 10 and 11 of part B of§ 4.2. Letw = u+ iv
be a complex variable,

f (s,w) =



















ζ(s+ w) −
















∑

n≤H

dk(n)
ns+w

















j
















Exp(w2)

and

I (σ, u) =
1
H

∫

(t)

∫

|v|≤r
| f (s,w)|2kdv dt

whereτ = (logT)2 and thet-range of integration isT+τ ≤ t ≤ T+H−τ.
Exactly as before it follows that

M1(σ0) ≤ C1(M1(1− σ0) + E)
1
2 (M1(σ0) + E)

1
2−2−n−1

(M1(1− σ0 + (2σ0 − 1)(2n + 1))+ E)2−n−1

whereE = (Exp((logT)3))−1 andC1(> 1) is independent ofn and r
provided that 1− σ0 + (2σ0 − 1)(2n + 1) is bounded above. If either
M1(1− σ0) ≤ 1 or M1(σ0) ≤ 1 we end up (by using Lemma 1) with

M(1− σ0) ≤ 22k(A(1− σ0) + 1) or M(σ0) ≤ 22k(A(σ0) + 1)
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respectively and so by Lemma 2 we end up, in any case, with

M(1− σ0) ≪ A(σ0) + A(1− σ0).

In the remaining case we are led to

M1(σ0) ≤ 2C1(M1(1− σ0))
1
2 (M1(σ0))

1
2−2−n−1

(H−L0+C2 + E)2−n−1

whereL0 = 2k(2σ0 − 1)(2n + 1) andC2(> 1) is independent ofn andr
provided, of course, thatL0 is bounded above. Hence we are led to

M1(σ0) ≤ 4C2
1(M1(1− σ0))L∗(H−L0+C2 + E)2−nL∗

whereL∗ = (1+ 2−n)−1. We choosen in such a way that 2nr(logT)−1 is 113

a large constantC3 which is≍ r2. We haveM1(1− σ0) = O(logT) and
(1+2−n)−1 = 1+O(2−n) = 1+O(rC−1

3 (logT)−1). Now 2n = C3r−1 logT
andE = (Exp((logT)3))−1 ≤ H−L0+C2. Thus since

(L0 −C2)2−nL∗ = 4kr(logT)−1 +O(r−1(logT)−1),

we have,
M1(σ0)≪ M1(1− σ0)H−4kr(logT)−1

.

This proves the lemma. �

We can now complete the proof of Theorem 4.3.1 as follows. By
Lemma 2, we have

M1(σ0) ∼ M Exp(−2kr).

By the second possibility of Lemma 3, we have

M1(σ0)≪ (M(1− σ0) + A(1− σ0)) Exp(−λ)

i.e.
M1(σ0)≪ (M + A(1− σ0)) Exp(−λ).

Now by Lemma 1, we have

M1(σ0) ≥ 2−2kM(σ0) − A(σ0) ≥ 2−4kM Exp(−2kr) − A(σ0)
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for larger. Thus

2−4kM Exp(−2kr) − A(σ0) ≤ C4(M + A(1− σ0)) Exp(−λ),

whereC4(≥ 1) is a constant independent ofr. Hence

M{2−4k Exp(−2kr) −C4 Exp(−λ)} ≤ A(σ0) +C4A(1− σ0) Exp(−λ).

In this equation we note that forr ≥ r0(ǫ) the coefficient of M on the
LHS is bounded below by a positive constant. Now by fixingr to be a
large constant we obtain

M ≪ A(σ0) + A(1− σ0).

Using Theorem 4.2.5 we see thatM ≪ (logT)k2
. Now by convexity114

Theorem 4.2.3 and the fact thatM(σ) is bounded forσ ≥ 2, we see
that the first assertion of Theorem 4.3.1 proved. The remaining two
assertions of Theorem 4.3.1 follow from things like

ζ(m)(s) =
m!
2πi

∫

ζ(w)

(w− s)m+1
dw

(where the integration is over the circle|w − s| = 1
3(logT)−1) and by

convexity Theorem 4.2.3.

Notes at the end of Chapter V

§ 4.1 and§ 4.2. Fromζ(s) =
∑

n≤10T
n−s+O(T−σ), valid uniformly, for

example, in (14 ≤ σ ≤ 2,T ≤ t ≤ 2T) and from Montgomery-Vaughan
Theorem it follows that

1
T

2T
∫

T

|ζ
(

1
2
+ it

)

|2dt = logT +O(1).

However to prove

1
T

∫ 2T

T
|ζ

(

1
2
+ it

)

|4dt = (2π2)−1(logT)4 +O((logT)3),
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it seems that the functional equation is unavoidable. This latter result
(originally a difficult result due to A.E. Ingham) was proved in a fairly
simple way (but still using the functional equation) by K. Ramachandra
(See A. Ivic [42]).

In the direction of lower bounds the earliest general result(see page
174 of Titchmarsh [100]) is due to E.C. Titchmarsh who provedthat for
0 < δ < 1, we have

∫ ∞

0
|ζ

(

1
2
+ it

)

|2ke−δtdt≫k
1
δ

(

log
1
δ

)k2

for all integersk ≥ 1. As a corollary this gives 115

lim
T→∞

sup

((

1
T

∫ 2T

T
|ζ

(

1
2
+ it

)

|2kdt

)

(logT)−k2
)

> 0,

for all integersk ≥ 1.
The history of Theorem 4.2.1 is as follows. The general problem of

obtaining lower bounds for

max
σ≥α

(

1
H

∫ T+H

T
| d

m

dsm(ζ(s))2k|dt

) (

k > 0,
1
2
≤ α ≤ 2

)

whereT ≥ H ≫ log logT andm(≥ 0) is an integer constant, was solved
by K. Ramachandra with an imperfection factor (log logH)−C (see [76]).
This imperfection was removed by him in a later paper (see [77]) for all
positive integers 2k. The Next step was teken by D.R. Heath-Brown (see
[37]) who proved that for all rational constants 2k > 0, we have

1
T

∫ T

0
|ζ

(

1
2
+ it

)

|2kdt≫k (logT)k2
.

Ramachandra’s proof of his theorem mentioned above (valid for short
intervalsT,T + H and integer constants 2k > 0) did not use Gabriel’s
two variable convexity theorem. (This depends upon Riemannmapping
theorem). The present proof of Theorem 4.2.1 (due to K. Ramachandra,
see [78]) uses all these ideas in addition to those of Ramachandra’s paper
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([79]) and Gabriel’s theorem in the form established by him and R. Bal-
asubramanian namely Theorem 4.2.3 (see their paper [67]). However
we do not use the method of obtaining auxiliary zero-densityestimates
for ζ(s) adopted in K. Ramachandra [76].
§ 4.3. The main difference between§ 4.2 and§ 4.3 is that§ 4.3

depends crucially on the functional equationζ(s) = χ(s)ζ(1 − s) where
|χ(s)| ≍ t

1
2−σ uniformly in a1 ≤ σ ≤ b1, t ≥ 2 wherea1 andb1 are any

two constants. (Owing to the presence ofn(1
2 − σ) in |χ(s)| ≍ tn( 1

2−σ)

upper bound problems are hopeless ifn > 2 i.e. if k > 2 in the mean-116

value problem). These results will be proved in the appendixat the end.
Another result which we have used frequently is

1
x

∑

n≤x

|dk(n)|2 = C(log x)|k
2|−1(1+O((log x)−1))

valid for complex constantsk andC = C(k) > 0. These will also be
proved in the appendix. Regarding the history of Theorem 4.3.1, the
result (4.3.2) was first proved by K. Ramachandra. (See [80]). Later
D.R. Heath-Brown proved that

1
T

∫ T

0
|ζ

(

1
2
+ it

)

|2kdt≪ (logT)k2

wherek = 1
j ( j ≥ 2 an integer constant). (See [37]). Another point of

interest is the proof of (see K. Ramachandra [80])

1
H

∫ T+H

T
|ζ(m)

(

1
2
+ it

)

|dt≪ (logT)
1
4+m

valid for H = T
1
4+ǫ and any integer constantm ≥ 0 and arbitrary real

constantǫ(0 < ǫ ≤ 1
4). This result depends on RH. We do not have

the least idea for proving the same result withH = T
1
6+ǫ . It should

be mentioned that the proof of Ramachandra’s result withH = T
1
4+ǫ

above (assuming RH) is incomplete. To complete the proof we have
to use Gabriel’s convexity theorem in the form Theorem 4.2.3. Theo-
rem 4.2.3 was suggested by the version of Gabriel’s thoerem used by
D.R. Heath-Brown in his paper cited above and Ramachandra regards
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the upper bound theorem withH = T
1
4+ǫ (on RH) as joint work with

him.
It is of some interest to determine the constants in

(logT)k2 ≪ 1
T

∫ T

0
|ζ

(

1
2
+ it

)

|2kdt≪ (logT)k2

wherek = 1
j ( j ≥ 2 an integer). An important result due to M. Jutila (see

[48]) says that the constants implied by≫ and≪ are independent ofk.
Using this A. Ivic and A. Perelli proved that the mean-value in question 117

(for real positivek) → 1 if k ≤ (ψ(T) log logT)−
1
2 whereψ(T) is any

function which→ ∞ asT → ∞. (See [45]).
The best result on lower bounds (for integralk > 0) is due to K.

Soundararajan and a particular case of it reads

1
T

∫ T

0
|ζ

(

1
2
+ it

)

|6dt ≥ (24.59)+ o(1)
∑

n≤T

(d3(n))2n−1

(information by private communication).





Chapter 5

Zeros of ζ(s)

5.1 Introduction
118

In this chapter we deal with three results. In§ 5.2 we deal with a sim-
ple proof (due to K. Ramachandra) of the inequalityθ ≥ 1

2, whereθ is
the least upper bound of the real parts of the zeros ofζ(s). (Trivially
from the Euler product we haveθ ≤ 1). This proof (which does not use
Borel-Caratheodory theorem and Hadamard’s three circle theorem) has
some advantages. We will make some remarks about the proof which
uses the two theorems in the brackets. It has the advantage that it gener-
alises very much. In§ 5.3 we mention some localisation of theorems of
Littlewood and Selberg. These localisations are due to K. Ramachandra
and A. Sankaranarayanan whose proof has the advantage that it gener-
alises very much. Lastly§ 5.4 deals with a proof due to J.B. Conrey, A.
Ghosh and S.M. Gonek, thatζ(s) has infinity of simple zeros inσ ≥ 0.
Only the last section uses the functional equation and some difficult ma-
chinery viz. asymptotics ofΓ(s) and so on. These will be proved in the
appendix in the last chapter.

5.2 Infinitude of Zeros in t ≥ 1

First we give a simple proof of the inequalityθ ≥ 1
2 and then remark

about another proof. We will prove the following theorem.

125
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Theorem 5.2.1.We have

θ ≥ 1
4

(5.2.1)

Remark 1. The method of proof actually gives

θ ≥ 1
2
. (5.2.2)

To see this we have only to replace1
4 in our proof by 1

2 − δ where
δ(0 < δ < 1

4) is any small constant. Also we can prove the existence of
at least one zero in (σ ≥ 1

2 − δ,T ≤ t ≤ T + Tǫ) for T ≥ T0(ǫ, δ) and
constantsǫ, δ with 0 < ǫ < 1, 0< δ < 1

4.

Remark 2. All that we use in our proof is the Euler product and analytic
continuation inσ ≥ 1

10 and the bound|ζ(s)| ≤ tA(t ≥ 2) whereA is any119

constant. Hence (5.2.2) holds good for the zeta andL-funcitons of any
algebraic number field. We do not need the functional equation. In fact
we may dispense with the Euler product and prove some worthwhile
results (see the notes at the end of this chapter).

Remark 3. Our method shows thatζ(s) has≫ T(log logT)−1 zeros in
(σ ≥ 1

2 − 20(log log logT)(logT)−1,T ≤ t ≤ 2T). (See the notes at the
end of this chapter).

Lemma 1. Let w = u + iv be a complex variable. Then for y> 0, we
have,

1
2πi

∫ 1+i∞

1−i∞

ywdw
w(w+ 1)

= 1− 1
y

or 0 (5.2.3)

according as y≥ 1 or y ≤ 1.

Proof. If y ≥ 1 we apply Cauchy’s theorem and obtain that the LHS of
(5.2.3) is

1− 1
y
+

1
2πi

∫ −R+i∞

−R−i∞

ywdw
w(w+ 1)

(5.2.4)

and it is easily seen that asR → ∞, the last integral tends to zero. If
y < 1, we apply Cauchy’s theorem and obtain that the LHS of (5.2.3) is

1
2πi

∫ R+i∞

R−i∞

ywdw
w(w+ 1)

(5.2.5)
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which tends to zero asR→ ∞. �

Lemma 2. Let s = σ + it and let dk(n) be defined for any complex

constant k by(ζ(s))k =
∞
∑

n=1
dk(n)n−s whereσ ≥ 2. If 0 < k ≤ 1 then(i)

0 < dk(n) ≤ 1 for all n and(ii) dk(p) = k for all primes p.

Proof. The lemma follows from

(1− p−s)−k = 1+ kp−s +
k(k+ 1)

2!
p−2s + · · ·

and the fact that 120

(ζ(s))k =
∏

p

(1− p−s)−k.

�

Lemma 3. Let T ≥ 10 and ζ(s) , 0 in (σ ≥ 1
4,

1
2T ≤ t ≤ 5

2T). Put
G(s) = (ζ(s))k where k= q−1 and q ≥ 1 is an integer constant. For
X ≥ 1 define A(s) = A(s,X) and bn = bn(X) by

1
2πi

∫ 1+∞

1−i∞

G(s+ w)Xw(2w − 1)dw
w(w+ 1)

=

∞
∑

n=1

bnn−s = A(s), (5.2.6)

where s= 1
4 + it and T ≤ t ≤ 2T. Then

(i) bn = dk(n)( n
2X ) for 1 ≤ n ≤ X,

(ii) bn = dk(n)(1− n
2X ) for X ≤ n ≤ 2X, and

(iii) bn = 0 for n ≥ 2X.

In particular |bn| ≤ 1 for all n and bp =
p

2qX for primes p≤ X.

Proof. Lemma 3 follows from Lemma 1 since onu = 1 the series for
G(s+ w) is absolutely convergent. �

Lemma 4. We have, for T≥ 10,

1
T

2T
∫

T

|A
(

1
4
+ it

)

|2dt ≥
∑

p≤X

(

p
2qX

)2

p−
1
2 − 16X3T−1. (5.2.7)
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Proof. We multiplyA(s) by its complex conjugate and integrate term by
term. The LHS of (5.2.7) is thus seen to be

∑

n≤2X

b2
nn−

1
2 +

2ψ
T

∑

m,n

bmbn(mn)−
1
4 | log

m
n
|−1,

where|ψ| ≤ 1. If m> n, we have, logm
n = − log(1− (1− n

m)) ≥ I − n
m =

m−n
m ≥ (2X)−1. Hence we have the lower bound

∑

p≤X

b2
pp−

1
2 − 4X

T

∑∑

m,n

1

and the required lower bound follows. �121

Lemma 5. For X ≥ 350, we have, with usual notation,

π(X) − π
(X

2

)

> (6 logX)−1(X − 18X
1
2 ). (5.2.8)

Remark . S. Ramanujan proved this result in an easy and elementary
way. It is possible to resort to using simpler and easier results in place
of this lemma, but we do not do it here.

Lemma 6. Suppose that X= T
1
3 and that T exceeds a large absolute

constant. Then for every fixed integer q≥ 1,

max
T≤t≤2T

|A
(

1
4
+ it

)

| ≫ X
1
4 (logX)−

1
2 . (5.2.9)

Proof. We have
∑

p≤X

(

p
2qX

)2

p−
1
2 ≥

∑

1
2 X≤p≤X

. . .

and so Lemma 6 follows from Lemmas 4 and 5. �

Lemma 7. We have, for s= 1
4 + it, T ≤ t ≤ 2T the inequality

|A(s)| ≤ 1
2π

∫

(w)
|G(s+ w)Xw(2w − 1)

w(w+ 1)
dw| (5.2.10)

where the contour of integration is the union of straight line segments
obtained by joining the points1− i∞, 1− 1

2 iT , −1
2 iT , 1

2 iT , 1+ 1
2 iT , 1+ i∞

in this order.
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Proof. The lemma follows by Cauchy’s theorem. �

We now fixt to be the point inT ≤ t ≤ 2T at which|A(1
4+ it)| attains

its maximum. We estimate the integral in Lemma 7 from above. This
will lead to a contradiction as we will see. We begin with

Lemma 8. (i) On u= 1 we have|ζ(s+ w)| ≤ 5.

(ii) In σ ≥ 1
4, u ≥ 0, |v| ≤ 1

2T we have,|ζ(s + w)| ≤ 100T, for 122

T ≥ 1000.

Proof. We have|ζ(s+ w)| ≤ ζ(5
4) ≤ 1+

∫ ∞
1

u−
5
4 du= 5. This proves (i).

Next

ζ(s+ w) =
∞
∑

n=1

(n−s−w −
∫ n+1

n
u−s−wdu) + (s+ w− 1)−1

and the fact that the infinite series here is

(s+ w)
∞
∑

n=1

∫ n+1

n

(∫ u

n
v−s−w−1dv

)

du

complete the proof of (ii). �

Lemma 9. Let T exceed a large constant, X= T
1
3 and q= 100. Then

the inequality asserted by Lemma 7 is false if t(T ≤ t ≤ 2T) is fixed such
that |A(1

4 + it)| is maximum.

Proof. The contribution from the segments onu = 1 is

≤
∫

|v|≥ 1
2T

15X
dv

v2
=

60X
T

< 1.

The contribution from the two horizontal segments onv = ±1
2T is

≤ 6(100T)q−1
(

1
2

T

)−2

≤ 1.

The contribution from the remaining part onu = 0 is

≤ (100T)q−1
{∫

|v|≤1
|2

iv − 1
v
|dv+

∫

|v|≥1

|2iv − 1|
v2

dv

}
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≤ (100T)q−1{4+ 4} ≤ 8(100T)q−1
.

The contradiction is now immediate.

Lemma 9 completes the proof of Theorem 5.2.1. �

By using Borel-Caratheodory’s Theorem 1.6.1, Hadamard’s three
circle Theorem 1.5.2 and things like the third main theorem of § 2.5 (or
easier theorems) we can prove the following theorem.123

Theorem 5.2.2. Let {λn} be a sequence satisfying1 = λ1 < λ2 < . . .

where C−1
1 ≤ λn+1 − λn ≤ C1 (for some constant C1 ≥ 1), and let{an}

be any sequence of complex numbers such that the series
∞
∑

n=1
(anλ

−s
n )2

has a finite abscissa of absolute convergence say C2. By replacing an

by a′n = anλ
C2− 1

2
n if necessary we can assume, as we do, that C2 =

1
2.

Suppose that F(s) =
∞
∑

n=1
anλ
−s
n (which is certainly absolutely convergent

in σ > 1) be continuable analytically in(σ ≥ 1
2 − δ, t ≥ t0) whereδ(> 0)

and t0(≥ 10)are some constants and there|F(s)| < tA, for some constant
A ≥ 10. Let ǫ(> 0) be any constant and H= Tǫ . Then there exists an
infinite sequence{Tν}(v = 1, 2, 3, . . .) such that Tν → ∞ and if T = Tν,
then the rectangle(σ ≥ 1

2 − δ, t ∈ I ) contains at least one zero of F(s)
provided I is any sub-internal of(T, 2T) of length H. In particular ifθ
is the least upper bound of the real parts of the zeros of F(s) thenθ ≥ 1

2.

Remark . The proof of this theorem essentially due to Littlewood.
Roughly speaking it is enough to disprove the analogue of Lindelöf hy-
pothesis onσ = 1

2 − δ, for F(s). This is done by the third main theorem
of § 2.5 (or easier theorems). For details of proof see the proof of Theo-
rem 14.2 on pages 336 and 337 of E.C. Titchmarsh [100]. By imposing
some very mild extra conditions we can even takeδ = C3(log logt)−1,
whereC3(> 0) is a certain constant. But this needs the results of§ 5.3.
(See the notes at the end of this chapter).
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5.3 On Some Theorems of Littlewood and Selberg

Now we ask the following question: What are upper and lower bounds
for Re log F(s) and Im logF(s) if there are no zeros in certain rect-
angles? We mean the “localised analogue” of the results of Littlewood
and Selberg which they prove assuming RH. (See for example Theorem
14.14 (B) and equation (14.14.5) on pages 354 and 355 of E.C. Titch-
marsh [100]).

We state two theorems in this direction. 124

Theorem 5.3.1.Let s= σ + it and

F(s) =
∞
∑

n=1

ann−s =
∏

p

(1− w(p)p−s)−1, (5.3.1)

where p runs over all primes and w(p) are arbitrary complex numbers
(independent of s) with absolute value not exceeding1. Supposeα and
δ are positive constans satisfying12 ≤ α ≤ 1 − δ and that in (σ ≥
α− δ,T −H ≤ t ≤ T +H), F(s) can be continued analytically and there
|F(s)| < TA. Here T ≥ T0, H = C log log logT and A, T0 and C are
large positive constants of which C depends on T0 and A. Let F(s) , 0
in (σ > α,T − H ≤ t ≤ T + H). Then forα ≤ σ ≤ α +C1(log logT)−1

and T− 1
2H ≤ t ≤ T + 1

2H, we have, uniformly inσ,

(a) log|F(σ + it)| lies between C2(logT)(log logT)−1 and

−C3(logT)(log logT)−1 log{C4((σ − α) log logT)−1} and

(b) |argF(σ+ it)| ≤ C5(logT)(log logT)−1, where C1, C2, C3, C4 and
C5 are certain positive constants.

Corollary 1. For α +C1(log logT)−1 ≤ σ ≤ 1− δ, t = T, we have

| log F(σ + it)| ≤ C6(logT)θ(log logT)−1,

whereθ = (1−σ)(1− α)−1 and C6 is a certain constant. The inequality
holds uniformly inσ.
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Corollary 2. For α ≤ σ ≤ 1− δ, t = T, we have,

|F(σ + it)| ≤ Exp(C6(logT)θ(log logT)−1)

whereθ is the same as in Corollary 1. (C6 may not be the same as
before).

Theorem 5.3.1 is nearly true of functions, very much more general
than the ones given by (5.3.1). In this direction we state thefollowing
theorem.

Theorem 5.3.2. Let {λn} be a sequence satisfying1 = λ1 < λ2 < . . .125

where C−1
1 ≤ λn+1 − λn ≤ C1 (for some constant C1 ≥ 1) and let{an}

be a sequence of complex numbers such that the series F(s) =
∞
∑

n=1
anλ
−s
n

converges for some complex s and continuable analytically in (σ ≥ α −
δ,T−H ≤ t ≤ T+H) and there|F(s)| < TA, T ≥ T0, H = C log log logT.
Here α, δ, A are positive constants withα > δ, T0 and C are large
positive constants. Let F(s) , 0 in (σ > α,T − H ≤ t ≤ T + H).
Then the conclusions(a) and (b) of Theorem 5.3.1 hold good without
any change.

Next assume thatF(1 + it) = O((log t)A) for all t ≥ t0 (t0 being a
constant) and thatH = C(log logT)(log log logT) in place of the earlier
condition onH. Then we have the following corollaries (the inequalities
asserted here hold uniformly inσ).

Corollary 1. For α +C1(log logT)−1 ≤ σ ≤ 1− δ, t = T, we have,

| logF(σ + it)| ≤ C6(logT)θ(log logT)C7,

whereθ = (1−σ)(1−α)−1 and C6 and C7 are certain positive constants.

Corollary 2. For α ≤ σ ≤ 1− δ, t = T, we have,

|F(σ + it)| ≤ Exp(C6(logT)θ(log logT)C7)

where C6 and C7 may not be the same as before.
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5.4 Infinitude of Simple Zeros in t ≥ 1

In this section we prove (following J.B. Conrey, A. Ghosh andS.M.
Gonek) that for allT exceeding a large positive constantT0,

Re
∑

1≤Im ρ≤T

ζ′(ρ) =
T
4π

(logT)2 +O(T logT), (5.4.1)

where the sum on the left is over all zerosρ with 1 ≤ Im ρ ≤ T (of
course for all such zerosρ of ζ(s) we must have (see the last chapter),
necessarily 0≤ Reρ ≤ 1). As a corollary we have the following theo-
rem.

Theorem 5.4.1.There are infinity of simple zeros ofζ(s) in 0 ≤ σ ≤ 1, 126

t ≥ 1.

Remark . In fact the three authors (mentioned above) prove by their
simple method that the sum on the LHS of (5.4.1) is (4π)−1T(logT)2 +

O(T logT). Their “simple method” uses the functional equation ofζ(s),
the asymptotics of gamma function and etc. It is relatively very simple
compared with other methods namely that of N. Levinson, D.R.Heath-
Brown and A. Selberg.

Throughout our proof of (5.4.1) we writeL = log(2T). We begin
with the remarks that

∑

ζ′(ρ) summed up over zerosρ with T − 1 ≤
Imρ ≤ T is Oǫ(T

1
2+ǫ) for every ǫ > 0 and that there is aT′ satis-

fying T − 1 ≤ T′ ≤ T for which |ζ′(σ + iT ′)(ζ(σ + iT ′))−1| ≪ L2

uniformly in −1 ≤ σ ≤ 2. Another result which we will be using is
ζ(s) = χ(s)ζ(1 − s) where fort ≥ 1, |χ(s)| ≍ t

1
2−σ uniformly for σ in

any closed bounded interval. Yet another result which we will be us-
ing isχ′(s)(χ(s))−1 = − log( t

2π ) +O(t−1) uniformly for σ in any closed
bounded interval. Finally we need the lemma on page 143 of E.C. Titch-
marsh [100]. So we find that all the results that we need are in this book
with proper references. Except this lemma on page 143 we willprove all
the results that we need in the appendix, which forms our lastchapter.
The method consists in considering the integral

1
2πi

∫

(s)
F(s)ds, F(s) = (ζ′(s))2(ζ(s))−1, (5.4.2)
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taken over the anticlockwise boundary of the rectangle obtained by join-
ing (by straight line segments) the pointsc+ i, c+ iT ′, 1−c+ iT ′, 1−c+ i,
c+ i in this order. We will fixc = 1+L−1. Clearly the integral is the sum
∑

···
ζ′(ρ) which figures on the LHS of (5.4.1) plus a quantityOǫ(T

1
2+ǫ ).

We will show that the right vertical line and the two horizontal lines
contributeOǫ(T

1
2+ǫ) and that the real part of the contribution from the

left vertical line is (4π)−1T(logT)2+O(T logT). This proves all that we127

want. Now

F(s) =
ζ′(s)
ζ(s)

ζ′(s) =
∑ ∑

m≥1,n≥1

(Λ(m) logn)(mn)−s (5.4.3)

and so the right vertical line contributes

O(
∑∑

···
(Λ(m)(logn)(mn)−c) = O((ζ′(c))2(ζ(c))−1) = O(L3).

The two horizontal lines contributeOǫ(T
1
2+ǫ) by the choice ofT′. Thus

we are left with

I0 =
1

2πi

∫ 1−c+i

1−c+iT ′
F(s)ds, (5.4.4)

I0 =
1
2π

∫ 1

T′
F(1− c+ it)dt = − 1

2π

∫ T′

1
F(1− c+ it)dt. (5.4.5)

Here after we may suppose, as we will, thatT′ is replaced byT
since the error isOǫ(T

1
2+ǫ ). With this we have

I0 +Oǫ(T
1
2+ǫ) = − 1

2π

∫ T

1
F(1− c− it)dt = − 1

2πi

∫ c+iT

c+i
F(1− s)ds.

(5.4.6)
We will prove that the last expression involving the integral has the

real part (4π)−1T(logT)2 + O(T logT). Let us writeχ, ζ, ζ′ for χ(s),
ζ(s) andζ′(s). We have

ζ(s) = χζ(1− s), (ζ(1− s))−1 = χζ−1,

ζ′ = χ′ζ(1− s) − χζ′(1− s) = χ′χ−1ζ − χζ′(1− s).
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(Note thatχχ(1− s) = 1). Henceζ′(1− s) = χ−1(χ′χ−1ζ − ζ′) and so

F(1− s) =
χ

ζ

((

χ′

χ
ζ − ζ′

)

χ−1
)2

=
χ(1− s)

ζ

(

χ′

χ
ζ − ζ′

)2

= χ(1− s)















(

χ′

χ

)2

ζ − 2
χ′

χ
ζ′ + F(s)















. (5.4.7)

Hence (with an errorOǫ(T
1
2+ǫ )),

−I0 = I1 − 2I2 + I3, (5.4.8)

where 128

I1 =
1

2πi

∫

χ(1− s)

(

χ′

χ

)2

ζdx, I2 =
1

2πi

∫

χ(1− s)
χ′

χ
ζ′ds and

I3 =
1

2πi

∫

χ(1− s)F(s)ds
}

(5.4.9)

and the integrals being taken fromc+ i to c+ iT .

Lemma 1. If n < T
2π ,

1
2πi

∫ 1
2+iT

1
2−iT

χ(1− s)n−sds= 2+O

(

n−
1
2

(

log
T

2nπ

)−1)

+O(n−
1
2 logT).

(5.4.10)
If n > T

2π and c> 1
2,

1
2πi

∫ c+iT

e−iT
χ(1− s)n−sds= O















Tc− 1
2 n−c

(

log
2nπ
T

)−1












+O(Tc− 1
2 n−c).

(5.4.11)

Remark 1. This is the lemma on page 143 of E.C. Titchmarsh [100].
Out choice will be, as stated already,c = 1+ L−1.

Remark 2. The following result which says more is due to S.M. Gonek.
(We state Lemma 1 of his paper the reference to which will be given
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in the notes at the end of this chapter). There is a constantc > 0 (not
1+ L−1) such that

∫ r(1+c)

r(1−c)
Exp[it log

( t
er

)

]
( t
2π

)a−
1
2

dt

= (2π)1−ara Exp
(

−ir +
iπ
4

)

+O(ra− 1
2 )

for all real constantsa and all realr ≥ r0(a). See also Lemma 3.3 of N.
Levinson [54].

Now let us look at the first part of the lemma. Here LHS is by
Cauchy’s theorem

1
2πi















∫ c+iT

c−iT
+

∫ c−iT

1
2−iT

+

∫ 1
2+iT

c+iT















χ(1− s)n−sds

=
1

2πi

∫ c+iT

c−iT
χ(1− s)n−sds+O













∫ c

1
2

T
1
2−(1−σ)n−σdσ













.

129

Hence if {an} is any sequence of complex numbers with|an| ≤
(log(n+2))A (for some constantA > 0 which is arbitrary) andc = 1+L−1,
then we have (withτ = (2π)−1T),

1
2πi

∫ c+iT

c−iT
χ(1− s)

















∑

n<τ−2

+
∑

|n−τ|≤2

+
∑

n>τ+2

















ann−sds

= 2
∑

n≤τ−2

an

(

1+O

(

n−
1
2

(

log
τ

n

)−1
)

+O
(

n−
1
2 logT

)

+O
(

n−cT
1
2

)

)

+O

(∫ c+iT

c−iT
TǫT−c(|t| + 1)

1
2 |ds|

)

+O

















∑

n>τ+2

anTc− 1
2 n−c

(

log
n
τ

)−1
















+O

















∑

n>τ+2

anTc− 1
2 n−c

















= 2
∑

n≤τ
an +O

















Tǫ
∑

n≤τ−2

(

n−
1
2

(

log
τ

n

)−1
+ n−

1
2 + n−1T

1
2

)
















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+O

















∑

n>τ+2

(

T
1
2 |an|n−c

(

log
n
τ

)−1
+ |an|n−cT

1
2

)

















= 2
∑

2≤τ
an +O(T

1
2+ǫ),

since for example

∑

1
2τ≤n≤τ−2

n−
1
2

(

log
τ

n

)−1
= O















T−
1
2

∑

···

τ

τ − n















= O(T
1
2+ǫ).

Thus we have proved

Lemma 2. Let c= 1+ L−1 and F0(s) = (ζ′(s))2(ζ(s))−1 or ζ′(s) of ζ(s) 130

and let an dbe defined accordingly. Then, we have,

1
2πi

∫ c+iT

c−iT
χ(1− s)F0(s)ds= 2

∑

n≤ T
2π

an +O(T
1
2+ǫ ). (5.4.12)

We now prove

Lemma 3. Under the conditions of Lemma 2, we have,

Re I3 = Re

(

1
2πi

∫ c+iT

c+i
χ(1− s)F(s)ds

)

=
T
4π

(logT)2 +O(T logT),

(5.4.13)

Re

(

1
2πi

∫ c+iu

c+i
χ(1− s)ζ′(s)ds

)

= − u
2π

logu+O(u), (5.4.14)

and

Re

(

1
2πi

∫ c+iu

c+i
χ(1− s)ζ(s)ds

)

=
u
2π
+O(u

1
2+ǫ), (5.4.15)

where in the last two assertions1 ≤ u ≤ T.

Proof. Let us denote the integrand in (5.4.13) byG(s). In (|t| ≤ 1, σ = c)
we haveG(s) = O(L3) and so we can include this in the error term. Next

1
2πi

∫ c−i

c−iT
G(c+ it)ds=

1
2π

∫ −1

−T
G(c+ it)dt =

1
2π

∫ T

1
G(c− it)dt
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which is the complex conjugate of

1
2πi

∫ c+iT

c+i
G(s)ds.

Hence

1
2πi

∫ c+iT

c−iT
G(s)ds= 2 Re

(

1
2πi

∫ c+iT

c+i
G(s)ds

)

+O((logT)3).

This proves the first part of the lemma since by prime number theo-
rem

∑

n≤τ
an =

T
4π

(logT)2 +O(T logT).

The other two parts follow since while moving the line of integration131

from σ = c to σ = 1 + (log(2u))−1, u ≥ 1 we have the contribution
O(u

1
2+ǫ ) from the horizontal sides.
We have to treatRe I1 andRe I2. We useχ′χ−1 = − logτ + O(t−1)

for t ≥ 1,σ = c. Since theO-term contributes a small quantity we may
replaceχ′χ−1 by − logτ and (χ′χ−1)2 by (logτ)2. Now

Re I2 =
1
2π

Re
∫ T

1,(σ=c)
χ(1− s)

(

− log
t

2π

)

ζ′dt

=

∫ T

1

(

− log
u
2π

)

d Re K2(u), (where K2(u) =
1
2π

∫ u

1,(σ=c)
χ(1− s)ζ′dt)

= − log
u
2π

Re K2(u)]T
1 +O

(∫ T

1

1
u
|Re K2(u)|du

)

= − T
2π

(logT)2 +O(T logT).

Similarly

Re I1 =
1
2π

∫ T

1,(σ=c)
χ(1− s)

(

log
t

2π

)2
ζdt

=

∫ T

1

(

log
u
2π

)2
d Re K1(u), (where K1(u) =

1
2π

∫ u

1,(σ=c)
χ(1− s)ζdt)
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=

(

log
u
2π

)2
Re K1(u)]T

1 +O

(∫ T

1

log
u

u du

)

=
T
2π

(logT)2 +O(T logT).

Since−I0 = I1−2I2+I3 (with an errorOǫ(T
1
2+ǫ )), we haveRe(−I0) =

( 1
4π −

2
2π +

1
2π )T(logT)2 +O(T logT) and so

Re I0 =
T
4π

(logT)2 +O(T logT).

This proves all that we wanted to prove. �
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Notes at the End of Chapter c5

All references except to the book of E.C. Titchmarsh [100] (revised132

by D.R. Heath-Brown) are postponed to the notes at the end of the chap-
ter.
§ 5.2. The proof of12 ≤ θ ≤ 1 given here is a slightly simplified

version of the (Hansraj Gupta memorial) lecture given by me at Aligarh
during the 57th Annual Conference of the Indian Mathematical Society
held during December 1991. The details of this lecture will appear with
the title “A new approach to the zeros ofζ(s)” in Mathematics Student
(India) [24]. This method itself has been published by myself and R.
Balasubramanian in a very much more general (but complicated) form
in two papersX[11] andXI[12] with the same title “on the zeros of a class
of generalised Dirichlet series”. For the simplest proof see [89].

The difficulty of the generalisation mentioned in Remark 2 is the
analogue of the upper bound of|ζ(s) − 1

s−1 |. For the results on general
number fields the only method, known is by using the functional equa-
tion.

For the result mentioned in Remark 3 due to K. Ramachandra see
[83].

The Lemma 5 is due to S. Ramanujan [97] (see also paper number
24 pages 208-209 of his collected papers [98]). Actually it is enough
to prove something likeπ(X) − π(X/2) > X(logX)−2 for X = Xν(ν =
1, 2, 3, . . .) such thatXν → ∞. This follows from

∏

p≤x
(1 − p−1)−1 ≥

∑

n≤x
n−1, on taking logarithms on both sides.

Theorem 5.2.2 is nearly proved in the papersI [21] andII [22] of the se-
ries “On the zeros of a class of generalised Dirichlet series”. The papers
III [10], IV [13], V[23], VI[14], XIV[19] andXV[20] of the same series are
more involved and deal with refined developments. All these deal with
the zeros in (σ ≥ 1

2 − δ,T ≤ t ≤ 2T) whereδ(> 0) is any constant. The
papersVII [24], VIII [15], IX[16], X[11] andXI[12] concentrate on the same
problem withδ = δ(T)→ 0. In fact XI (as also the papers “On the zeros
of ζ′(s) − a′′[17] and “On the zeros ofζ(s) − a′′[18] to appear) deal with
the zeros in (σ ≥ 1

2 + δ,T ≤ t ≤ 2T)δ(> 0) being a constant, and further133
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refinements. Amongst the papers just mentioned in this paragraph the
papers I, II, V and VII are due to K. Ramachandra. The rest are all due to
R. Balasubramanian and K. Ramachandra. It must be mentionedthat the

paperVII [24] is very general and deals with the zeros of
∞
∑

n=1
anλ
−s
n with

1
x

∑

n≤x
|an|2 ≫ Exp

(

− c log x
log logx

)

for some constantc > 0 and allx ≥ 100, in

the rectangle (σ ≥ 1
2 − δ,T ≤ t ≤ 2T) with δ = c′(log logT)−1 for some

constantc′(> 0) (and further refinements). This paper depends on the
localisation of some theorems of J.E. Littlewood and A. Selberg (who
dealt with ζ(s)) to very general Dirichlet series due to K. Ramachan-
dra and A. Sankaranarayanan [92] [94]. These results are stated in §
5.3. Another recent paperXVI[6] by K. Ramachandra and A. Sankara-
narayanan adds to our knowledge of the zeros of a class of generalised
Dirichlet series in (σ ≥ 1

2+δ,T ≤ t ≤ 2T), whereδ(> 0) is any constant.
§ 5.4. The reference to the papers of three authors is J.B. Conrey,

A. Ghosh and S.M. Gonek, [31]. The result mentioned in Remark2
below Lemma 1 is proved in S.M. Gonek [34]. The latest improvement
of (5.4.1) is due to A. Fujii (see A. Fujii [32]). It runs as follows: There
exist real constantsA1 > 0, A2, A3 such that the difference

∑

1≤Im ρ≤T

ζ′(ρ) − A1T(logT)2 − A2T(logT) − A3T

is O(Te−c
√

logT) wherec > 0 is an absolute constant. He also proves
that if we assume Riemann’s hypothesis then the difference isO(T

1
2

(logT)
1
2 ).





Chapter 6

Some Recent Progress

6.1 Introduction
134

In this chapter we shall state without proofs some difficult results (and
related results) mentioned in the introductory remarks. Most of the ref-
erences not mentioned are to be found in E.C. Titchmarsh [100].

6.2 Hardy’s Theorem and Further Developments

G.H. Hardy was the first to attack the problem of zeros ofζ(s) on the
critical line. Of course the numberN of zeros ofζ(s) in (0 ≤ σ ≤ 1, 0 ≤
t ≤ T) is given by the Riemann-von Mongoldt formula

N =
T
2π

log
T
2π
− T

2π
+O(logT).

Denote byN0 the number of zeros ofζ(s) in (σ = 1
2, 0 ≤ t ≤ T).

(BothN andN0 are counted with multiplicity). Hardy proved thatN0→
∞ asT → ∞. He and J.E. Littlewood proved later thatN0 ≫ T. A.
Selberg developed their method further and by using certainmollifiers
proved thatN0 ≫ N. On the other hand C.L. Siegel developed another
method to proveN0 ≫ T. By a deep variant of this method N. Levinson
[54] proved that limit ofN−1N0 ≥ 1

3 asT → ∞. The references to the

143
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works of the other authors mentioned above are to be found in Levin-
son’s paper. A. Selberg and D.R. Heath-Brown (independent of eacg
other) pursued the method of Levinson and proved that ifN∗0 denotes
the number of simple zeros ofζ(s) in (σ = 1

2, 0 ≤ t ≤ T) then limit of
N−1N∗0 ≥

1
3 asT → ∞. Next some work in these directions was done

by R. Balasubramanian, J.B. Conrey, D.R. Heath-Brown, A. Ghosh and
S.M. Gonek and subsequently by J.B. Conrey who refined the method
of Levinson and proved that, asT → ∞, limit N−1N∗0 ≥

2
5. (Ref. J.B.

Conrey [29]). In another direction J.B. Conrey improved theprevious
results of A. Selberg and M. Jutila and proved (with usual notation) that

N(σ,T) ≪ǫ T1−( 8
7−ǫ)(σ−

1
2 ) logT.

In yet another direction J.B. Conrey improved on the previous re-135

sults of A. Selberg; R. Balasubramanian, J.B. Conrey,D.R. Heath-Brown.
He proved that

∫ 1

1
2

N(σ,T)dσ ≤ (0.0806+ o(1))T.

The last three sults of J.B. Conrey mentioned above were announced
in (J.B. Conrey [30]). In a completely different direction (namely pair
corelation of the zeros ofζ(s)) H.L. Montgomery proved (on RH) that
limit of N−1N∗0 ≥

2
3 asT → ∞, (see H.L. Montgomery [59]).

6.3 Deeper Problems of Mean-Value Theorems on
σ = 1

2

DefineE(T) by

1
2π

∫ T

0
|ζ

(

1
2
+ it

)

|2dt =
T
2π

log
T
2π
+ (2γ − 1)

T
2π
+ E(T)

whereγ is as usual the Euler’s constant. Then A.E. Ingham was the first
to show thatE(T) = O(T

1
2+ǫ). This result was improved in a compli-

cated way to E.C. Titchmarsh who proved thatE(T) = O(T
5
12+ǫ ). After
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a lapse of nearly 45 years R. Balasubramanian [3] took up the problem
and building upon the ideas of Titchmarsh and adding his own ideas
proved thatE(T) = O(T

1
3+ǫ). The latest improvement is due to D.R.

Heath-Brown and M.N. Huxley namelyE(T) = O(T
7
22+ǫ). The refer-

ence to their paper is (D.R. Heath-Brown and M.N. Huxley [40]). J.L.
Hafner and A. Ivic have proved (ref. J.L. Hafner and A. Ivic [36]) some
niceΩ± theorems forE(T). Their results read

E(T) = Ω+
{

(T logT)
1
4 (log logT)

1
4 (3+log 4) Exp(−c

√

log log logT)
}

and

E(T) = Ω−















T
1
4 Exp















D(log logT)
1
4

(log log logT)
3
4





























,

wherec > 0 andD > 0 are constants. Let

E2(T) =
∫ T

0
|ζ

(

1
2
+ it

)

|4dt − TP4(logT),

whereP4(logT) is a certain polynomial in logT of degree 4, Then D.R.136

Heath-Brown was the first to prove (for a certain explicitP4(logT)) that
E2(T) = O(T

7
8+ǫ). (Ref. [39]). His method also gave the result of R.

Balasubramanian mentioned earlier. The final resultE2(T) = O(T
2
3+ǫ)

which we can expect in the present state of knowledge was proved by
N. Zavorotnyi (Ref. [105]) It should be mentioned thatTǫ has been re-
placed by a constant power of logT by A. Ivić and Y. Motohashi (Ref. A.
Ivić [43]). The resultE2(T) = Ω(T

1
2 ) (recently Motohashi has proved

that E2(T) = Ω±(T
1
2 )) of considerable depth is due to A. Ivic and Y.

Motohashi (Ref. [44]). The deep result
∫ T

0
|ζ

(

1
2
+ it

)

|12dt≪ T2(logT)17

was first proved by D.R. Heath-Brown (Ref. [38]). Later on, H.Iwaniec
developed another method and proved a result on the mean value of
|ζ

(

1
2 + it

)

|4 over short intervals, which gave as a corollary the result of
Heath-Brown just mentioned and also

∫ T+H

T
|ζ

(

1
2
+ it

)

|4dt≪ H1+ǫ ,H = T
2
3 .
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Afterwards M. Jutila and Y. Motohashi (independently) gavediffer-
ent methods of approach to this problem of H. Iwaniec. Thus there are
at present three different methods of approach to this problem. (Ref.
H. Iwaniec [46]; M. Jutila [47]; M. Jutila [49]; M. Jutila, [50]; Y. Moto-
hashi (several papers of which the following is one [61]). Ofthese meth-
ods Jutila’s method works very well for hybrid versions toL-functions
and so on. However we do not say more on such questions in this mono-
graph. In 1989, N.V. Kuznetsov published (N.V. Kuznetsov [52]) a proof
of

∫ T

0
|ζ

(

1
2
+ it

)

|8dt≪ T(logT)16+B,

whereB > 4 is a certain constant. However his proof appears to con-
tain many serious errors. (Professor Y. Motohashi of Japan is trying to
correct the mistakes and the result that137

∫ T

0
|ζ

(

1
2
+ it

)

|8dt≪ T
4
3+ǫ

valid for every fixedǫ > 0 which Motohashi hopes to obtain should
be called Kuznetsov-Motohashi theorem if at all Motohashi succeeds in
proving it. If however Motohashi succeeds in proving

∫ T

0
|ζ

(

1
2
+ it

)

|6dt≪ T1+ǫ

the full credit of such a discovery should go to Motohashi). Before
leaving this section it is appropriate that the following two results should
be mentioned (and as is common with all the results of this chapter we
do not prove them). Of course they have a place in Chapter 4 andwe
have mentioned it there and we do not prove them. The first is the result

(logT)k2 ≪ 1
T

∫ T

0
|ζ

(

1
2
+ it

)

|2kdt≪ (logT)k2

uniformly for all k = 1
n(n ≥ 1 integer) due to M. Jutila. (Ref. M. Jutila,

[48]). This has application to large values of|ζ(1
2 + it)|. Another result

is due to A. Ivic and A. Perelli. They have proved that ifk is any real
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number with 0≤ k ≤ (ψ(T) log logT)−
1
2 whereψ(T) → ∞ asT → ∞,

we have,
1
T

∫ T

0
|ζ

(

1
2
+ it

)

|2kdt→ 1.

(Ref. A. Ivic and A. Perelli, [45]).

6.4 Deeper Problems on Mean-Value Theorems in
1
2 < σ < 1

For fixedσ
(

1
2 < σ < 1

)

define

E(σ,T) =
∫ T

0
|ζ(σ + it)|2dt− ζ(2σ)T − ζ(2σ − 1)Γ(2σ − 1)

1− σ
Sin(πσ)T2−2σ.

This definition is due to A. Ivic (Note that limE(σ,T) = E(T) as
σ → 1

2 + 0). K. Matsumoto defines in a slightly different way. K.
Matsumoto was the first to use the method of R. Balasubramanian and
he proved

E(σ,T) ≪ T1/(4σ+1)+ǫ ,

(

1
2
< σ <

3
4

)

.

(Ref. [55] K. Matsumoto. However in this paper he uses a slightly dif- 138

ferent method namely the one which uses Atkinson’s formula). A. Ivic
([43] p. 90), has shown thatE(σ,T)≪ T1−σ. K. Matsumoto has proved
(in the paper cited above, see also the A. Ivić [43]) that

∫ T

0
(E(σ,T))2dt = C(σ)T

5
2−2σ +O(T

7
4−σ),

(

1
2
< σ <

3
4

)

,

(whereC(σ) > 0), which impliesE(σ,T) = Ω(T
3
4−σ). There are many

other interesting results given in A. Ivić [43] mentioned above and the
interested reader is referred to this LN. However we have to mention
a result of S.W. Graham which seems to have missed the attention of
many mathematicians. Letq ≥ 1 be an integer,Rq = 2q+2 − 2, and
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σq = 1− (q+ 2)R−1
q . Then his result reads

∫ T

0
|ζ(σq + it)|14Rqdt≪ T14(logT)A(q),

whereA(q) > 0 is a certain constant depending only onq. In particular
whenq = 2, we have,

∫ T

0
|ζ

(

5
7
+ it

)

|196dt≪ T14(logT)425.

(Note that this implies thatµ(5
7) ≤ 1

14 and alsoµ(σq) ≤ R−1
q . These

results are close to Theorems 5.12 and 5.13 of E.C. Titchmarsh [100]).
Reference to these results is (S.W. Graham, [35]).

6.5 On the Lineσ = 1

Let k be any complex constant, (ζ(s))k =
∞
∑

n=1
dk(n)n−s whenRe s> 2.

Put

E(k, 1,T) =
∫ T

1
|(ζ(1+ it))2k|dt − T

∞
∑

n=1

|dk(n)|2n−2.

The functionE(1, 1,T) was studied in great detail in (R. Balasubra-
manian, A. Ivic and K. Ramachandra [4]). One of the results proved in
this paper is

E(1, 1,T) = −π logT +O
(

(logT)
2
3 (log logT)

1
3

)

.

It follows thatE(1, 1,T) = Ω−(logT). It is alsoO(logT). In another139

paper (R. Balasubramanian, A. Ivic and K. Ramachandra [5]) they have
proved many results. A sample result is

E(k, 1,T) = O
(

(logT)|k
2|
)

.

Finally we mention a result on the large value of| logζ(1 + it)| (K.
Ramachandra [88]). The result is this. Letǫ(0 < ǫ < 1) be any constant,
T ≥ 10000,X = Exp

(

log logT
log log logT

)

. Consider the set of pointst for which

T ≤ t ≤ T+eX and| logζ(1+ it)| ≥ ǫ log logT. Then this set is contained
in Oǫ(1) intervals of length1

X .



Chapter 7

Appendix

7.1 Introduction
140

In this chapter we prove some well-known results and usuallyreferences
will not be given. We prove the functional equation ofζ(s), the asymp-
totics of Γ(s) and that of

∑

n≤x
|dk(n)|2 (k-complex constant) and make

some remarks about some useful kernel functions.

7.2 A Fourier Expansion

Let y > 0, v a real variable in (−∞,∞) and f (v) =
∞
∑

n=−∞
Exp(−π(v +

n)2y). Clearly f (v) is a periodic function whose Fourier series repre-
sents the function sincef (v) is continuously differentiable. Letf (v) =
∞
∑

n=−∞
an Exp(2πinv). Then

an =

∫ 1

0
f (v) Exp(−2πinv)dv

=

∞
∑

m=−∞

∫ 1

0
Exp(−π(v+m)2y− 2πinv)dv

149
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=

∞
∑

m=−∞

∫ m+1

m
Exp(−πv2y− 2πinv)dv

=

∫ ∞

−∞
Exp(−πv2y− 2πinv)dv

=

∫ ∞

−∞
Exp















−π
(

v+
in
y

)2

y− πn2

y















dv

= Exp

(

−πn2

y

) ∫ ∞

−∞
Exp















−πy

(

v+
in
y

)2












dv

Lemma. We have,
∫ ∞

−∞
Exp















−πy

(

v+
in
y

)2












dv=
∫ ∞

−∞
Exp(−πv2y)dv.

Proof. Integrate Exp(−πz2y) over the rectangle obtained by joining−R,
R, R+ in

y , −R+ in
y , −R by straight line segments in this order. We have

trivially
∫ ny−1

0
Exp(−π(±R+ iu)2y)du→ 0

asR→ ∞, since the absolute value of the integrand is≤ Exp((−R2y +141
n2

y )π). This proves the lemma. �

Thus we can state

Theorem 7.2.1.We have, for y> 0 and real v,
∞
∑

n=−∞
Exp(−πy(n+ v)2) =

(∫ ∞

−∞
Exp(−πv2y)dv

) ∞
∑

n=−∞
Exp

(

−πn2

y
+ 2πinv

)

.

As a corollary we state

Theorem 7.2.2.We have, for y> 0,

1+ 2
∞
∑

n=1

Exp(−πn2y) = y−
1
2















1+ 2
∞
∑

n=1

Exp

(

−πn2

y

)















, (7.2.1)

and
∫ ∞

−∞
Exp(−πv2)dv= 1. (7.2.2)
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Proof. Puttingv = 0 andy = 1 in Theorem 7.2.1 we obtain
∫ ∞

−∞
Exp(−πv2)dv= 1

and so
∫ ∞

−∞
Exp(−πv2y)dv= y−

1
2

∫ ∞

−∞
Exp(−πv2)dv= y−

1
2 .

Puttingv = 0 in Theorem 7.2.1 we obtain (7.2.1). �

7.3 Functional Equation

We first introduce as usual

Γ(s) =
∫ ∞

0
Exp(−v)vs−1dv, (s= σ + it, σ > 0). (7.3.1)

The analytic continuation is provided by the functional equation

Γ(s+ 1) = sΓ(s) and so Γ(n+ 1) = n! (7.3.2)

which is obtained on integration of (7.3.1) by parts. We now write 142

(somewhat artificially) forσ > 1

π−
s
2Γ(

s
2

)ζ(s) =
∞
∑

n=1

∫ ∞

0
(n2π)−

s
2 Exp(−v)v

s
2
dv
v

=

∞
∑

n=1

∫ ∞

0
Exp(−n2πv)v

s
2
dv
v

=

∫ ∞

0
φ(v)v

s
2
dv
v
,

whereφ(v) =
∞
∑

n=1
Exp(−n2πv). Now by Theorem 7.2.2, we have,

1+ 2φ(v) = v−
1
2

(

1+ 2φ

(

1
v

))

.
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Hence fors= σ + it, σ > 1, we have

π−
s
2Γ

( s
2

)

ζ(s) =
∫ ∞

1
φ(v)v

s
2
dv
v
+

1
2

∫ 1

0
(v−

1
2 − 1)v

s
2
dv
v

+

∫ 1

0
v−

1
2φ

(

1
v

)

v
s
2
dv
v

=

∫ ∞

1
φ(v)v

s
2
dv
v
+

1
2

(

2
s− 1

− 2
s

)

+

∫ ∞

1
v

1
2φ(v)v−

s
2
dv
v

= − 1
s(1− s)

+

∫ ∞

1
φ(v)

(

v
s
2 + v

1−s
2

) dv
v
.

This proves the following theorem.

Theorem 7.3.1.For v ≥ 1, let φ(v) =
∞
∑

n=1
Exp(−n2πv). Then forσ > 1,

we have,

π−
s
2Γ

( s
2

)

ζ(s) = − 1
s(1− s)

+

∫ ∞

1
φ(v)

(

v
s
2 + v

1−s
2

) dv
v
. (7.3.3)

Plainly the last equation is true for all complex s by analytic con-
tinuation. Since the RHS is symmetric in s and1− s, we have the func-
tional equation namely that LHS is unchanged under the transformation
s→ 1− s.

7.4 Asymptotics ofΓ(s)

For many important purposes it is necessary to know the behaviour of143

Γ(s) as|s| → ∞. It is also important to know its poles (and zeros if any).
For reals> 0 we define

Γ(s) = lim
n→∞
Γn(s) where Γn(s) =

∫ n

0
Exp(−v)vs−1dv.

Now Exp(−v) = (Exp(− v
n))n ≥ (1− v

n)n since for 0≤ v ≤ n we have
log(1− v

n) ≤ − v
n. Hence

Γn(s) ≥
∫ n

0

(

1− v
n

)n
vs−1dv= In(s) say.
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Again

0 ≤ Γn(s) − In(s) ≤
n

∫

0

(

Exp(−v) −
(

1− v
n

)n)

vs−1dv

≤ e
n

∫ n

0
vs+2 Exp(−v)

dv
v
≤ e

n

∫ ∞

0
vs+2 Exp(−v)

dv
v
=

e
n
Γ(s+ 2),

on using

Exp(−v) −
(

1− v
n

)n
=

(

Exp
(

−v
n

))n
−

(

1− v
n

)n

=

(

Exp
(

−v
n

)

−
(

1− v
n

)) n−1
∑

ν=0

(

Exp
(v
n

))ν (

1− v
n

)n−ν−1

≤ v2

n2
· n · Exp

(

−v
n

(n− 1)
)

=
ev2

n
Exp(−v).

Hence, asn→∞,

Γ(s) = lim Γn(s) = lim In(s) = lim
∫ n

0

(

1− v
n

)n
vsdv

v

provideds> 0. We now determine the last limit. Plainly

In(s) = ns
∫ 1

0
(1− v)nvs−1dv= nsJn(s) say.

Integrating by parts, we have (fors> 0 andn ≥ 1), 144

Jn(s) =
vs

s
(1− v)n]1

0 + n
∫ 1

0

vs

s
(1− v)n−1dv

=
n
s

Jn−1(s+ 1)

=
n
s
· n− 1

s+ 1
Jn−2(s+ 2) =

n
2
· n− 1

s+ 1
. . .

n− r
s+ r

Jn−r−1(s+ r + 1)
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for n− r − 1 ≥ 0. Puttingr = n− 1 we obtain

Jn(s) =
n!

s(s+ 1) . . . (s+ n− 1)
· 1

s+ n

Hence

1
sΓ(s)

= lim
n→∞

















n−s
n

∏

ν=1

(

1+
s
ν

)















= lim
n→∞

















n
∏

ν=1

((Exp(− s
ν

))(1+
s
ν

))















× lim
n→∞

Exp

















s
n

∑

ν=1

1
ν
− slogn

















= eγ
s
∞
∏

ν=1

{

(1+
s
ν

) Exp(− s
ν

)
}

since lim
n→∞

(

n
∑

ν=1

1
ν
− logn

)

= γ the Euler’s constant. This holds for real

s> 0 and by analytic continuation for all complexs. Hence we state

Theorem 7.4.1.We have, for all complex s,

1
Γ(s)

= seγ
s
∞
∏

ν=1

((

1+
s
ν

)

Exp
(

− s
ν

)}

(7.4.1)

whereγ is the well-known Euler’s constant.

Since
sinθ
θ
=
∞
∏

n=1

(

1− θ2

n2π2

)

for all θ we have the following

Corollary 3. We have

1
Γ(1+ s)Γ(1− s)

=
sin(sπ)

sπ
and so Γ(s)Γ(1− s) =

π

sin(sπ)
.

Corollary 4. The function(Γ(s))−1 is entire. It has simple zeros at s= 0,145

−1, −2, . . . and no other zeros. The residue ofΓ(s) at s = n − n is
(−1)n(n!)−1 as is easily seen by

Γ(s) =
∫ 1

0
Exp(−v)vs−1dv+

∞
∫

1

Exp(−v)vs−1dv
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andExp(−v) =
∞
∑

n=0

(−v)n

n!
.

Corollary 5. The functionζ(s) has simple zeros at s= −2, −4, −6, . . ..
If has no other zeros inσ > 1 and also inσ < 0. The functionζ(s) −
(s− 1)−1 is entire. At s= 0, −1− 3, . . . , ζ(s) can be expressed in terms
of Bernoulli numbers. Hence, for n= 1, 2, 3, . . . , ζ(2n) = π2n times a
rational number.

Remark. It is easy to prove (though it took a long time in the history of
mathematics to prove this) thatζ(it) , 0 andζ(1+ it) , 0 for all t. But
it is not known whether there exists a sequence of zeros with real parts
tending to 1. This is likely to remain unsolved for a long timeto come.

Proof of Corollary 5. The proof follows by the functional equation and
the Euler product. We may use the obvious formula

Γ(s)ζ(s) =
∫ ∞

0

( v
ev − 1

)

vs−2dv

and integrate it by parts (several times) to prove the statement of the
corollary regarding the assertion abouts = 0, −1, −2, . . .. In passing

we remark that we can also considerζ(s, a) =
∞
∑

n=0
(n + a)−s (wherea

is a constant with 0< a ≤ 1) at s = 0, −1, −2, . . .. It may also be

remarked that (using the functinal equation forζ(s, a))
d
ds
ζ(s, a)]s=0 =

logΓ(a) − 1
2 log(2π).

We now resume the asymptotics ofΓ(s). We begin with the re-
mark that logΓ(s) is analytic in the complex plane with the straight line
(−∞, 0] removed. So it suffices to study an asymptotic expansion for
real s > 0, provided we arrive at an expansion which is analytic in the
complex plane with the straight line (−∞, 0] removed. By Theorem146

7.4.1, we have, fors> 0,

logΓ(s) = − log s− γs−
∞
∑

ν=1

(

log
(

1+
s
ν

)

− s
ν

)

.

Hence
Γ′(s)
Γ(s)

= −1
s
− γ −

∞
∑

ν=1

(

1
s+ ν

− 1
ν

)
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and
d
ds
Γ′(s)
Γ(s)

=

∞
∑

ν=0

1

(s+ ν)2
. (7.4.2.)

Notice that
∞
∑

ν=0

1
(s+ ν)2

=

∫ ∞

0

du

(s+ u)2
+

∞
∑

ν=0

(

1
(s+ ν)2

−
∫ ν+1

ν

du

(s+ u)2

)

=
1
s
+

∫ 1

0

∞
∑

ν=0

(

1
(s+ ν)2

− 1
(s+ ν + u)2

)

du

and that the integrand (in the last integral) is

O

















∞
∑

ν=0

1
(s+ ν)3

















= O















∑

ν≤s

1
(s+ ν)3

+
∑

ν>s

1
(s+ ν)3















= O(s−2).

Continuing this process we are led to

∞
∑

ν=0

1

(s+ ν)2
=

c1

s
+

c2

s2
+

c3

s3
+ · · · + cN

sN
+ A(N, s), (7.4.3)

wherec1, c2, . . . , cN are certain constants,N ≥ 1 arbitrary andA(N, s)
is analytic in the complex plane with the straight line (−∞, 0] removed.
Also it is easy to prove that for complexs in |args| ≤ π − δ(δ > 0 being
a fixed constant) we have

A(N, s) = O(|s|−N−1), (7.4.4)

where theO-constant depends only onN andδ. Integrating (7.4.3) twice147

we obtain

Γ′(s)
Γ(s)

= c0 + c1 log s+
c2

s
+

c3

s2
+ · · · + cN

sN
+ A∗(N, s), (7.4.5)

whereA∗(N, s) has the same property as (7.4.4) withN replaced byN−1.
Integrating (7.4.5) again, we obtain

logΓ(s) = d1slog s+ d2s+ d3 log s+ d4 +

N
∑

ν=1

d−ν
sν
+ B(N, s), (7.4.6)
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whered1, d2, d3, d4 and d−ν(v = 1 to N) are constants, andB(N, s)
satisfies the condition similar to (7.4.4). Now we use logΓ(n + 1) −
logΓ(n) = logn to determined1, d2 andd3 as follows. We have

logn = d1((n+ 1) log(n+ 1)− n logn) + d2 + d3

(log(n+ 1)− logn) +O

(

1

n2

)

= d1((n+ 1)

(

logn+
1
n
− 1

2n2

)

− n logn) + d2 +
d3

n
+O

(

1
n2

)

= d1 logn+ d1(n+ 1)

(

1
n
− 1

2n2

)

+ d2 +
d3

n
+O

(

1

n2

)

This gives on dividing by logn and lettingn→ ∞, thatd1 = 1 and
so

(n+ 1)

(

1
n
− 1

2n2

)

+ d2 +
d3

n
= O

(

1
n2

)

.

HereLHS = 1 + d2 +
1
n −

1
2n +

d3
n = O( 1

n2 ) and sod2 = −1, and
d3 = −1

2. Thus

logΓ(s) =

(

s− 1
2

)

log s−s+d4+
d−1

s
+

d−2

s2
+· · ·+d−N

sN
+B(N, s). (7.4.7)

To determined4 we use

Γ

(

n+
1
2

)

=

(

n− 1
2

)

. . .
1
2
Γ

(

1
2

)

=
Γ(2n)Γ(1

2)

2n(2n− 2)(2n− 4) . . . 2
.

i.e.

Γ

(

n+
1
2

)

=
Γ(2n)Γ(1

2)

22n−1Γ(n)
.

Henced4 is determined by

n log

(

n+
1
2

)

−
(

n+
1
2

)

+ d4 +O

(

1
n

)

=

(

2n− 1
2

)

log(2n) − 2n+ logΓ

(

1
2

)

− (2n− 1)
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log 2−
(

n− 1
2

)

logn+ n+O

(

1
n

)

i.e. by148

n logn+ n log

(

1+
1
2n

)

−
(

n+
1
2

)

+ d4

=

(

2n− 1
2

)

(log 2+ logn) − 2n+ logΓ

(

1
2

)

− (2n− 1)

log 2−
(

n− 1
2

)

logn+ n+O

(

1
n

)

i.e. by

n log

(

1+
1
2n

)

− n− 1
2
+ d4

= 2n log 2− 1
2

log 2− 2n+ logΓ

(

1
2

)

− (2n− 1) log 2+ n+O

(

1
n

)

i.e. by

n

(

1
2n

)

+O

(

1
n

)

− 1
2
+ d4 =

1
2

log 2+ logΓ

(

1
2

)

+O

(

1
n

)

,

i.e. by

d4 =
1
2

log 2+
1
2

logπ = log(
√

2π).

Thus we have,

Theorem 7.4.2.We have, in|s| ≥ 1, |args| ≤ π − δ, whereδ(> 0) is a
constant, the expansion

logΓ(s) =
1
2

log(2π)+

(

s− 1
2

)

log s− s+
d−1

s
+

d−2

s2
+ · · ·+ d−N

sN
+B(N, s)

(7.4.8)
where N≥ 1, and d−ν(ν = 1 to N) are constants, B(N, s) is analytic in
the said region and further as|s| → ∞ we have
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B(N, s) = O(|s|−N−1), (7.4.9)

where the O-constant depends only onδ and N.

Remark . The constantsd−1, d−2, . . . , d−N are rational and can be ex-149

pressed in terms of Bernoulli numbers. We do not work out these rela-
tions.

Corollary 1. In the same region as mentioned in the theorem, we have,

Γ(s) =
√

2πss− 1
2 e−s

(

1+O

(

1
|s|

))

.

as |s| → ∞.

Corollary 2. If a ≤ σ ≤ b and t≥ 1, we have,

Γ(σ + it) =
√

2πtσ+it− 1
2 e−

1
2πt−it+ 1

2 iπ(σ− 1
2 )

(

1+O

(

1
t

))

and hence ifζ(s) = χ(s)ζ(1− s), then we have,

χ(s) =

(

2π
t

)σ+it− 1
2

ei(t+ π4 )
(

1+O

(

1
t

))

and
χ′(s)
χ(s)

= − log
( t
2π

)

+O

(

1
t

)

.

Proof. From the functional equation forζ(s) we obtain with slight work
the formula

χ(s) =
1
2

(2π)s sec

(

1
2

sπ

)

(Γ(s))−1

using this and Theorem 7.4.2 the corollary follows. �
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7.5 Estimate for
ζ′(s)
ζ(s)

on Certain Lines in the Crit-

ical Strip

Lemma 4. Let t0 ≥ 1000, s0 = 2 + it0 and letρ run over the zeros of
ζ(s) satisfying|ρ − s0| ≤ 3. Then in the disc|s− s0| ≤ 3− 1

50, we have,

|ζ
′(s)
ζ(s)

−
∑

ρ

1
s− ρ

| ≤ 1010 log t0.

Remark. We have prefered here to write a big constant 1010 in place of
O(·). These constants are unimportant for our purposes.150

Proof. Consider the function

F(s) = ζ(s)
∏

|ρ−s0|≤3

(

1− s− s0

ρ − s0

)−1

.

It is analytic in |s − s0| ≤ 9 and on its boundary|F(s)| is clearly
≤ t10

0 . By maximum modulus principle|F(s)| ≤ t10
0 in |s − s0| ≤ 3.

Plainly it is analytic in this disc and is free from zeros. Hence in this
disc Re log F(s) ≤ 10 logt0. Hence by Borel-Caratheodory theorem
(see Theorem 1.6.1) we see that in|s− s0| ≤ 3− 1

100, we have

| log F(s)| ≤ 106 log t0,

and so by Cauchy’s theorem we have in|s− s0| ≤ 3− 1
50,

|F
′(s)

F(s)
| ≤ 1010 log t0.

This is precisely the statement of the lemma. �

Lemma 5. The number of zeros ofζ(s) in σ ≥ − 1
25, |t − t0| ≤ 1

1000, is
O(log t0).
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Proof. This lemma can be proved by maximum modulus principle. But
this lemma is also a consequence of the following theorem which is
useful in many investigations. �

Jensen’s Theorem 7.5.1.Let f(z) be analytic in|z| ≤ R and f(0) , 0.
Let n(r) denote the number of zeros of f(z) in |z| ≤ r(≤ R). Then

∫ R

0

n(r)
r

dr =
1

2πi

∫

|z|=R
log | f (z)|dz

z
− log | f (0)|.

Remark . Our proof shows that iff (z) is meromorphic in|z| ≤ R and
f (0) , 0 and| f (0)| , ∞, and if n(r) is the number of zeros minus the
number of poles in|z| ≤ r(≤ R) then the same result holds. 151

Proof. (i) If f (z) has no zeros in|z| ≤ R then logf (z) is analytic and
so

log f (0) =
1

2πi

∫

|z|=R
log f (z)

dz
z
.

Taking real parts both sides the theorem follows.

(ii) Now if there is a zeroz0 on |z| = R then at a distanceδ from this
zero log| f (z)| = O(log 1

δ
) and sinceδ log 1

δ
→ 0 asδ → 0 we are

through in this case.

(iii) Now suppose thatf (z) has zeros in|z| ≤ R, but f (0) , 0. Put

F(z) = f (z)
∏

a

R2 − az
R(z− a)

where the product is over all zerosa of f (z) in |z| < R. Then since
F(z) has no zeros in 0< |z| < Rwe, have,

log f (0)+
∑

a

log
R
|a| =

1
2πi

∫

|z|=R
log | f (z)|dz

z
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since on|z| = Rwe have

| R
2 − az

R(z− a)
| = | zz− az

z(z− a)
| = 1

(iv) To prove the theorem it suffices to prove that

∑

a

log
R
|a| =

∫ R

0

n(r)
r

dr.

Here

LHS =
∫ R

0
log

R
r

dn(r) = n(r) log
R
r

]R
0 +

∫ R

0

n(r)
r

dr

and so the theorem is proved.
�

Remark 1. The last principle used is this. Ifφ(u) is continuously differ-
entiable, then

∑

A≤n≤B

φ(n)an















=

∫ B+0

A−0
φ(u)d

∑

n≤u

an















= φ(u)
∑

n≤u

an]B+0
A−0 −

∫ B+0

A−0















∑

n≤u

an















φ′(u)du.

152

This useful result can be easily verified.

Remark 2. By taking the disc with centres0 = 2+ it0 and radius 3, we
obtain

∫ 3

0

n(r)
r

dr =
1

2πi

∫

|s−s0|=3
log |ζ(s)| ds

s− s0
+O(1)

< 1010 log t0,

wheren(r) is the number of zeros ofζ(s) in |s− s0| ≤ r(≤ 3). Noting

that LHS is≥ N(α)
∫ 3
α

dr
r we obtain Lemma 5 by choosingα = 3− 1

100.
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Theorem 7.5.1.Given any t0 ≥ 1000there is a t satisfying|t − t0| ≤ 1
2

such that for s= σ + it with −2 ≤ σ ≤ 2, we have, uniformly

ζ′(s)
ζ(s)

= O((log t0)2).

Proof. The number of zeros ofζ(s) in (σ ≥ − 1
25, |t − t0| ≤ 1

1000) is
O(log t0). Divide thist-interval into abutting intervals all of equal length
equal to a small constant times (logt0)−1 ignoring a bit at one end. It
followis that at least one of these is free from zeros ofζ(s) and so by
Lemma 4 the theorem follows for− 1

25 ≤ σ ≤ 1 + 1
25. The rest follows

by the functional equation. �

7.6 Asymptotics of|dk(n)|2

We begin with the remark thatdk(n) is defined by
∞
∑

n=1
dk(n)n−s = (ζ(s))k.

From the Euler product it is easy to verify that|dk(n)|2 ≤ dk′(n) where
k′ = (|k| + 1)2. It is also easy to verify that for eachn ≥ 1, dℓ(n) is
an increasing function ofℓ ≥ 0. Thus if we are interested in an upper
bound for |dk(n)|2 we see that it is majorised bydℓ(n) whereℓ ≥ 0 is
a certain integer. Now the resultdℓ1(n)dℓ2(n) ≤ dℓ1ℓ2(n) for any two
integersℓ1 ≥ 0, ℓ2 ≥ 0 can be verified whenn is a prime power and 153

the result for generaln follows since for alln1, n2 with (n1, n2) = 1 and
ℓ ≥ 0 we havedℓ(n1)dℓ(n2) = dℓ(n1n2). Thus for any fixedℓ and all
integersν ≥ 1 we have (dℓ(n))ν ≤ dm(n) wherem= ℓν. Hence

(dℓ(n))νn−2 ≤
∞
∑

n=1

(dℓ(n))νn−2 ≤ (ζ(2))ℓ
ν

.

Therefore forn ≥ 2, we have

dℓ(n) ≤ (n22ℓ
ν

)ν
−1 ≤ nǫ

by choosingν large enough.
From now on we give a brief sketch of the fact that

∑

n≤x

|dk(n)|2 = C(0)
k x(log x)|k

2|−1(1+O((log x)−1)),
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where

C(0)
k = (Γ(|k2|))−1

∏

p

















(

1− 1
p

)|k2| ∞
∑

m=0

|dk(p
m)|2p−m















.

We begin with a well-known lemma.

Lemma 1. We have, for c> 0, y> 0, and T≥ 10,

1
2πi

∫ c+iT

c−iT
ysds

s
= (0 or 1)+O

(

yc

T | logy|

)

according as0 < y < 1 or y > 1.

Proof. Move the line of integration toσ = R or σ = −R. This leads to
the lemma. �

Lemma 2. Let 1 < c < 2 and let x(> 10) be half an odd integer. Then
for T ≥ 10, we have,

1
2πi

∫ c+iT

c−iT
f (s)xsds

s
=

∑

n≤x

|dk(n)|2 +O

(

xc+ǫ

T

)

,

where f(s) =
∞
∑

n=1
|dk(n)|2n−s and the O-constant depends only onǫ.154

Proof. We have to use|dk(n)| ≤ nǫ for n ≥ n0(ǫ), and Lemma 1 and
the inequality| log x

n | ≫
|n−x|
|n+x| . From these the lemma follows in a fairly

straight forward way. �

Lemma 3. We have,
f (s) = (ζ(s))|k

2|φ(s)

where

φ(s) =
∏

p















(

1− 1
ps

)|k2| ∞
∑

m=0

|dk(p
m)|2p−ms















(7.6.1)

is analytic inσ ≥ 1− 1
100.

Proof. Trivial. �
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We have now to use one deep result due to I.M. Vinogradov namely
equation number (13) of introductory remarks. From this it follows (K.
Ramachandra [65]) thatζ(s) , 0 in σ ≥ 1 − α(log t)−

2
3 (log logt)−

1
3 ,

|t| ≤ T, whereα > 0 is a certain constant. By using the result of I.M.
Vinogradov it follows that in (σ ≥ 1 − (logT)−

2
3−ǫ , |t| ≤ T, |s− 1| ≥

(logT)−
2
3−ǫ) we haveζ(s) , 0 andζ(s) = O((logT)A) whereA = Ak is a

constant providedT ≥ T0(ǫ). We will assume hereafter thatT ≥ T0(ǫ).
Moving the line of integration fromc = 1 + ǫ to σ = 1 − (logT)−

2
3−ǫ ,

we have by Lemma 2
∑

n≤x

|dk(n)|2 = 1
2πi

∫

σ=1−(logT)−
2
3−ǫ

0<|t|≤T

f (s)
xs

s
ds+ I0 +O

(

x1+2ǫ

T

)

, (7.6.2)

where

I0 =
1

2πi

∫

|s−1|=(log T)−
2
3−ǫ

s,1−(logT)−
2
3−ǫ

f (s)
xs

s
ds, (7.6.3)

and the integration inI0 is anti-clockwise. Here we chooseT = x
1
2 and

obtain

Lemma 4. We have, for any complex constant k, 155
∑

n≤x

|dk(n)|2 = I0 +O(x(log x)−B), (7.6.4)

where B(> 0) is any arbitrary constant and I0 is as in(7.6.3)with T =
x

1
2 .

Proof. Trivial. �

Lemma 5. We have, for|s− 1| ≤ r1 where r1 is a small constant, with
the straight line segment[1 − r1, 1] removed,

f (s)
s
= Ck

(

1
s− 1

)|k2|
(1+ λ1(s− 1)+ · · · + λr(s− 1)r +O((s− 1)r+1))

where

Ck =
∏

p















(

1− 1
p

)|k2| ∞
∑

m=0

|dk(p
m)|2p−m















,

andλ1, λ2, . . . , λr are constants depending on k.



166 Appendix

Proof. Trivial. �

Lemma 6. By deforming the contour properly the contribution to I0

from O((s− 1)r ) is O(x(log x)|k
2|−3) for a sufficiently large constant r.

Proof. The lemma follows from the observation that forr ≥ |k|2 + 40,
we have,

∫ ∞

0
v−|k

2|+r x−vdv= O
(

(log x)|k
2|−3

)

.

�

Lemma 7. We have, for0 ≤ j ≤ r and T = x
1
2 ,

∫ ∞

(logT)−
2
3−ǫ

v−k2+ j x−vdv= O
(

(log x)k2− j−1
)

Proof. Puttingv log x = u we see that the LHS is equal to

(log x)k2− j−1
∫

(log x)(logT)−
2
3−ǫ

v−k2+ j Exp(−v)dv

and the required result follows since (logx)(logT)−
2
3−ǫ ≫ (log x)

1
3−ǫ156

and Exp(−v) ≪ v−k2− j−30.
With the substitutionv log x = u we see now (in view of Lemma 7)

that we are led (byI0) to the integral in lemma below. �

Lemma 8. With usual notation(see the remark below)we have, for any
complex z,

1
2πi

∫ 0+

−∞
v−z Exp(−v)dv=

sin(πz)
π
Γ(1− z) =

1
Γ(z)

.

Remark . We recall that the path is the limit asδ → 0 of the contour
obtained by joining by straight line the points∞e−iπ to δe−iπ and then
continuing by the circular arcδeiθ(θ = −π to π) and then by the straight
line δeiπ to∞eiπ.

Proof. Trivial. �

From Lemmas 4 to 8 we get
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Theorem 7.6.1.We have,
∑

n≤x

|dk(n)|2 = Ck(Γ(|k2|))−1x(log x)|k
2|−1

(1+O((log x)−1)).

As a corollary we obtain

Theorem 7.6.2.We have,
∑

n≤x

|dk(n)|2n−1 = C(1)
k (log x)|k

2|(1+O((log x)−1)),

where

C(1)
k = (Γ(|k2| + 1))−1

∏

p















(

1− 1
p

)|k2| ∞
∑

m=0

|dk(p
m)|2p−m















.

Proof. The proof follows by

∑

n≤x

|dk(n)|2n−1 =

∫ x+0

1−0
u−1d















∑

n≤u

|dk(n)|2














and integration by parts. � 157

7.7 Some Useful Reciprocal Relations Involving
Certain Kernels

By the term kernel function we mean a functionϕ(w) which tapers off.
Examples ofϕ(w) are 1,Γ(w+1), Exp(w4a+2), and Exp((sinw

8A)2). Here
w is a complex variable,a > 0 an integer constant, andA(≥ 10) any real
constant. The last three kernels decay like Exp(−|Im w|), Exp(−|Im w|4a)

and
(

Exp Exp |Im w|
80A

)−1
(the last mentioned decay is valid in|Re w| ≤ A).

Letϕ(w) be any of these kernels. While applying the maximum modulus
principle to an analytic functionf (z) we may apply maximum modulus
principle to f (w)ϕ(w − z) as a function ofw, in a rectangle withz as an
interior point. We may also apply the same tof (z)ϕ(w − z)xw−z where
x > 0 is a free parameter. This leads to convexity. It is well-known that

1
2πi

∫ 2+i∞

2−i∞
xw dw

w
= 0,

1
2

or 1 (7.7.1)
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according as 0< x < 1, x = 1 or x > 1. The other helpful evaluations
are

1
2πi

∫ 2+i∞

2−i∞
xwΓ(w+ 1)

dw
w
= Exp

(

−1
x

)

, (7.7.2)

and

1
2πi

∫ 2+i∞

2−i∞
xw Exp(w2)

dw
w
= 1− π−

1
2

∫ ∞

1
2 log x

Exp(−v2)dv, (7.7.3)

both valid forx > 0. Note that
∫ ∞

−∞
Exp(−v2)dv= π

1
2 (7.7.4)

Remarks. I learnt of (7.7.3) from Professor D.R. Heath-Brown and of
the kernel Exp(w4a+2) from Professor P.X. Gallagher. I thought of the
kernel Exp((sinw

8A)2) myself. I learnt of some convexity principles from
Professor A. Selbert. I learnt the proof of the functional equation of
ζ(s) as presented in this chapter from Professor K. Chandrasekharan158

and K.G. Ramanathan. The treatment of the asymptotics ofΓ(s) is my
own while that of

∑

n≤x
|dk(n)|2 is well-known. To prove (7.7.3) denote the

LHS by∆(x) and considerx∆′(x). Then since∆(x) → 0 asx → 0 we
can come back to∆(x) by using∆(x) =

∫ x

0 (u∆′(u))du
u .

More generally we can write forx > 0,

∆(x) =
1

2πi

∫ 2+i∞

2−i∞
xwϕ(w)

dw
w

(7.7.5)

whereϕ(w) is any of the kernels mentioned above in the beginning of
this section. In caseϕ(w) = 1 the function∆(x) is non-negative but
discontinuous. In the cases (7.7.2) and (7.7.3),∆(x) is monotonic and
continuous and 0< ∆(x) < 1. In the caseϕ(w) = Exp(w4a+2) we can
move the line of integration any where and so we get

∆(x) = OB(xB) and ∆(x) = 1+OB(x−B) (7.7.6)

for any constantB > 0. In the caseϕ(w) = Exp((sin w
8A)2) we can move

the line of integration (but not too far). Thus

∆(x) = OA(xA) and ∆(x) = 1+OA(x−A), (7.7.7)
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whereA is the constant occuring in the definition ofϕ(w).
An interesting formula is

ϕ(w)
w
=

∫ ∞

0
∆

(

1
x

)

xw−1dx, (Re w> 0). (7.7.8)

These are special cases of more general reciprocal transforms (see
E.C. Titchmarsh, [102]). See also§ 2 of (K. Ramachandra [81]).
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[44] A. Ivić and Y. Motohashi, On the fourth power moment of the
Riemann zeta-function, (to appear).
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